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Abstract—This article addresses the problem of identifying dis-
connected agents in multiagent systems via external estimators.
Specifically, we employ external estimators with an appropri-
ately designed decision rule to identify the disconnectedness (i.e.,
the status of being disconnected) between two arbitrarily chosen
agents in formation-control multiagent systems. The design of
the decision rule is inspired by the unit-root testing problem of
autoregressive time series. To make the best possible decision, a
best-effort procedure is also proposed. Then, by introducing the
concept of connected components (or just components) in graph
theory, and using the methods of consensus analysis and time-
series analysis, we develop an analytical framework to show the
theoretical performance of the designed decision rule. A partic-
ularly important result shown by our analysis is that the miss
probability of the decision rule can converge to 0 as the number
of data samples increases. Finally, simulation results validate the
performance of the decision rule and the best-effort procedure,
showing that they can perform well even in small samples.

Index Terms—Connectivity, consensus analysis, estimation,
multiagent systems, time-series analysis.

I. INTRODUCTION

RECENTLY, the use of multiagent systems, such as
multiunmanned aerial vehicle (multi-UAV) systems and

multirobot systems, has emerged as a promising solution
for accomplishing a variety of civilian and military mis-
sions [1]–[29], [45]. Autonomous agents can interact with
each other via a communication network to achieve cer-
tain global objectives [1], [3], [5]–[7], [10]–[20], [45]. This
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network is often modeled by a communication graph which
is said to be connected if there is a path between every pair
of vertices in the graph [18]. With the aim of fully lever-
aging the benefits of multiagent systems, it is necessary to
overcome many unprecedented issues arising from nonideal
communication conditions [13], [17], [45]. A differentiating
factor in typical multiagent networks compared with the cur-
rent majority of communication networks is the several-fold
increase in the mobility of network nodes [28], [29]. The high
mobility of agents can cause multiagent networks to be eas-
ily disconnected, that is, some agents are disconnected from
others [28], [29].

A. State of the Art and Prior Works

There has been significant research related to the estima-
tion, maintenance (preservation), and control of the network
connectivity for multiagent systems [1]–[23]. Zhang et al. [1]
recently proposed a decentralized method to estimate the alge-
braic connectivity of undirected graphs. Sabattini et al. [10]
developed a decentralized estimation and control strategy to
maintain the strong connectivity of directed communication
graphs. Franceschelli et al. [14] presented a decentralized
algorithm to estimate the eigenvalues of the Laplacian matrix
that encodes the network topology of a multiagent system.
Yang et al. [20] proposed estimating and controlling the global
connectivity of a network using only decentralized computa-
tions and local communication via a power iteration algorithm.
Dimarogonas and Kyriakopoulos [21] provided a distributed
control strategy to preserve connectivity by using repulsive
and attractive potential fields. De Gennaro and Jadbabaie [23]
developed a decentralized algorithm for the connectivity con-
trol of a multiagent system. Zavlanos et al. [18] provided a
theoretical framework for controlling network connectivity and
discussed various distributed methods to maintain, control, and
increase network connectivity.

Most literature on the network connectivity of multiagent
systems employed the assumption that the communication
graph is a connected graph [1]–[23]. Nevertheless, in real-
istic situations, it is impossible for a multiagent system
to keep its communication network connected all the time
during the system evolution, that is, all-time connectiv-
ity may not be ensured [25]. This has motivated fur-
ther investigations on intermittent connectivity scenarios for
multiagent networks [24]–[26]. Kantaros and Zavlanos [24]
designed a distributed controller for the agents so that the
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network connectivity is guaranteed over time, infinitely often.
Khodayi-Mehr et al. [25] developed a distributed controller
that designs sequences of communication events for the agents
so that the network can be intermittently connected infinitely
often. Aragues et al. [26] proposed an intermittent connectiv-
ity strategy that allows multiple agents to move on the 1-D
cycle graph of the environment.

Very few studies have paid attention to disconnected
network scenarios in which neither all-time connectivity nor
intermittent connectivity is guaranteed. Being disconnected
is the worst-case status of a multiagent network [28], [29],
and it would be better to prevent it from happening [1]–[23],
but there is no absolute guarantee that a practical multiagent
network will never be disconnected. Multiagent systems need
the ability to immediately reconnect after their communication
networks are disconnected [28], [29], for which identifying the
disconnected agents within the systems is a prerequisite. The
difficulty in achieving this identification is caused by a lack
of available modeling, analysis, and design methods.

B. Contributions

In this article, we consider multiagent systems whose
communication networks are disconnected, meaning that all-
time and intermittent connectivity cannot be guaranteed. We
develop an approach to monitoring the connection status of
two arbitrarily chosen agents via external estimators and to
identify those that are disconnected, on the basis of the data
samples. We show that an appropriately designed decision rule
allows external estimators to accomplish this identification. In
particular, we prove that the miss probability of the designed
decision rule converges to 0 as the number of data samples
increases. An interesting finding in the simulations shows that
even with a small sample number, both miss and false alarm
probabilities can be reduced to below 0.05 in many cases.

The main contributions and novelty of this article can be
summarized as follows.

1) Prior works on the network connectivity of multiagent
systems have mainly adopted the all-time or intermit-
tent connectivity assumption [1]–[27]. To the best of
our knowledge, this article is one of the first to sys-
tematically study the disconnected network scenario
(Assumption 1), with the aim of identifying discon-
nected agents.

2) We build a model of external estimators that monitor
the connection status of two arbitrarily chosen agents,
and design a decision rule to judge whether these two
agents are disconnected (Decision Rule 2). The design
of the decision rule is inspired by the unit-root testing
problem of autoregressive time series, in which the use
of an ordinary least squares (OLS)-type estimate is a key
ingredient. Moreover, we propose a best-effort procedure
to make the best possible decision (Procedure 1).

3) We develop an analytical framework to show the the-
oretical performance of the designed decision rule. To
be specific, the concept of components in graph theory
is first introduced to characterize disconnected commu-
nication graphs (Definition 1). Based on this concept,

Fig. 1. Disconnected graph G that has three components, that is, Gc1,Gc2, and Gc3, such that G = Gc1 ∪ Gc2 ∪ Gc3. The vertex sets of
these components are VGc1

= {a, b, c, d, e, f , g, h}, VGc2
= {i, j, k, l, m},

and VGc3
= {n, o, p, q, r}.

the basic equivalence conditions for two agents to be
disconnected and connected are derived (Lemma 1).
The methods of consensus analysis [31], [32] are then
used to build a bridge between the dynamics model
of multiagent systems and autoregressive time series
(Lemma 5). Finally, the application of time-series anal-
ysis [40] reveals the theoretical performance of the
decision rule (Theorems 1 and 2).

Notations: Let R denote the real field. Vectors are set in
boldface lowercase letters, and matrices in boldface capital
letters. We write ai for the ith entry of the vector a, and aij

for the (i, j)th entry of the matrix A, that is, aij = [A]i,j, such
that A = [aij]. Let diag(A1, . . . , Ak) denote a block-diagonal
matrix with matrices Ai, 1 ≤ i ≤ k, being its diagonal entries.
Let Im be the m × m identity matrix and Om be the m × m
zero matrix. We use 1n ∈ R

n and 0n ∈ R
n to denote the

all-one and all-zero vectors, respectively. The superscript T is
the transpose, and ⊗ represents the Kronecker product. 〈·, ·〉
denotes the inner product. tr(·) and vec(·) are the trace and
vectorization operators in linear algebra, respectively. Denote
the zero-mean real Gaussian distribution with variance σ 2 by
N(0, σ 2).

II. PRELIMINARIES

In this section, we recall the basic definitions and
early results of graph theory, algebraic graph theory, time-
series analysis, and estimation theory, those which will
be used in this study. Please refer to [38]–[41] for more
details.

First, consider an undirected graph G = (VG, EG), where
VG and EG denote the sets of vertices and edges, respectively.

Definition: The graph G is connected if each pair of ver-
tices in G belongs to a path, and disconnected otherwise. A
subgraph of G is a graph H = (VH, EH) such that VH ⊂ VG
and EH ⊂ EG [38].

Definition 1 (Component): The component of G is a maxi-
mal connected subgraph that is connected and is not contained
in any other connected subgraph of G [38].

Note that to illustrate the concept of components, an exam-
ple of G is shown in Fig. 1, where G is a disconnected graph
that has three components.
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Proposition 1 [38], [39]: Any two vertices belonging to the
same component are connected by at least one path.

Proposition 2 [38], [39]: If G is a connected graph, it
has exactly one component consisting of the whole graph.
Otherwise G has at least two components, which are pairwise
disjoint.

Definition (Algebraic Connectivity): Denote the Laplacian
matrix of G by L. Let λ1, . . . , λN be the eigenvalues of L,
where λi ≥ 0 is the ith smallest eigenvalue and λ2 is the
algebraic connectivity that indicates the global connectivity of
G [39].

Proposition 3 [13], [31], [39]: Since G is an undirected
graph, L is symmetric positive semidefinite and there exists
an orthogonal matrix U = [

(1N/
√

N) Y1
] = [ui,j] ∈ R

N×N

satisfying UTLU = �, where � = diag(λ1, λ2, . . . , λN) is a
diagonal matrix whose diagonal entries are the eigenvalues of
L, noting that λ1 ≡ 0 since L1N = 0N .

Next, let us review some details of the time-series analy-
sis [40]. A time series is a sequence of values of a variable at
successive equally spaced points in time, denoted by {Xk}K

k=1.
The time-series analysis consists of methods for analyzing
time-series data to extract meaningful features of the data,
such as the convergence behavior below.

Definition (Convergence in Probability [40]): Let {Xk} be a
time series, which is said to converge in probability to c if for
all ε > 0, limk→∞ P(|Xk − c| > ε) = 0. This is indicated as

Xk
p−→ c. (1)

Definition (Convergence in Distribution [40]): For a time
series {Xk}, let FXk(x) denote the cumulative distribution func-
tion of Xk. If there exists a cumulative distribution function
FX(x) such that limk→∞ FXk(x) = FX(x) for every number x
at which FX(·) is continuous, then XK is said to converge in
distribution to X, denoted as

Xk
L−→ X. (2)

In deriving the main results of this article, we will be faced
with a specific type of time series and its associated testing
problem, which are defined as follows.

Definition: A time series {Yk}K
k=0 is called a first-order

autoregressive time series [40], if it satisfies

Yk = ρYk−1 + εk, k = 1, . . . , K (3)

where 0 < ρ ≤ 1, Y0 is a constant, and {εk}K
k=1 is an i.i.d.

white noise sequence with zero mean and variance σ 2. This
time series is said to be unit-root autoregressive (or called a
unit-root autoregression) if ρ = 1 [40].

Definition (Unit-Root Testing Problem [40]): To test
whether the time series (3) is unit-root autoregressive (i.e.,
ρ = 1) based on the data {Yk}K

k=0, is the so-called unit-root
testing problem.

This problem is the starting point of many empirical time-
series studies, which can be resolved by using the OLS
estimation.1 The OLS estimation is to find an estimate of

1To simplify the analysis, we use OLS estimation in this study. Other meth-
ods (such as the Dickey–Fuller test) are able to achieve better performance
but making the analysis much more complicated [40].

TABLE I
RELATIONS BETWEEN TRUTH AND FALSENESS OF THE DECISION

the parameter ρ from the sampled data {Yk}K
k=0 of the time

series (3). For any real valued 0 < ρ ≤ 1, the OLS estimate
of ρ can be written as

ρ̂K =
∑K

k=1 YkYk−1
∑K

k=1 Y2
k−1

(4)

which is the maximum-likelihood estimate of ρ conditioned
on {Yk}K

k=0. We note that there are several useful properties of
OLS estimation.

Proposition 4 [40, Proposition 17.1, Example 7.15]:
Consider the time series (3), denoted by {Yk}K

k=0.
1) If {Yk}K

k=0 is unit-root autoregressive, that is, ρ =
1, then ([

∑K
k=1 Y2

k−1]/K2)
L→ σ 2

∫ 1
0 [B′(s)]2ds and

([
∑K

k=1 Yk−1εk]/K2)
p→ 0, where B′(s) is 1-D Brownian

motion.
2) If {Yk}K

k=0 is not unit-root autoregressive, that is, 0 <

ρ < 1, then ([
∑K

k=1 Y2
k−1]/K)

p→ (σ 2/1 − ρ2) and

([
∑K

k=1 Yk−1εk]/K)
p→ 0.

3) The estimate ρ̂K is consistent, that is

ρ̂K
p→ ρ (5)

since, by definition, ρ̂K = ρ + ([
∑K

k=1 Yk−1εk]
/[
∑K

k=1 Y2
k−1]).

Based on the OLS estimation, the following decision rule
can be used to judge whether the time series {Yk}K

k=0 is unit-
root autoregressive.

Decision Rule 1: After performing the OLS estimate as (4),
the first-order autoregressive time series {Yk}K

k=0 is judged
to be unit-root autoregressive, if the following condition is
satisfied:

∣∣ρ̂K − 1
∣∣ ≤ C (6)

where C ∈ (0, 1) is a real number.
The unit-root testing problem can be treated as a binary

hypothesis-testing problem [41], by assuming that there are
two hypotheses, that is, null hypothesis H0 and alternative
hypothesis H1, which are written as

H0 : {Yk}K
k=0 is NOT unit-root autoregressive

H1 : {Yk}K
k=0 is unit-root autoregressive (7)

respectively. Therefore, we are able to implement the unit-root
testing by using Decision Rule 1 to make decisions, that is,
accepting or rejecting H1, based on the estimated ρ̂K from the
data {Yk}K

k=0. The relations between truth and falseness of the
decision are illustrated in Table I.

A basic measure for the performance evaluation of Decision
Rule 1 is the probability of making a wrong decision, called
error probability and defined as follows.

Definition (Error Probability [41]): A decision rule for
binary hypothesis testing has two types of error probability.
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1) The first type is called miss probability, which is the
probability that the rule makes a wrong decision, that
is, rejecting H1 when H1 is true (H0 is false).

2) The second type is called false alarm probability, which
is the probability that the rule makes a wrong decision,
that is, accepting H1 when H1 is false (H0 is true).

Remark: The miss and false alarm probabilities can be
denoted as P(|ρK

ı,� − 1| > C|H1) and P(|ρK
ı,� − 1| ≤ C|H0),

respectively.

III. MODEL

A. Multiagent System

Consider a multiagent system consisting of Na agents with
the second-order dynamics [33]–[35]

ṗi(t) = vi(t), v̇i(t) = ui(t), i = 1, . . . , Na, t ∈ [0,+∞)

(8)

where pi(t) ∈ R
M and vi(t) ∈ R

M are the position and velocity
of agent i, respectively, and ui(t) ∈ R

M denotes the control
input. Assume that ui(t) uses the formation-control law as

ui(t) = −α
(
vi(t) − v∗)−

Na∑

j=1

gij
(
�pij(t) + β�vij(t)

)
(9)

where α and β are positive constants satisfying αβ > 1.
v∗ ∈ R

M is the desired velocity. gij denotes the interagent
communication between two agents i and j, that is, gij = 1 if
there is a communication link between them and gij = 0 other-
wise; while gii = 0 for all i ∈ {1, . . . , Na}. The communication
is bidirectional, that is, gij = gji for i �= j. In addition

�pij(t) = (
pi(t) − δi

)− (
pj(t) − δj + εi,j,p

)
,

�vij(t) = vi(t) − (
vj(t) + εi,j,v

)
(10)

where δi ∈ R
M is the position offset of agent i in the formation,

while εi,j,p ∈ R
M and εi,j,v ∈ R

M denote the random errors.
Define

xi(t) :=
[

pi(t) − δi − v∗t
vi(t) − v∗

]
, A :=

[
0 1
0 −α

]
⊗ Im,

B :=
[

0
1

]
⊗ Im, K := [−1 −β

]⊗ Im. (11)

The system (8) can thus be remodeled as [27], [31]

ẋi(t) = Axi(t) + Bui(t) (12)

ui(t) =
Na∑

j=1

[
gijK

(
xi(t) − xj(t) + εi,j(t)

)]
(13)

where εi,j(t) := εi,j,p + βεi,j,v. Assume that all elements of
εi,j(t) are independent white noises [32], [35]; that is, by
letting εi,j,l(t) be the lth entry of εi,j(t), one can have that
εi,j,l(t) ∼ N(0, σ 2) for every i, j, l, and any t, and that {εi,j,l(t)}
are stationary processes, where εı,j1,l1(t1) and ε�,j2,l2(t2) are
independent for ı �= �, j1 �= j2, l1 �= l2, or t1 �= t2.

Remark 1: For clarity of presentation, we focus on inves-
tigating multiagent systems using the formation-control law
described by (9) and (10). In fact, the derived results should
apply to multiagent systems with various control laws as long

as the systems can be remodeled by (12) and (13), where (12)
is a classic dynamics model for multiagent systems and (13)
is a typical consensus-control input with noise [27], [45].

We now specify the communication graph of the system
as follows [13], [34], [38]. Let Va = {1, . . . , Na} be the set
of Na agents with i ∈ Va representing agent i. The graph
Ga = (Va, Ea) is used to model the interagent communications
among the agents, where Ga is an undirected graph and Ea ∈
Va × Va is the edge set of paired agents. An edge (j, i) ∈ Ea

implies that agent i can straightforwardly communicate with
agent j, that is, gij = 1. The Laplacian matrix of Ga can be
written as La = [lij], where lii = ∑

j �=i gij and lij = −gij for
i �= j. Since this study considers the disconnected network
scenario, we make the following assumption.

Assumption 1: The communication graph Ga is a discon-
nected graph.

This assumption means that Ga has more than one com-
ponent, under which we are interested in monitoring the
connectivity between two arbitrarily chosen agents. This type
of connectivity is especially useful for showing precise system
status and helping to remerge the multiagent system when Ga

is a disconnected graph.
Without loss of generality, suppose that agents ı and �

are the two agents of interest. The formal definition of the
connectivity between two agents is given as follows.

Definition 2 (Connected and Disconnected Agents): Agents
ı and � are said to be connected if there is a path between
vertices ı and � in graph Ga, and disconnected otherwise.

B. External Estimator

We are concerned with identifying the disconnectedness
between two arbitrarily chosen agents (denoted by agents ı
and �) in multiagent systems via external estimators.2 Assume
that there is an external estimator monitoring the connection
status of agents ı and � in the multiagent system (8). The
agents and external estimator have their own tasks to perform.

1) Agents ı and � take the samples of xı (t) and x�(t) at
t = kτ , respectively, with a sampling interval of τ , and
then transmit the sampled data xı (kτ) and x�(kτ) to the
external estimator via long-range communication links,3

where k = 0, 1, . . . , K and K is the number of data
samples.

2) After receiving the sampled data xı (kτ) and x�(kτ),
k = 0, 1, . . . , K, from agents ı and �, respectively, the
external estimator first computes

dı,�[k] = xı (kτ) − x�(kτ) (14)

2External estimators are used to monitor agents’ statuses, which typically
exist in control stations that provide facilities for external (human) supervision
and regulation of a multiagent system, for example, ground control centers
and manned vehicles for a multi-UAV system [28], [30]. See Fig. 2 for an
illustration.

3Within a multiagent system, in addition to the interagent communica-
tions, there are long-range communication links between the agents and the
control station in general, so that agents can communicate with the control
station on demand. These long-range communications are independent of the
interagent communications and cannot replace them, because the long-range
communications are relatively costly. See Fig. 2 for an illustration.
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Fig. 2. Multiagent system (i.e., a multi-UAV system) with control stations that
have external estimators. Control stations can be ground control centers and
manned vehicles. Note that the long-range communications are independent
with the interagent communications.

and then estimates

ρK
ı,� =

∑K
k=1

〈
dı,�[k], dı,�[k − 1]

〉

∑K
k=1

〈
dı,�[k − 1], dı,�[k − 1]

〉 . (15)

Note that ρK
ı,� is an OLS-type estimate that requires inner prod-

uct 〈·, ·〉 since dı,�[k] and dı,�[k − 1] are vectors, while the
classical OLS estimate in time-series theory involves only the
product of two real numbers [40] [see (4)].

Then, identifying the disconnectedness between agents ı and
� can be treated as binary hypothesis testing. Specifically, we
assume that there are two hypotheses

H0 : Agents ı and � are connected, (16)

H1 : Agents ı and � are disconnected (17)

and design the decision rule as follows.
Decision Rule 2: Agents ı and � are judged to be dis-

connected (i.e., accepting H1), if the following condition is
satisfied:

∣∣ρK
ı,� − 1

∣∣ ≤ C (18)

where K is the number of data samples, and C ∈ (0, 1).
The formulation of this rule is inspired by Decision Rule 1

for the unit-root testing problem of the first-order autoregres-
sive time series. Obviously both the estimate and decision have
low complexity, because (14) and (15) require MK subtrac-
tions, 2MK multiplications, 2MK additions, and 1 division.
We propose to set C = 0.5 since 0.5 is the median of 0 and
1, noting that this setting will be checked in the simulation.

The exact expressions for τ and K are not yet available due
to the absence of a prior information about the communication
graph Ga at the external estimator. Therefore, we propose a
best-effort procedure to identify disconnected agents, which is
described by Procedure 1. The procedure uses progressively
increasing τ as long as there is plenty of time. That is why it
is called the best-effort procedure. In line 3 of Procedure 1,
f (τ0, T) is a positive monotonically increasing function of T .

Procedure 1: Best-Effort Procedure to Identify Disconnected
Agents

1 Initialize positive real parameter τ0 and positive integer
parameter K, and set T = 1 at external estimator;

2 while There is plenty of time do
3 External estimator computes parameter τ = f (τ0, T) ;

// f (τ0, T) is a monotonically
increasing function of T, e.g.,
f (τ0, T) = τ0T

4 External estimator sends τ and K to agents ı and �;
5 Agents ı and � take new samples and transmit the

sampled data xı (kτ) and x�(kτ), k = 0, 1, · · · , K, to
external estimator;

6 External estimator estimates ρK
ı,� and uses Decision

Rule 2 to make a decision;
7 T = T + 1;
8 end

For example, we will set f (τ0, T) = τ0T in the simulation.
Besides, we propose to select K as large as possible while
the simulation results (Figs. 8–10) will show that setting 10 ≤
K ≤ 20 might be large enough for many cases.

To evaluate the performance of Decision Rule 2, we will
also use the measure of error probability in our analysis.

Remark 2: The miss probability of Decision rule 2 is the
probability of event |ρK

ı,� − 1| > C under the hypothesis that
agents ı and � are disconnected (i.e., H1), which is written as

P
(∣∣ρK

ı,� − 1
∣∣ > C|Disconnected

) = P
(∣∣ρK

ı,� − 1
∣∣ > C|H1

)

(19)

and the false alarm probability is the probability of event
|ρK

ı,� − 1| ≤ C under the hypothesis that agents ı and � are
connected (i.e., H0), which is written as

P
(∣∣ρK

ı,� − 1
∣
∣ ≤ C|Connected

) = P
(∣∣ρK

ı,� − 1
∣
∣ ≤ C|H0

)
. (20)

Note that the definitions of H1 and H0 can be found in (17)
and (16), respectively. Obviously, the miss and false alarm
probabilities are the probabilities of Decision Rule 2 making
a wrong decision under the conditions that agents ı and � are
disconnected and connected, respectively.

IV. ANALYSIS

This section is dedicated to the analysis of identifying dis-
connected agents with Decision Rule 2 and Procedure 1. We
will first give useful lemmas and then present the derived
results, for which detailed proofs will be provided in an
independent section at the end.

A. Useful Lemmas

For the multiagent system (8), we adopt the concept of
components in graph theory to describe and analyze the
communication graph Ga that is a disconnected graph (see
Assumption 1).

Definition 3: Suppose that agent ı belongs to component
Gı of the communication graph Ga and agent � belongs to
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component G�, that is, ı ∈ VGı and � ∈ VG�
. Define

G̃ı� := Gı ∪ G� (21)

such that Gı , G� ⊆ G̃ı� ⊆ Ga. Assume that G̃ı� has N vertices,
that is, VG̃ı�

= {i1, . . . , iN}. That is, there are N agents, denoted

by i1, . . . , iN , belonging to G̃ı�, where N ≤ Na.
Remark 3: By definition, it is known that G̃ı� has at most

two components. That is, when Gı and G� are disjoint (i.e.,
Gı ∩G� = ∅), G̃ı� consists of two components, implying that
agents ı and � are disconnected.

Under Assumption 1, the communication graph Ga is dis-
connected, while agents ı and � are either disconnected or
connected.

Lemma 1: The following statements are equivalent.
1) Agents ı and � are disconnected.
2) G̃ı� has two components, that is, Gı and G�, such that

agents ı and � belong to two disjoint components (i.e.,
Gı and G� satisfy Gı ∩ G� = ∅).

3) λ1 = λ2 = 0, and λi > 0 for all i = 3, . . . , N.
Accordingly, the following statements are also equivalent.

1) Agents ı and � are connected.
2) G̃ı� consists of only one component, such that agents ı

and � belong to the same component (i.e., Gı = G�).
3) λ1 = 0, and λi > 0 for all i = 2, . . . , N.

According to this lemma, it is always true that λ1 = 0 and
λi > 0 with i = 3, . . . , N. However, the value of λ2 is different
in two cases, that is, λ2 > 0 if agents ı and � are connected,
and λ2 = 0 if they are disconnected. Note that Fig. 3(a) and (b)
illustrates Definition 3, Remark 3, and Lemma 1.

Lemma 2: With A, B, and K being defined in (11), if α > 0,
β > 0, and αβ > 1, then for each λi ≥ 0, we have

A + λiBK =
[

0 1
−λi −(α + βλi)

]
⊗ IM = �i�i�

−1
i (22)

where

�i =
[

1 1

− α+βλi
2 +

√
(α+βλi)

2

4 − λi − α+βλi
2 −

√
(α+βλi)

2

4 − λi

]

⊗ IM

�i =
⎡

⎣− α+βλi
2 +

√
(α+βλi)

2

4 − λi 0

0 − α+βλi
2 −

√
(α+βλi)

2

4 − λi

⎤

⎦⊗ IM

�−1
i = − 1

2
√

(α+βλi)
2

4 − λi

⎡

⎣− α+βλi
2 −

√
(α+βλi)

2

4 − λi −1
α+βλi

2 −
√

(α+βλi)
2

4 − λi 1

⎤

⎦⊗ IM .

We now focus on �i, especially on �2, recalling that the
value of λ2 can be used to distinguish whether agents ı and �

are connected or not (see Lemma 1).
Lemma 3: Denote �i = diag(φi,1, . . . , φi,2M).
1) If agents ı and � are disconnected such that λ2 = 0,

then φ2,1 = · · · = φ2,M = 0. Otherwise, λ2 > 0, and
φ2,1 = · · · = φ2,M < 0.

2) φ2,M+1 = · · · = φ2,2M < 0.
3) φi,1 = · · · = φi,2M < 0 for all i = 3, . . . , N.

B. Main Results

The communication graph Ga of the multiagent system (8)
is a disconnected graph under Assumption 1. According to
Proposition 2, the states of N agents belonging to G̃ı� [defined

Fig. 3. Two examples of G̃ı� = Gı ∪G�, when the communication graphGa has three components (i.e., Gc1, Gc2, and Gc3) such that Ga = Gc1 ∪
Gc2 ∪Gc3. It is easy to see that G̃ı� = Gı ∪G� ⊂ Ga. For clarity, G̃ı�
is shown in blue. (a) If agents ı and � belong to the same component (i.e.,
ı = i ∈ VGc2

and � = m ∈ VGc2
), then G̃ı� = Gı = G� = Gc2 has

only one component and thus two agents are connected. (b) If agents ı and
� belong to two disjoint components (i.e., ı = l ∈ VGc2

and � = r ∈ VGc3
),

then G̃ı� = Gı ∪G� = Gc2 ∪Gc3 consists of two components (i.e., Gc2
and Gc3), and thus two agents are disconnected.

in (21)] are not affected by agents in components other than
Gı and G�.

Therefore, the forthcoming analysis can be restricted to N
agents that belong to G̃ı�, that is, agents i1, . . . , iN . Thus, let
x(t) := [xT

i1
(t), . . . , xT

iN
(t)]T and ε(t) := [εT

i1
(t), . . . , εT

iN
(t)]T ,

where εi(t) := [εT
i,1(t), . . . , ε

T
i,N(t)]T . Combining them

with (12) and (13) yields [31, eq. (4)], [32, eq. (4)]

ẋ(t) = (IN ⊗ A +L⊗ BK)x(t) + (G ⊗ BK)ε(t) (23)

where L is given in the definition of algebraic connectivity
and G = diag(gi1, . . . , giN ) with gi = [gi,1, . . . , gi,N].

With U and Y1 given in Proposition 3, we define [31], [32]

ξ(t) := (
UT ⊗ I2M

)[(
IN − 1

N
1N1T

N

)
⊗ I2M

]
x(t) (24)

and rewrite the model (23) as [31, eq. (6)]

ξ̇(t) = (IN ⊗ A + � ⊗ BK)ξ(t) +
[[

0T
N

YT
1 G

]
⊗ BK

]
ε(t).

Then, we write ξ(t) = [ξT
1
(t), . . . , ξT

N
(t)]T with ξ

l
(t) ∈

R
2M , and obtain ξ

1
(t) ≡ 02M [31]. By defining ζ l(t) := ξ

l+1
(t)

and ζ (t) := [ζ T
1 (t), . . . , ζ T

N−1(t)]
T , we obtain

ζ̇ (t) = Aζ (t) + Bε(t) (25)
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where A = IN−1 ⊗A+�1 ⊗BK with �1 = diag(λ2, . . . , λN),
and B = YT

1 G ⊗ BK. From Lemma 2, it follows that
A = Q̂AQ−1, where Q = diag(�2, . . . ,�N), ̂A =
diag(�2, . . . ,�N), and Q−1 = diag(�−1

2 , . . . ,�−1
N ).

After defining ηn(t) := �−1
n+1ζ n(t), n ∈ {1, . . . , N − 1}, we

can deduce from (25) that

η̇n(t) = �n+1ηn(t) + (c(n) ⊗ I2M)Q−1Bε(t) (26)

where c(n) = [c1(n), . . . , cN(n)] ∈ R
1×N with ci(n) = 1 if

i = n and ci(n) = 0 if i �= n. This further yields

ηn(t) = e�n+1tηn(0) +
+ σ

∫ t

0
e�n+1(t−s)(c(n) ⊗ I2M)Q−1BdB(s) (27)

where B(s) = [B1(s), . . . ,B2MN2(s)]T is 2MN2-D Brownian
motion [42]. Denoting the qth entry of B(s) by Bq(t), we have
dBq(s) = ([εq(t)]/σ)dt [43].

Now, we can obtain the following results.
Lemma 4: Suppose that ηn(t) = [ηn,1(t) . . . , ηn,2M(t)]T .

Let ηn,m,k := ηn,m(kτ), where k = 0, . . . , K. Then, for any
n ∈ {1, . . . , N − 1} and any m ∈ {1, . . . , 2M}, {ηn,m,k}K

k=0 is a
first-order autoregressive time series as

ηn,m,k = eφn+1,mτ ηn,m,k−1 + ε̃n,m,k (28)

where ε̃n,m,k is Gaussian with zero mean, whose defini-
tion is given by (40). In particular, {ηn,m,k}K

k=0 is unit-root
autoregressive if φn+1,m = 0 such that eφn+1,mτ = 1.

Lemma 5: Let ηn[k] := [ηn,1,k . . . , ηn,2M,k]T , where ηn,m,k

is defined in Lemma 4. For the external estimator, we have

dı,�[k] =
N−1∑

n=1

(
uı,n+1 − u�,n+1

)
�n+1ηn[k] (29)

where ui,j is the (i, j)th entry of U defined in Proposition 3.
It is worth pointing out that after using the methods of

consensus analysis [31], [32], Lemma 5 bridges dı,�[k] to
autoregressive time series, that is, every entry of dı,�[k] can
be regarded as a linear function of ηn,m,k, n ∈ {1, . . . , N − 1},
m ∈ {1, . . . , 2M}, where each {ηn,m,k}K

k=0 is a first-order
autoregressive time series.

Lemma 6: Suppose that Assumption 1 holds. Let ũn1,n2 =
(uı,n1+1 − u�,n1+1)(uı,n2+1 − u�,n2+1). If agents ı and � are
disconnected, then (30)–(33) hold, as shown at the bottom of
the page.

This lemma is useful in the computation of ρK
ı,�, since

ρK
ı,� =

∑K
k=1〈dı,�[k], dı,�[k − 1]〉

K2

×
(∑K

k=1〈dı,�[k − 1], dı,�[k − 1]〉
K2

)−1

(34)

which can further make use of (30)–(33).
Theorem 1: Suppose that Assumption 1 holds. Let η̃1,i =

([
∑K

k=1 η2
1,i,k−1]/K2). If agents ı and � are disconnected, then

∑K
k=1〈dı,�[k], dı,�[k − 1]〉

K2

p−→ ũ1,1

M∑

i=1

η̃1,i (35)

∑K
k=1〈dı,�[k − 1], dı,�[k − 1]〉

K2

p−→ ũ1,1

M∑

i=1

η̃1,i (36)

such that

ρK
ı,�

p−→ 1. (37)

Moreover, for each i ∈ {1, . . . , M}, η̃1,i
L→ σ 2

m,n

∫ 1
0 [B′(s)]2ds,

where B′(s) is 1-D Brownian motion, and the definition of
σ 2

m,n is given by (44).
By Theorem 1, we can explain why Decision Rule 2 can

effectively identify the disconnectedness between agents ı and
�; that is, if two agents are disconnected, for sufficiently large
K, ρK

ı,� will be close enough to 1 such that (18) will cer-
tainly be satisfied. This means that the miss probability can be
kept arbitrarily small, as precisely pointed out in the following
theorem.

Theorem 2: Let Assumption 1 hold. If agents ı and � are
disconnected, then for any C ∈ (0, 1), the miss probability
converges to 0 as K increases, that is

lim
K→∞ P

(∣∣ρK
ı,� − 1

∣∣ > C|Disconnected
) = 0. (38)

This theorem describes the convergence behavior of the
miss probability. Elegant theoretical results for the false alarm
probability of Decision Rule 2 are, however, still beyond
analytical reach because analyzing ρK

ı,� is complicated when
agents ı and � are connected. To gain further insights into
the false alarm probability, simulations will be carried out in
Section V. Before that, let us provide some comments helpful
to understanding the behavior of the false alarm probability.

∑K
k=1〈dı,�[k], dı,�[k − 1]〉

K2
=

N−1∑

n1=1

N−1∑

n2=1

ũn1,n2 vec
(
�T

n1+1�n2+1
)T

vec

(∑K
k=1 ηn2

[k]
(
ηn1

[k − 1]
)T

K2

)

(30)

p−→
N−1∑

n1=1

N−1∑

n2=1

ũn1,n2 vec
(
�T

n1+1�n2+1
)T

vec

(

e�n2+1τ

∑K
k=1 ηn2

[k − 1]
(
ηn1

[k − 1]
)T

K2

)

(31)

=
N−1∑

n1=1

N−1∑

n2=1

ũn1,n2 vec
(
�T

n1+1�n2+1
)T(

I2M ⊗ e�n2+1τ
)

vec

(∑K
k=1 ηn2

[k − 1]
(
ηn1

[k − 1]
)T

K2

)

(32)

∑K
k=1〈dı,�[k − 1], dı,�[k − 1]〉

K2
=

N−1∑

n1=1

N−1∑

n2=1

ũn1,n2vec
(
�T

n1+1�n2+1
)T

vec

(∑K
k=1 ηn2

[k − 1]
(
ηn1

[k − 1]
)T

K2

)

(33)
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Remark 4: Under the condition that agents ı and � are
connected, it can be known that:

1) the convergence as in (37) is generally not valid in this
case. Because the expressions in the right-hand sides of
equalities in (32) and (33) only differ by the additional
term I2M ⊗ e�n2+1τ in (32) while this term causes ρK

ı,�

to deviate from 1. Note that I2M ⊗ e�n2+1τ is a diagonal
matrix whose diagonal entries consist of eφn+1,mτ , n ∈
{1, . . . , N − 1}, m ∈ {1, . . . , 2M}. For all n and all m,
we have eφn+1,mτ < 1 such that eφn+1,mτ �= 1;

2) as τ → ∞, each diagonal entry of I2M ⊗ e�n2+1τ

decreases exponentially to 0, since φn+1,m < 0. Thus,
with ever-increasing τ , ρK

ı,� tends to 0, making the false
alarm probability, that is, P(|ρK

ı,� − 1| ≤ C|Connected),
to decrease. This means that Procedure 1 should be able
to substantially reduce the false alarm probability, which
will be shown in the simulation (Section V).

C. Proofs

The proofs of the derived results are provided as follows.
Proof of Lemma 1: Equivalence of 1) and 2) follows from

Propositions 1 and 2. On the other hand, 3) is equivalent to
1) and 2), because the multiplicity of the eigenvalue 0 of L
equals the number of components [37]. To be specific, if G̃ı�
has only one component, then the multiplicity is 1 such that
λ1 = 0 and λi > 0 for all i = 2, . . . , N; if G̃ı� has two
components, then the multiplicity is 2 such that λ1 = λ2 = 0
and λi > 0 for all i = 3, . . . , N.

Proof of Lemma 2: Verifying (22) just requires direct
multiplication of the matrices �i, �i, and �−1

i .
Proof of Lemma 3: It is easy to check this result

by substituting λi = 0 or λi > 0 into �i (defined
in Lemma 2). That is, since α, β > 0 and αβ > 1,

if λi = 0, we have �i =
[

0 0
0 − α

]
⊗ IM; then if

λi > 0, −([α + βλi]/2) − √
([(α + βλi)2]/4) − λi < 0

and −([α + βλi]/2) + √
([(α + βλi)2]/4) − λi =

−(λi/[(α + βλi/2) +√
((α + βλi)2/4) − λi]) < 0.

Proof of Lemma 4: Let c′(m) = [c′
1(m), . . . , c′

2M(m)] ∈
R

1×2M , where c′
j (m) = 1 if j = m and c′

j (m) = 0 if

j �= m. Suppose that ε(t) = [ε1(t), . . . , ε2N2M(t)]T ∈ R
2N2M .

From (26), we have

η̇n,m(t) = φn+1,mηn,m(t) + c′(m)(c(n) ⊗ I2M)Q−1Bε(t)

= φn+1,mηn,m(t) +
2N2M∑

q=1

w(n,ı)
q εq(t) (39)

where [w(n,m)
1 . . . , w(n,m)

2N2M
] = c′(m)(c(n) ⊗ I2M)Q−1B.

Here, we can find that each ηn,m(t) with m ∈ {1, . . . , 2M}
is an Ornstein–Uhlenbeck process [42], [43]. It follows
from [43, eq. (5.1.2)] that ηn,m(t) satisfies the stochastic
integral equation:

ηn,m(t) = ηn,m(0)eφn+1,mt + σ

2N2M∑

q=1

w(n,ı)
q

∫ t

0
eφn+1,m(t−s)dBq(s)

where φn+1,m ≤ 0 and Bq(t) is defined in (27).

As shown in Appendix A, there exists a link between the
Ornstein–Uhlenbeck process and autoregressive time series.
We can apply this link to obtain (28), where

ε̃n,m,k :=
N2M∑

q=1

w(n,m)
q εn,m,q,k (40)

by letting εn,m,q,k = σ
∫ τ

0 eφn+1,m(τ−s′)dBq((k − 1)τ + s′). It
is easy to check that εn,m,q,k is Gaussian with zero mean and
variance −(σ 2/2φn+1,m)(1 − e2φn+1,mτ ), noting that the vari-
ance will be σ 2τ if φn+1,m = 0. This means that ε̃n,m,k is also
Gaussian with zero mean, and the sequence {̃εn,m,k}K

k=1 has
independent elements.

Hence, for any n ∈ {1, . . . , N−1} and any m ∈ {1, . . . , 2M},
{ηn,m,k}K

k=0 is a first-order autoregressive time series. By def-
inition, {ηn,m,k}K

k=0 is unit-root autoregressive if φn+1,m = 0
(i.e., eφn+1,mτ = 1). This completes the proof.

Proof of Lemma 5: By using the definitions of dı,�[k], ξ
l
(t),

ηn(t), ζ n(t), and ηn[k], together with the relation

xı (kτ) − x�(kτ) =
N−1∑

n=1

(
uı,n+1 − u�,n+1

)
ξ

n+1
(kτ)

we can obtain (29) and thus prove the result.
Proof of Lemma 6: First, (30) and (33) can be derived by

using the following properties of the Euclidean inner product,
trace, and vectorization: 〈x, y〉 = xTy = tr(xTy) for vectors
x ∈ R

m and y ∈ R
m; tr(XY) = tr(YX) and tr(XTY) =

vec(X)Tvec(Y) for matrices X ∈ R
k×l and Y ∈ R

l×m.
The next step of the proof is to show (31). We see that

the term
∑K

k=1 ηn2
[k](ηn1

[k−1])T

K2 in (30) is a matrix whose (i, j)th

entry is
∑K

k=1 ηn2,i,kηn1,j,k−1

K2 , that is
[∑K

k=1 ηn2
[k]
(
ηn1

[k − 1]
)T

K2

]

i,j

=
∑K

k=1 ηn2,i,kηn1,j,k−1

K2
(41)

where i, j ∈ {1, . . . , 2M}. Using (28), we can show that

∑K
k=1 ηn2,i,kηn1,j,k−1

K2
=
∑K

k=1

(
eφn2+1,iτ ηn2,i,k−1 + ε̃n2,i,k

)
ηn1,j,k−1

K2

p−→ eφn2+1,iτ

∑K
k=1 ηn2,i,k−1ηn1,j,k−1

K2
(42)

where the convergence holds true since ε̃n2,i,k and
ηn1,j,k−1 are independent. Implicit in (42) is that
the (i, j)th entry of ([

∑K
k=1 ηn2

[k](ηn1
[k − 1])T ]/K2)

converges in probability to the (i, j)th entry of
e�n2+1τ ([

∑K
k=1 ηn2

[k − 1](ηn1
[k − 1])T ]/K2), where

e�n2+1τ = ∑∞
q=1(τ

q/q!)�q
n2+1 is a diagonal matrix since

�n2+1 is diagonal. At this point, applying (41) and (42)
to (30) results in (31).

Finally, using a fact about two matrices X ∈ R
k×l and Y ∈

R
l×m that vec(XY) = (Im ⊗ X)vec(Y), for (31), we have

vec

(
e�n2+1τ

∑K
k=1 ηn2

[k − 1]
(
ηn1

[k − 1]
)T

K

)

=
(

I2M ⊗ e�n2+1τ
)

vec

(∑K
k=1 ηn2

[k − 1]
(
ηn1

[k − 1]
)T

K

)

.
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Hence, (32) and (33) hold, which completes the proof.
Proof of Theorem 1: It is important to recall at this point that

if agents ı and � are disconnected, then it follows from Lemma
3 that φ2,1 = · · · = φ2,M = 0 (since λ2 = 0 in this case), but
φ2,M+1 = · · · = φ2,2M < 0 and φi,1 = · · · = φi,2M < 0 for all
i = 3, . . . , N.

Now, we evaluate
∑K

k=1〈dı,�[k],dı,�[k−1]〉
K2 based on the expres-

sion in (31). On the one hand, if n1 = n2 = 1, then

vec
(
�T

2 �2
)T

vec

(
e�2τ

∑K
k=1 η1[k − 1]

(
η1[k − 1]

)T

K2

)

= vec(I2M)Tvec

(
e�2τ

∑K
k=1 η1[k]

(
η1[k − 1]

)T

K2

)

=
2M∑

i=1

eφ2,iτ

∑K
k=1 η2

1,i,k−1

K2

p−→
M∑

i=1

∑K
k=1 η2

1,i,k−1

K2
. (43)

The convergence in (43) follows from (42) and
Proposition 4. That is, for each i ∈ {M + 1, . . . , 2M},
{η1,i,k−1}K

k=0 is not unit-root autoregressive since eφ2,iτ < 1,

such that ([
∑K

k=1 η2
1,i,k−1]/K2)

p−→ 0; however, for each
i ∈ {1, . . . , M}, {η1,i,k−1}K

k=0 is unit-root autoregres-
sive because eφ2,iτ = 1. It follows from Lemma 4 and
Proposition 4 that:
∑K

k=1 η2
1,i,k−1

K2
L→ σ 2

m,n

∫ 1

0
[B′(s)]2ds, i ∈ {1, . . . , M} (44)

where σ 2
m,n = σ 2τ‖c′(m)(c(n) ⊗ I2M)Q−1B‖2

2.
On the other hand, if n1 �= 1 or n2 �= 1, it is easy to see

that
∣∣
∣∣∣

∑K
k=1 ηn2,i,k−1ηn1,j,k−1

K2

∣∣
∣∣∣
≤
√∑K

k=1 η2
n2,i,k−1

K2

√∑K
k=1 η2

n1,j,k−1

K2

(45)

by Hölder’s inequality [44]. Without loss of generality, we

assume that n1 �= 1, and obtain
√

([
∑K

k=1 η2
n1,j,k−1]/K2)

p−→ 0

such that ([
∑K

k=1 ηn2,i,k−1ηn1,j,k−1]/K2)
p−→ 0. This further

allows us to have

eφ2,iτ
∑K

k=1 ηn2,i,k−1ηn1,j,k−1

K2

p−→ 0. (46)

Substituting (43)–(46) into (31) and letting η̃1,i =
([
∑K

k=1 η2
1,i,k−1]/K2) yields

∑K
k=1〈dı,�[k], dı,�[k − 1]〉

K2

p−→ ũ1,1

M∑

i=1

η̃1,i (47)

where η̃1,i
L→ σ 2

m,n

∫ 1
0 [B′(s)]2ds, i ∈ {1, . . . , M}, that is, (35)

is derived.
Similar to the derivations of (35), we can also evaluate

([
∑K

k=1〈dı,�[k − 1], dı,�[k − 1]〉]/K2) and obtain (36).
After obtaining (35) and (36), we finally complete the proof

by applying [40, Example 7.2] to show that ρK
ı,�

p−→ 1.
Proof of Theorem 2: This is an immediate consequence

of Theorem 1. Specifically, under the same assumption as
Theorem 1, we first obtain ρK

ı,�
p−→ 1 and then use the

(a)

(b)

Fig. 4. Two cases considered in the simulations, which have the same desired
formation shape but different communication graphs Ga. Note that the for-
mation shape is specified by parameters δi. (a) Disconnected case (i.e., agents
ı = 1 and � = 9 are disconnected), which implies that the hypothesis H1 as
in (17) is true. (b) Connected case (i.e., agents ı = 1 and � = 9 are connected),
which implies that the hypothesis H0 as in (16) is true.

definition of convergence in probability to show that for all
C ∈ (0, 1), the miss probability satisfies limK→∞ P(|ρK

ı,�−1| ≥
C|Disconnected) = 0.

V. SIMULATIONS

In this section, we present simulation results of the proposed
Decision Rule 2 and Procedure 1 available to external esti-
mators for a multiagent system (8) with 16 agents. The
simulations are performed in R

2 space with initial conditions
pi(0) = δi + wi and vi(0) = 02 for all i ∈ {1, . . . , 16},
where wi = [wi,1 wi,2]T ∈ R

2 whose entries satisfy wi,m ∼
N(0, 402). As such, we can write δi = [δi,1 δi,2]T and
pi(t) = [pi,1(t) pi,2(t)]T . For the control law (9), we let
α = 1.0 and β = 2.9. Without loss of generality, the dis-
connectedness between agents ı = 1 and � = 9 are of interest,
and we set τ = 3.

To provide comparative performance plots, let us consider
two cases as illustrated in Fig. 4. More specifically, one is the
disconnected case, that is, the case in which agents ı = 1 and
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(a)

(b)

Fig. 5. Position trajectories and achieved formation shapes in the discon-
nected and connected cases. (a) Disconnected case (one trial). (b) Connected
case (one trial).

� = 9 are disconnected, and the other is the connected case,
that is, the case in which two agents are connected. These two
cases are related to H1 and H0 hypotheses specified by (17)
and (16), respectively. In Fig. 5(a) and (b), we show position
trajectories and achieved formation shapes in the disconnected
and connected cases with one trial, respectively. It can be seen
from Fig. 5(a) that the desired formation shape cannot be
achieved in the disconnected case since the communication
graph is disconnected.

Numerical examples of ρK
ı,� are provided in Fig. 6, where

we show the behavior of ρK
ı,� as K increases in both discon-

nected and connected cases with five trials. The results show us
an obvious contrast between the disconnected and connected
cases with respect to the behavior of ρK

ı,�. That is, in the dis-
connected case, ρK

ı,� approaches 1 as K increases, while in the
connected case, it appears that ρK

ı,� is evidently less than 1. In

Fig. 6. Evolution of ρK
ı,� as K increases in both disconnected and connected

cases.

Fig. 7. Error probabilities of Decision Rule 2 as K increases, that is, miss and
false alarm probabilities for disconnected and connected cases, respectively.
Different values of C are used, including C = 0.1 and C = 0.5. The inset
plots the data of error probabilities as logarithmic scale for the y-axis.

addition, Fig. 6 shows that ρK
ı,� has already become close to

1 when K ≤ 200 in the disconnected case.
The error probabilities of Decision Rule 2 in both discon-

nected and connected cases are plotted in Fig. 7. Simulation
results of the miss and false alarm probabilities are provided
for C = 0.1 and C = 0.5. As expected by Theorem 1, the miss
probability P(|ρK

ı,� − 1| > C|Disconnected) decays with grow-
ing K in the disconnected case. Also it can be seen that the
false alarm probability P(|ρK

ı,� − 1| ≤ C|Connected) quickly
decreases as K grows larger in the connected case. Perhaps the
most inspiring finding is that with C = 0.5 both the miss and
false alarm probabilities can be reduced to less than 0.05 with
K = 30. By comparing the performances with C = 0.1 and
with C = 0.5, we see that there is no significant difference
in the rates of decrease of miss and false alarm probabilities
with C = 0.5, while the miss probability decreases much more
slowly than the false alarm probability with C = 0.1. Thus, as
mentioned in Section III, we propose to set C = 0.5, because
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Fig. 8. Miss probability of Decision Rule 2 as K increases, for different
τ in the disconnected case. The inset plots the data of miss probability as
logarithmic scale for the y-axis.

Fig. 9. False alarm probability of Decision Rule 2 as K increases, for different
τ in the connected case. The inset plots the data of false alarm probability as
logarithmic scale for the y-axis.

it turns out numerically that C = 0.5 (i.e., the median of 0 and
1) is an appropriate threshold for Decision Rule 2 and makes
it simple to apply the decision rule in practice.

In Fig. 8, the miss probability of Decision Rule 2 is depicted
for different values of τ in the disconnected case. We see that
the miss probability can quickly decay to 0 in the disconnected
case with τ = 2, 3, 4, 6. It seems from the inset of Fig. 8 that
the value of τ does not have an apparent effect on the decaying
rate of the miss probability. This observation is consistent with
Theorems 1 and 2 that do not make an additional assumption
about τ . In other words, Theorems 1 and 2 always hold true
regardless of the value of τ , meaning that the miss probability
can always converge to 0 in the disconnected case.

For comparison, the false alarm probability of Decision Rule
2 with different values of τ in the connected case is illustrated
by Fig. 9. It is shown that the false alarm probability behaves
differently as τ varies. We can see that in the connected case
with τ = 3, 4, 6, the false alarm probability can decrease to be
less than 0.05 when K reaches 20; however, with τ = 2, the

Fig. 10. Error probabilities of the decision made in Procedure 1 with τ =
f (τ0, T) = τ0T , for different agent pairs in both disconnected and connected
cases.

false alarm probability is relatively large and cannot decrease
to the small value for K ≤ 20. These results tell us that the
value of τ can affect the false alarm probability, that is, the
larger τ is, the smaller the false alarm probability is likely to
be. This can be explained by Remark 4.

To illustrate the effectiveness of Procedure 1, we perform
simulations by setting τ0 = 1, K = 10, and considering
four agent pairs, that is, (ı = 1, � = 11), (ı = 3, � = 12),
(ı = 6, � = 16), and (ı = 8, � = 15). Fig. 10 plots the error
probabilities of the decision made in Procedure 1, from which
two important trends can be observed. First, the miss probabil-
ity can always be small and does not significantly decrease as τ

increases (τ = τ0T), as we have already observed from Fig. 8.
Second, the false alarm probability will become considerably
small as τ grows, even if this probability is initially large
(close to 1). This implies that using large τ in Procedure 1 (if
allowed) can effectively improve the false alarm performance
of the decision, as we can expect from Remark 4.

VI. CONCLUSION

This article provides an approach to monitoring the con-
nection status of two arbitrarily chosen agents via external
estimators and to identifying those that are disconnected, based
on the sampled data. We design a decision rule to realize this
kind of identification for formation-control multiagent systems
and prove that the miss probability of this rule converges to
0 as the number of data samples increases. Interestingly, both
miss and false alarm probabilities can be reduced to below
0.05 in many simulated cases with only a small sample num-
ber. The ability to identify disconnected agents in multiagent
systems is important for practical purposes, as it allows actions
to be taken to reconnect the disconnected agents. This study
is only a first step in this direction, and considerable effort
is needed to improve the decision rule, develop more pow-
erful analysis methods, and devise reconnection strategies.
Extending the derived results to multiagent systems using the
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control laws with random errors other than white noise is also
meaningful for future work.

APPENDIX A
LINK BETWEEN ORNSTEIN–UHLENBECK PROCESS

AND AUTOREGRESSIVE TIME SERIES

Definition [42], [43]: The Ornstein–Uhlenbeck process is
the solution X(t) of the stochastic differential equation dX(t) =
−αX(t)dt + σdB(t) with X(0) = x0, where α ≥ 0 and σ >

0 are constants. This solution can be expressed by X(t) =
x0e−αt + σ

∫ t
0 e−α(t−s)dB(s).

Lemma A1: Let Xk be the samples of the Ornstein–
Uhlenbeck process X(t) taken at t = kτ , where k = 0, 1, . . . ,

and τ is the sampling interval. Then, Xk is an autoregres-
sive time series, satisfying Xk = e−ατ Xk−1 + ε′

k, where ε′
k =

σ
∫ τ

0 e−α(τ−s′)dB((k − 1)τ + s′) ∼ N(0, (σ 2/2α)(1 − e−2ατ ))

and the {ε′
k} sequence has independent elements, that is, ε′

k1
and ε′

k2
are independent for k1 �= k2.

Proof: Since Xk = x0e−αkτ + σ
∫ kτ

0 e−α(kτ−s)dB(s), we
can have Xk = e−ατ Xk−1 + σ

∫ kτ
(k−1)τ

e−α(kτ−s)dB(s) =
e−ατ Xk−1 +σ

∫ τ

0 e−α(τ−s′)dB((k −1)τ + s′) = e−ατ Xk−1 +ε′
k.

To derive the properties of ε′
k, we need to use some basic

facts of Brownian motion. First, B(s′) is time homoge-
neous that means B(s′) and B((k − 1)τ + s′) have the same
distribution [43, eq. (7.1.6)]. Second, a dB(s′) integral of
a deterministic process will yield a Gaussian process [42,
Proposition 7.6], so ε′

k is Gaussian with mean 0 and vari-
ance (σ 2/2α)(1 − e−2ατ ) according to the Itô isometry [43,
Corollary 3.1.7]. Third, the independence of the elements in
{ε′

k}∞k=1 holds true because B(s′) has independent increments.
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[11] M. Fiacchini and I.-C. Morǎrescu, “Convex conditions on decentralized
control for graph topology preservation,” IEEE Trans. Autom. Control,
vol. 59, no. 6, pp. 1640–1645, Jun. 2014.

[12] R. Aragues, D. Shi, D. V. Dimarogonas, C. Sagüés, K. H. Johansson,
and Y. Mezouar, “Distributed algebraic connectivity estimation for undi-
rected graphs with upper and lower bounds,” Automatica, vol. 50,
no. 12, pp. 3253–3259, Dec. 2014.

[13] P. Di Lorenzo and S. Barbarossa, “Distributed estimation and con-
trol of algebraic connectivity over random graphs,” IEEE Trans. Signal
Process., vol. 62, no. 21, pp. 5615–5628, Nov. 2014.

[14] M. Franceschelli, A. Gasparri, A. Giua, and C. Seatzu, “Decentralized
estimation of Laplacian Eigenvalues in multi-agent systems,”
Automatica, vol. 49, no. 4, pp. 1031–1036, Apr. 2013.

[15] M. M. Zavlanos and G. J. Pappas, “Distributed connectivity control of
mobile networks,” IEEE Trans. Robot., vol. 24, no. 6, pp. 1416–1428,
Dec. 2008.

[16] L. Sabattini, N. Chopra, and C. Secchi, “Decentralized connectivity
maintenance for cooperative control of mobile robotic systems,” Int.
J. Robot. Res., vol. 32, no. 12, pp. 1411–1423, Oct. 2013.

[17] Z. Kan, A. P. Dani, J. M. Shea, and W. E. Dixon, “Network connec-
tivity preserving formation stabilization and obstacle avoidance via a
decentralized controller,” IEEE Trans. Autom. Control, vol. 57, no. 7,
pp. 1827–1832, Jul. 2012.

[18] M. M. Zavlanos, M. B. Egerstedt, and G. J. Pappas, “Graph-theoretic
connectivity control of mobile robot networks,” Proc. IEEE, vol. 99,
no. 9, pp. 1525–1540, Sep. 2011.

[19] A. Ajorlou, A. Momeni, and A. G. Aghdam, “A class of bounded dis-
tributed control strategies for connectivity preservation in multi-agent
systems,” IEEE Trans. Autom. Control, vol. 55, no. 12, pp. 2828–2833,
Dec. 2010.

[20] P. Yang, R. A. Freeman, G. J. Gordon, K. M. Lynch, S. S. Sriniasa,
and R. Sukthankar, “Decentralized estimation and control of graph
connectivity for mobile sensor networks,” Automatica, vol. 46, no. 2,
pp. 390–396, 2010.

[21] D. V. Dimarogonas and K. J. Kyriakopoulos, “Connectedness preserving
distributed swarm aggregation for multiple kinematic robots,” IEEE
Trans. Robot., vol. 24, no. 5, pp. 1213–1223, Oct. 2008.

[22] M. Ji and M. Egerstedt, “Distributed coordination control of multiagent
systems while preserving connectedness,” IEEE Trans. Robot., vol. 23,
no. 4, pp. 693–703, Aug. 2007.

[23] M. C. De Gennaro and A. Jadbabaie, “Decentralized control of con-
nectivity for multi-agent systems,” in Proc. IEEE Conf. Decis. Control
(CDC), San Diego, CA, USA, Dec. 2006, pp. 3628–3633.

[24] Y. Kantaros and M. M. Zavlanos, “Distributed intermittent connectivity
control of mobile robot networks,” IEEE Trans. Autom. Control, vol. 62,
no. 7, pp. 3109–3121, Jul. 2017.

[25] R. Khodayi-Mehr, Y. Kantaros, and M. M. Zavlanos, “Distributed state
estimation using intermittently connected robot networks,” IEEE Trans.
Robot., vol. 35, no. 3, pp. 709–724, Jun. 2019.

[26] R. Aragues, D. V. Dimarogonas, P. Guallar, and C. Sagues, “Intermittent
connectivity maintenance with heterogeneous robots,” IEEE Trans.
Robot., vol. 37, no. 1, pp. 225–245, Feb. 2021.

[27] K. You and L. Xie, “Network topology and communication data rate
for consensusability of discrete-time multi-agent systems,” IEEE Trans.
Autom. Control, vol. 56, no. 10, pp. 2262–2275, Oct. 2011.

[28] H. Wang, H. Zhao, J. Zhang, D. Ma, J. Li, and J. Wei, “Survey on
unmanned aerial vehicle networks: A cyber physical system perspective,”
IEEE Commun. Surveys Tuts., vol. 22, no. 2, pp. 1027–1070, 2nd Quart.,
2020.

[29] L. Gupta, R. Jain, and G. Vaszkun, “Survey of important issues in UAV
communication networks,” IEEE Commun. Surveys Tuts., vol. 18, no. 2,
pp. 1123–1152, 2nd Quart., 2016.

[30] A. B. Farjadian, B. Thomsen, A. M. Annaswamy, and D. D. Woods,
“Resilient flight control: An architecture for human supervision of
automation,” IEEE Trans. Control Syst. Technol., vol. 29, no. 1,
pp. 29–42, Jan. 2021.

[31] Z. Li and J. Chen, “Robust consensus of linear feedback protocols over
uncertain network graphs,” IEEE Trans. Autom. Control, vol. 62, no. 8,
pp. 4251–4258, Aug. 2017.

[32] T. Li and J.-F. Zhang, “Consensus conditions of multi-agent systems with
time-varying topologies and stochastic communication noises,” IEEE
Trans. Autom. Control, vol. 55, no. 9, pp. 2043–2057, Sep. 2010.

[33] W. Ren, “Consensus strategies for cooperative control of vehicle forma-
tions,” IET Control Theory Appl., vol. 1, no. 2, pp. 505–512, Mar. 2007.

This article has been accepted for inclusion in a future issue of this journal. Content is final as presented, with the exception of pagination. 



QIAN et al.: IDENTIFYING DISCONNECTED AGENTS IN MULTIAGENT SYSTEMS VIA EXTERNAL ESTIMATORS 13

[34] K.-K. Oh, M.-C. Park, and H.-S. Ahn, “A survey of multi-agent
formation control,” Automatica, vol. 53, pp. 424–440, Mar. 2015.

[35] R. Qian, Z. Duan, Y. Qi, T. Peng, and W. Wang, “Formation-control
stability and communication capacity of multiagent systems: A joint
analysis,” IEEE Trans. Control Netw. Syst., vol. 8, no. 2, pp. 917–927,
Jun. 2021.

[36] B. Ning, Q.-L. Han, and Z. Zuo, “Distributed optimization for multiagent
systems: An edge-based fixed-time consensus approach,” IEEE Trans.
Cybern., vol. 49, no. 1, pp. 122–132, Jan. 2019.

[37] U. Luxburg, “A tutorial on spectral clustering,” Stat. Comput., vol. 17,
no. 4, pp. 395–416, 2007.

[38] D. West, Introduction to Graph Theory, 2nd ed. Singapore: Pearson
Educ., 2001.

[39] C. Godsil and G. Royle, Algebraic Graph Theory. New York, NY, USA:
Springer, 2001.

[40] J. Hamilton, Time Series Analysis. Princeton, NJ, USA: Princeton Univ.
Press, 1994.

[41] H. V. Poor, An Introduction to Signal Detection and Estimation, 2nd ed.
New York, NY, USA: Springer-Verlag, 1994.

[42] J. Steele, Stochastic Calculus and Financial Applications. New York,
NY, USA: Springer-Verlag, 2001.

[43] B. Øksendal, Stochastic Differential Equations—An Introduction With
Applications. Berlin, Germany: Springer, 1998.

[44] I. Gradshteyn, I. Ryzhik, A. Jeffrey, and D. Zwillinger, Table of Integrals,
Series, and Products, 7th ed. Boston, MA, USA: Academic, 2007.

[45] Z. Li and Z. Duan, Cooperative Control of Multi-Agent Systems: A
Consensus Region Approach. Boca Raton, FL, USA: CRC Press, 2014.

[46] J. Blitzstein and J. Hwang, Introduction to Probability. Boca Raton, FL,
USA: CRC Press, 2014.

Rongrong Qian (Member, IEEE) received the
B.S. degree in communication engineering and
the Ph.D. degree in signal and information pro-
cessing from the Beijing University of Posts and
Telecommunications (BUPT), Beijing, China, in
2004 and 2010, respectively.

From 2010 to 2020, he was a Lecturer and an
Associate Professor with the School of Automation,
BUPT, where he is currently an Associate Professor
with the School of Artificial Intelligence. From
July 2015 to June 2016, he was a Visiting Scholar

with the College of Engineering, Peking University, Beijing. His research
interests include multiagent systems, networked control systems, and wireless
networks, with applications to UAV swarms and mobile robots.

Zhisheng Duan (Senior Member, IEEE) received
the M.S. degree in mathematics from Inner
Mongolia University, Hohhot, China, in 1997, and
the Ph.D. degree in control theory from Peking
University, Beijing, China, in 2000.

From 2000 to 2002, he worked as a Postdoctoral
Fellow with Peking University. Since 2008, he
has been a Professor with the Department of
Mechanics and Aerospace Engineering, College of
Engineering, Peking University, where he is cur-
rently a Changjiang Scholar. His research interests

include robust control, stability of interconnected systems, and analysis and
control of complex dynamical networks.

Prof. Duan received the 2001 Chinese Control Conference Guan-Zhao Zhi
Award, the 2011 First Class Award in Natural Science from Chinese Ministry
of Education, and the 2015 Second Class Award of National Natural Science.
He obtained the Outstanding Youth Fund of National Natural Science in 2012.

Yuan Qi received the B.S. degree in communica-
tion engineering and the Ph.D. degree in signal and
information processing from the Beijing University
of Posts and Telecommunications (BUPT), Beijing,
China, in 2004 and 2009, respectively.

From 2009 to 2020, she was a Lecturer with the
School of Electronic Engineering, BUPT, where she
is currently an Associate Professor. Her research
interests include multiagent networks, millimeter-
wave communications, and signal processing in
wireless communications.

Tao Peng (Member, IEEE) received the bach-
elor’s, master’s, and Ph.D. degrees from the
Beijing University of Posts and Telecommunications
(BUPT), Beijing, China, in 1999, 2002, and 2010,
respectively.

He is currently an Associate Professor with BUPT,
where he has been the Chair of Device-to-Device
(D2D) Technical Discussion Group of IMT-A/IMT-
2020 Propulsion Group in CCSA. He has authored
over 70 academic papers with 16 SCI indexed, and
an inventor of 25 international and domestic patents.

His research interests include cognitive radio and software-defined radio, D2D
communication, CRAN and ultradense networks, and mobile ad hoc network.

Wenbo Wang (Senior Member, IEEE) received the
B.S. degree in communication engineering and the
M.S. and Ph.D. degrees in signal and information
processing from the Beijing University of Posts
and Telecommunications (BUPT), Beijing, China, in
1986, 1989, and 1992, respectively.

From October 1992 to 1993, he was a Researcher
with ICON Communication Inc., Dallas, TX, USA.
He has been a Chair Professor with the School
of Information and Communications Engineering,
BUPT, where he is currently the Vice President.

He is also the Assistant Director of the Universal Wireless Communication
Laboratory, BUPT. He has also been the Director of the Beijing Institute of
Communication, Beijing, since 2002, and an Assistant Director of the National
Defense Communication Committee, China Institute of Communication. He
has published more than 200 articles and six books and holds 12 patents.
His research interests include transmission technology, broadband wireless
access, wireless network theory, digital signal processing, multiple-input–
multiple-output, cooperative and cognitive communications, and software
radio technology.

This article has been accepted for inclusion in a future issue of this journal. Content is final as presented, with the exception of pagination. 



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles false
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Gray Gamma 2.2)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Warning
  /CompatibilityLevel 1.4
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /LeaveColorUnchanged
  /DoThumbnails false
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 0
  /ParseDSCComments false
  /ParseDSCCommentsForDocInfo false
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo false
  /PreserveFlatness true
  /PreserveHalftoneInfo true
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts false
  /TransferFunctionInfo /Remove
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
    /Arial-Black
    /Arial-BoldItalicMT
    /Arial-BoldMT
    /Arial-ItalicMT
    /ArialMT
    /ArialNarrow
    /ArialNarrow-Bold
    /ArialNarrow-BoldItalic
    /ArialNarrow-Italic
    /ArialUnicodeMS
    /BookAntiqua
    /BookAntiqua-Bold
    /BookAntiqua-BoldItalic
    /BookAntiqua-Italic
    /BookmanOldStyle
    /BookmanOldStyle-Bold
    /BookmanOldStyle-BoldItalic
    /BookmanOldStyle-Italic
    /BookshelfSymbolSeven
    /Century
    /CenturyGothic
    /CenturyGothic-Bold
    /CenturyGothic-BoldItalic
    /CenturyGothic-Italic
    /CenturySchoolbook
    /CenturySchoolbook-Bold
    /CenturySchoolbook-BoldItalic
    /CenturySchoolbook-Italic
    /ComicSansMS
    /ComicSansMS-Bold
    /CourierNewPS-BoldItalicMT
    /CourierNewPS-BoldMT
    /CourierNewPS-ItalicMT
    /CourierNewPSMT
    /EstrangeloEdessa
    /FranklinGothic-Medium
    /FranklinGothic-MediumItalic
    /Garamond
    /Garamond-Bold
    /Garamond-Italic
    /Gautami
    /Georgia
    /Georgia-Bold
    /Georgia-BoldItalic
    /Georgia-Italic
    /Haettenschweiler
    /Helvetica
    /Helvetica-Bold
    /HelveticaBolditalic-BoldOblique
    /Helvetica-BoldOblique
    /Impact
    /Kartika
    /Latha
    /LetterGothicMT
    /LetterGothicMT-Bold
    /LetterGothicMT-BoldOblique
    /LetterGothicMT-Oblique
    /LucidaConsole
    /LucidaSans
    /LucidaSans-Demi
    /LucidaSans-DemiItalic
    /LucidaSans-Italic
    /LucidaSansUnicode
    /Mangal-Regular
    /MicrosoftSansSerif
    /MonotypeCorsiva
    /MSReferenceSansSerif
    /MSReferenceSpecialty
    /MVBoli
    /PalatinoLinotype-Bold
    /PalatinoLinotype-BoldItalic
    /PalatinoLinotype-Italic
    /PalatinoLinotype-Roman
    /Raavi
    /Shruti
    /Sylfaen
    /SymbolMT
    /Tahoma
    /Tahoma-Bold
    /Times-Bold
    /Times-BoldItalic
    /Times-Italic
    /TimesNewRomanMT-ExtraBold
    /TimesNewRomanPS-BoldItalicMT
    /TimesNewRomanPS-BoldMT
    /TimesNewRomanPS-ItalicMT
    /TimesNewRomanPSMT
    /Times-Roman
    /Trebuchet-BoldItalic
    /TrebuchetMS
    /TrebuchetMS-Bold
    /TrebuchetMS-Italic
    /Tunga-Regular
    /Verdana
    /Verdana-Bold
    /Verdana-BoldItalic
    /Verdana-Italic
    /Vrinda
    /Webdings
    /Wingdings2
    /Wingdings3
    /Wingdings-Regular
    /ZapfChanceryITCbyBT-MediumItal
    /ZWAdobeF
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 200
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages false
  /ColorImageDownsampleType /Average
  /ColorImageResolution 300
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages false
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /ColorImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 200
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages false
  /GrayImageDownsampleType /Average
  /GrayImageResolution 300
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages false
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /GrayImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 400
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages false
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 600
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /CreateJDFFile false
  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e55464e1a65876863768467e5770b548c62535370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc666e901a554652d965874ef6768467e5770b548c52175370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000650067006e006500720020007300690067002000740069006c00200064006500740061006c006a006500720065007400200073006b00e60072006d007600690073006e0069006e00670020006f00670020007500640073006b007200690076006e0069006e006700200061006600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200075006d002000650069006e00650020007a0075007600650072006c00e40073007300690067006500200041006e007a006500690067006500200075006e00640020004100750073006700610062006500200076006f006e00200047006500730063006800e40066007400730064006f006b0075006d0065006e00740065006e0020007a0075002000650072007a00690065006c0065006e002e00200044006900650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000520065006100640065007200200035002e003000200075006e00640020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f0073002000640065002000410064006f00620065002000500044004600200061006400650063007500610064006f007300200070006100720061002000760069007300750061006c0069007a00610063006900f3006e0020006500200069006d0070007200650073006900f3006e00200064006500200063006f006e006600690061006e007a006100200064006500200064006f00630075006d0065006e0074006f007300200063006f006d00650072006300690061006c00650073002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f006200650020005000440046002000700072006f00660065007300730069006f006e006e0065006c007300200066006900610062006c0065007300200070006f007500720020006c0061002000760069007300750061006c00690073006100740069006f006e0020006500740020006c00270069006d007000720065007300730069006f006e002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA (Utilizzare queste impostazioni per creare documenti Adobe PDF adatti per visualizzare e stampare documenti aziendali in modo affidabile. I documenti PDF creati possono essere aperti con Acrobat e Adobe Reader 5.0 e versioni successive.)
    /JPN <FEFF30d330b830cd30b9658766f8306e8868793a304a3088307353705237306b90693057305f002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a3067306f30d530a930f330c8306e57cb30818fbc307f3092884c3044307e30593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020be44c988b2c8c2a40020bb38c11cb97c0020c548c815c801c73cb85c0020bcf4ace00020c778c1c4d558b2940020b3700020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken waarmee zakelijke documenten betrouwbaar kunnen worden weergegeven en afgedrukt. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d002000650072002000650067006e0065007400200066006f00720020007000e5006c006900740065006c006900670020007600690073006e0069006e00670020006f00670020007500740073006b007200690066007400200061007600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f00620065002000500044004600200061006400650071007500610064006f00730020007000610072006100200061002000760069007300750061006c0069007a006100e700e3006f002000650020006100200069006d0070007200650073007300e3006f00200063006f006e0066006900e1007600650069007300200064006500200064006f00630075006d0065006e0074006f007300200063006f006d0065007200630069006100690073002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f0074002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002c0020006a006f0074006b006100200073006f0070006900760061007400200079007200690074007900730061007300690061006b00690072006a006f006a0065006e0020006c0075006f00740065007400740061007600610061006e0020006e00e400790074007400e4006d0069007300650065006e0020006a0061002000740075006c006f007300740061006d0069007300650065006e002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d00200070006100730073006100720020006600f60072002000740069006c006c006600f60072006c00690074006c006900670020007600690073006e0069006e00670020006f006300680020007500740073006b007200690066007400650072002000610076002000610066006600e4007200730064006f006b0075006d0065006e0074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Use these settings to create PDFs that match the "Recommended"  settings for PDF Specification 4.01)
  >>
>> setdistillerparams
<<
  /HWResolution [600 600]
  /PageSize [612.000 792.000]
>> setpagedevice


