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Abstract—This article tackles secondary voltage recovery
problem in islanded microgrids with the aim of reducing
communication frequency among distributed generation (DG)
units, while maintaining desired performance and saving commu-
nication network workload. To pursue this objective, a distributed
proportional-integral-derivative controller is first introduced,
whose sampled-data implementation is enabled by leveraging
the finite-difference approximation for the derivative action,
which leads to a distributed proportional-integral-retarded (PIR)
controller with a small enough sampling period h > 0. Then,
the resulting fully distributed PIR control law is combined with
a dynamic event-triggered mechanism (DETM), which embeds
Zeno-freeness property and avoids the requirement of continuous
transmission in triggering process. Thus, the communication
burden is significantly mitigated and the waste of communication
resources is avoided. By exploiting Lyapunov–Krasovkii method,
we derive exponential stability conditions expressed as linear
matrix inequalities (LMIs), whose solution allows evaluating the
maximum sampling period and DETM parameters preserving
the stability of the microgrid. A thorough numerical analysis,
carried out on the standard IEEE 14-bus test system, confirms
the theoretical derivation.

Index Terms—Artificial delays, dynamic event-triggered con-
trol (ETC), IEEE 14-bus test system, islanded microgrid,
Lyapunov–Krasovkii (LK) method, secondary voltage control.

I. INTRODUCTION

DRIVEN by the desire of moving to a low-carbon energy
future, the next generation of power systems, referred

as smart grids (SGs), is approaching, where monitoring,
communication, coordination and control become key tasks
for a more efficient use of energy [1]. As elementary units
of SGs, microgrids (MGs) integrate renewable distributed
generation (DG) units and energy storage systems (ESSs),
able to supply local loads in small geographic areas, while
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mitigating environmental concerns [2]. The combination of
these physical plants with measurements and control loops let
the MGs to be investigated as cyber–physical systems (CPSs).
Thanks to its capability to connect/disconnect from the utility
grid, a MG can operate in either grid-connected or islanded
modes. In islanded mode, the MG works autonomously and
possible mismatches between the generated power and loads
may result in voltage/frequency instability. Therefore, the
control loops over a communication networks are fundamental
in this operational mode.

Since several requirements with different time scales have to
be guaranteed, a three-layers hierarchical control architecture
is commonly exploited for MG control [3]. The primary
control (PC) layer is usually based on droop-control, which
is a communication-free method. While the tertiary control
(TC) deals with economic aspects, the secondary control (SC)
is required to adjust unavoidable frequency/voltage deviations
induced by the PC. The focus of this manuscript is the
voltage regulation problem which, falling into SC layer, is
the more critical level to guarantee nominal working condi-
tions. At this level, distributed control schemes are gaining
momentum since they represent a superior alternative in
terms of flexibility, reliability and scalability w.r.t. conven-
tional centralized or decentralized approaches. Along this line,
cooperative control of multiagent systems (MASs) represents
one of the main approaches for SC design [4]. Several
distributed control strategies are introduced for the voltage
regulation problem in MGs, each of them facing a specific
challenge, such as finite-time convergence [3], [5], bounded
uncertainties/disturbances [6], and cyber-attacks [7], [8], [9].
For instance, false data injection (FDI) attacks are consid-
ered in [8], where a distributed observer is introduced to
obtain an accurate estimation of the attack signals, while
a resilient controller is exploited for attacks compensation.
The simultaneous presence of communication delays and
Denial-of-Service (DoS) attacks is counteracted in [9] via
a novel time-varying sampling scheme with an improved
communication mechanism, thus enhancing the resilience of
the MG.

All the aforementioned solutions assume continuous com-
munication among DGs and require fast communication ability
to ensure the stability of the system, which may lead to
heavy burden on the communication network, especially when
the number of DGs increases [10]. Therefore, the design
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of effective and reliable control schemes for the resulting
networked control system (NCS), able to reduce the data
exchange frequency, will be meaningful in order to: 1) effi-
ciently manage the limited bandwidth; 2) reduce network
congestion; and 3) avoid waste of communication and compu-
tation resources, including workload between controllers and
the related actuators [10], [11]. Event-triggered control (ETC)
has been recognized as a suitable solution to achieve the
aforementioned objectives and avoid costly communication, as
well as higher workload [12], [13].

Along this direction, distributed ETC is proposed to achieve
SC objectives in [11], where the design of triggering function
has been handled via Lyapunov method. An ETC has been
embedded into a distributed model predictive control (DMPC)
scheme in [14] to regulate the voltage magnitude of each DG,
where it is shown that communication/computation burden
is reduced with slightly compromised control performance.
Herein, to improve these latter, authors also embed an adaptive
observer to mitigate the negative effects of mismatches due
to sampling process. The presence of communication time-
delays during information sharing process has been considered
in [15], where the voltage synchronization is achieved via
a distributed ETC through the low-gain feedback technique.
Note that, all the above-mentioned ETC methods are designed
without considering disturbances acting on DG dynamics and,
hence, they may not guarantee Zeno-freeness in practical
applications [10].

From this literature overview, it is clear that most efforts
have been done toward the development of static ET
rules based on synchronization/sampling voltage errors [16].
However, dynamic ET mechanism (DETM), based on an
auxiliary internal variable, is gaining attention in the last years
since it has been proven to require fewer control updates w.r.t.
static ET control and to eliminate Zeno behavior [17], [18].
The main difference between static ET and the dynamic one
relies in the threshold. Static ET has a fixed and constant
threshold into the triggering rule, whereas DET endows a
dynamically adjustable mechanism, provided by the additional
internal variable [19]. Therefore, due to the several merits of
DET control, including significantly larger average interevent
time, several DET-based control strategies have been intro-
duced in the context of consensus control problem of MASs
(see, e.g., [20], [21], and [22]). Along this direction, DET-
based controller is proposed for MG voltage SC in [19],
where the triggering mechanism, dependent on the voltage
error measurements, is applied along with a simple fully
diffusive control protocol. However, the unavoidable external
disturbances are not considered and, hence, Zeno behavior
could not be avoided.

In light of the above, the aim of this work is to
propose a novel communication resources saving-oriented
control architecture which embeds a robust distributed DET
proportional-integral-derivative (PID)-like controller able to
solve voltage recovery problem in inverter-based islanded MG.
Bounded disturbances, arising from MG modeling phase, are
taken into account without compromise Zeno-freeness prop-
erty. Hence, the control design objective is two-fold, namely,
1) to propose a distributed MG voltage control scheme which

does not require continuous interagent interactions, no longer
valid in distributed control over communication networks [23]
and 2) to provide a novel dynamic triggering rule to fur-
ther reduce the number of actuator updates and, hence, the
amounts of communication network workload from controller-
to-actuator. The combination of 1) and 2) allows saving all the
communication resources involved into the MG control archi-
tecture from NCS perspective. By exploiting artificial delay
technique (i.e., intentionally introduced delay as explained in
Remark 2 below) and finite-difference approximation [24], the
first objective is achieved by recasting the fully distributed
PID-like control protocol in a sampled-data proportional-
integral-retarded (PIR) controller so to obtain a preliminary
reduction of the communication network workload. On the
other hand, the novel proposed DETM is able to further reduce
the number of the control signals sent to actuators according
to control objective ii). This is achieved via the additional
internal variable which adjusts the triggering threshold and
lengthens the interevent time intervals. Moreover, it is worth
noting that our DETM is based on control signals, instead of
voltage errors measurements, in order to avoid accumulating
errors in the integral terms approximation.

The data sampling is tackled via time-delay approach, which
is based on Lyapunov–Krasovkii (LK) method and Wirtinger’s
inequality [25], where the key point is to express the delayed
term via its Taylor’s expansion with remainder in the integral
form, properly compensated via the LK functional. Thus,
simple robust sampling-dependent stability conditions in the
form of linear matrix inequalities (LMIs) are derived, whose
feasibility is ensured for small enough sampling period if the
original distributed derivative-dependent controller stabilizes
the MG voltage.

Summarizing, the main contributions of this article are as
follows.

1) The exploitation of artificial delays technique allows
deriving a sampled-data distributed controller which,
underlying the proposed DETM, ensures that continuous
information exchanges among DGs are always avoided
and its real implementation in digital control platform
becomes easier; thus, the actual challenge in distributed
control of MASs of re-evaluating conventional dis-
tributed continuous-time controllers in a sampled-data
fashion is addressed [23].

2) Unlike [2], [26], [27], [28], the proposed DETM is
fully distributed, that is, it is independent of any global
information, such as the eigenvalues of the matrices,
associated with the communication topology.

3) Compared with static ETC [11], [26], [27], our trigger-
ing mechanism is dynamic with an auxiliary internal
variable reducing the interevent times and including
conventional static ETC as a special case.

4) Differently from the very recent DETM strategies
proposed in [19], which neglects the presence of distur-
bances, our stability analysis allows tuning the DETM
parameters as a solution of a feasible LMIs problem.

5) Compared with the conference version of this arti-
cle [29], herein we further reduce the usage of the
limited communication resources with a less number of
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Fig. 1. Distributed dynamic event-trigger PID control architecture for SC voltage regulation.

triggering events, which is helpful for saving communi-
cation bandwidth from controller-to-actuator.

Finally, this article structure is as follows. In Section II the
cyber–physical model of an islanded MG is introduced. The
proposed distributed secondary DET PIR voltage controller
is designed in detail in Section III. Section IV provides the
stability analysis based on LK method. Finally, extensive
numerical results are presented in Section V, while conclusions
are drawn in Section VI.

Notation: Throughout this article, N0 = N ∪ {0}, the
superscript � stands for matrix transposition, Rn denotes the
n dimensional Euclidean space, Rn×m is the set of all n × m
real matrices. The notation P > 0, for P ∈ R

n×n, means that P
is symmetric and positive definite. The symmetric elements of
the symmetric matrix are denoted by �. IN is the identity n×n
matrix, ⊗ represents the Kronecker product and diag{ai}n

i=1
stands for a diagonal matrix with ai being on the diagonal.

Lemma 1 (Exponential Wirtinger’s Inequality [24], [25]):
Let f : [a, b] → R

n be an absolutely continuous function with
a square integrable first order derivative such that f (a) = 0 or
f (b) = 0. Then, for any α ∈ R and 0 ≤ W ∈ R

n×n

∫ b

a
e2αtf �(t)Wf (t) dt ≤ e2|α|(b−a) 4(b − a)2

π2

×
∫ b

a
e2αt ḟ �(t)Wḟ (t) dt.

Lemma 2 (Jensen’s Inequality [24]): Let ρ : [a, b] →
[0,∞) and f : [a, b] → R

n be such that the integration
concerned is well-defined. Then, for any 0 < Q ∈ R

n×n

[∫ b

b
ρ(s)f (s) ds

]�
Q

[∫ b

b
ρ(s)f (s) ds

]

≤
∫ b

a
ρ(s) ds

∫ b

a
ρ(s)f �(s)Qf (s) ds.

II. PRIMARY AND SECONDARY CONTROL OF MICROGRIDS

Consider an islanded AC MG involving N DGs and M
loads. As depicted in Fig. 1, a PC layer is involved in the
generic ith DG, which stabilizes the MG and guarantees the
power sharing capability [30]. The ith DG PC consists of
power, voltage and current inner control loops, where the time
separation operation is required due to their different time
scales. Voltage and current control loops usually follow the
traditional PI controllers (see [31] and references therein).

Although the PC of each DG is generally formulated under
its own d−q (direct-quadrature) reference frame rotating at the
frequency ωi, all the DGs choose a common reference frame
to operate with the rotating frequency ωcom. Denote the angle
of the ith DG reference frame with respect to the common
reference frame as

δi =
∫

(ωi − ωcom) dt. (1)

In d − q synchronous frame with d-axis voltage aligning with
the MG bus terminal voltage, the ith DG can be represented
via the following droop-based equations:⎧⎪⎨

⎪⎩

{
kvi v̇

od
i = vn

i − vod
i − nQ

i Qm
i

voq
i = 0

ωi = ωn
i − mP

i Pm
i

(2)

where vod
i and voq

i are the voltage d −q components of the ith
DG; vn

i and ωn
i , provided by the SC layer, represent the PC

voltage and frequency set-points; Pm
i and Qm

i are the measured
active and reactive power at the ith DG terminal; kvi ∈ R

+ is
the voltage control gain; and nQ

i ∈ R
+ and mP

i ∈ R
+ are its

voltage and frequency droop coefficients, respectively. Pm
i and

Qm
i are provided by first-order low-pass filter [32]

τPi Ṗ
m
i = −Pm

i + Pi (3a)

τQi Q̇
m
i = −Qm

i + Qi (3b)
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with τPi and τQi the filters time constants; Pi and Qi are the
active and reactive power outputs of the ith DG.

TC layer is endowed with a virtual leader, labeled with
index 0, that is, DG 0, able to supply voltage and frequency
set-points v0 and ω0 to a subset of DGs within the MG.
Furthermore, each DG i within the network ∀i = 1, . . . , N,
exchanges its information with the corresponding neighbors
via onboard smart devices enabling the communication (see
Fig. 1). Hence, the MG resembles a MAS, where each DG
is an agent and distributed cooperative SC strategies can be
applied to solve voltage regulation problem. This problem can
be recast as a leader-tracking one, where the objective is to
design vn

i in (2) such that the terminal voltage amplitude of
each DG vout

i converges to the TC reference value, that is,
vout

i → v0, where

vout
i =

√(
vod

i

)2 + (
voq

i

)2
. (4)

This latter implies that SC input vn
i has to guarantee that vod

i →
v0 due to voq

i = 0.
In the sequel, we first characterize the electrical interaction

among DGs, provided by the power transmission lines in the
physical layer connecting DGs and local loads, and, then,
the communication interaction due to distributed SC, enabling
connection among DGs in the cyber-space. The resulting
double-layer MG structure can be modeled by exploiting the
graph theory as follows [3].

A. Communication Interaction

Interaction in the cyber-space among the N DGs is con-
ventionally modeled as directed graph G c

N = {V c
N ,E c

N, Ac
N},

where V c
N = 1, 2, . . . , N is the set of N interacting DGs,

E c
N ⊆ V c

N × V c
N is the set of edges standing for direct and

active communication links. A c
N = [aij] ∈ R

N×N represents
the adjacency matrix, whose elements are such that aij =
1 if there exists a communication channel from DG j to
DG i, and aij = 0 otherwise. Furthermore, it is possible
to associate to the directed graph the degree matrix Dc

N =
diag{	1,	2, . . . ,	N}, where 	i = ∑

j∈V c
N

aij ∀i. Hence, the
Laplacian matrix can be computed as L = Dc

N − A c
N . The

presence of virtual DG 0 - mimicking the TC in providing
reference frequency and voltage behavior ω0 and v0- leads
to an augmented directed graph G c

N+1 in the cyber-space.
Therefore, a Pinning matrix P = diag{p1, p2, . . . , pN} is used
to model the interaction among the N DGs and the leader agent
0, whose entries are such that pi = 1 if the leader information
is directly available for the ith DG, 0 otherwise. Furthermore,
N c

i = {j : (i, j) ∈ E c
N+1} denotes the set of neighbors of the

ith DG.
Assumption 1: There exists a path in G c

N+1 from DG i in
G c

N to node 0 ∀i ∈ V c
N . This means that the virtual DG 0 is

globally reachable in G c
N+1 and, hence, every DG can obtain

TC references directly or indirectly.

B. Electrical Interaction

The physical interaction among the electrical entities, pro-
vided by power transmission lines, can be also described by

leveraging graph theory. Specifically, given N + M electrical
units, their physical interaction can be modeled via the
connected and complex-weighted graph G e = {V e,E e,A e},
where V e = 1, 2, . . . , N + M is the set of electrical entities,
E e ⊆ V e × V e is the set of physical edges, that is, the impe-
dences of the power lines, and A e = [aρk] ∈ C

(N+M)×(N+M)

is the electrical adjacency matrix, whose complex entries stand
for the admittance between different buses. For instance, the
generic aρk = Yρk = Gρk + jBρk ∈ C, where Gik ∈ R and
Bik ∈ R are the conductance and susceptance, respectively,
while j is used for the imaginary unit (with a little abuse
of notation). Hence, Yρk = 0 means that there is no power
line between ρth and kth electrical entities within the grid.
Similarly, N e

ρ = {k : k ∈ V e, k �= ρ, Yρk �= 0} refers to the
neighboring electrical set of the ρth electrical unit. Moreover,
it follows Gρρ = ∑

k∈N e
ρ

Gρk and Bρρ = ∑
k∈N e

ρ
Bρk.

Assumption 2: The electrical network topology G e is char-
acterized by lossless power transmission lines, that is, Gρk = 0
and Yρk = jBρk ∀ρ ∈ V e, k ∈ N e

ρ .
Assumption 2 is common in power system analysis.

Interested readers may refer to [3] and [33] and references
therein for more details.

In light of Assumption 2 and power balance equations, the
active and reactive injected power for the ρth electrical bus
are given by [34]

P̂ρ =
∑

k∈N e
ρ

vρvkBρk sin
(
δρ − δk

)
(5a)

Q̂ρ = v2
ρBρρ −

∑
k∈N e

ρ

vρvkBρk cos(δi − δk) (5b)

where vρ and δρ are the voltage and phase angle of the ρth
electrical bus.

The ZIP load model is employed to describe the behavior
of the generic load located at the ρth bus, that is [35]

PLρ = P1ρ v2
ρ + P2ρ vρ + P3ρ (6a)

QLρ = Q1ρ v2
ρ + Q2ρ vρ + Q3ρ (6b)

with pairs (Pρ, Q1ρ ), (P2ρ , Q2ρ ) and (P3ρ , Q3ρ ) standing for
the nominal constant impedance, current and power loads,
respectively. Based on (5a)–(6b), we finish up with the
following total active and reactive power output of the ith DG:

Pi =
∑

ρ∈N e
i

PLρ +
∑

ρ∈N e
i

P̂ρ, i = 1, 2 . . . , N (7a)

Qi =
∑

ρ∈N e
i

QLρ +
∑

ρ∈N e
i

Q̂ρ, i = 1, 2 . . . , N. (7b)

Assumption 3: The instantaneous power flowing throughout
the grid is bounded everywhere, that is, there exist known
positive constants 
P and 
Q such that

|Pi| ≤ 
P, |Qi| ≤ 
Q, i = 1, 2, . . . , N.

Note that, Assumption 3 is always satisfied due to bounded
operating range of the inverter voltages and currents [32].

This study focuses on the voltage SC, where the objective
is to set vn

i in (2) in order to regulate the voltage of each
DG i ∀i = 1, 2, . . . , N, to nominal value and compensate



3894 IEEE TRANSACTIONS ON CYBERNETICS, VOL. 54, NO. 7, JULY 2024

natural deviations induced by droop-based PC. Specifically,
a novel distributed SC strategy is introduced through this
manuscript, where a novel DETM is suggested to mitigate the
communication burden and significantly reduce the unneces-
sary sample-data transmission.

III. DYNAMIC EVENT-TRIGGERED PID-LIKE

CONTROL USING ARTIFICIAL DELAYS

Here, we design the secondary voltage control vn
i in (2) able

to synchronize all DGs voltage vout
i to the reference voltage

v0, which implies the synchronization of the direct term vod
i∀i = 1, 2, . . . , N. This control problem, which can be recast

as a leader-tracking one, is here tackled by designing a novel
distributed DETM able to reduce the communication burden
and saving limited network resources. To this end, we first
derive the voltage dynamics of the ith DG. Note that, for sake
of brevity, throughout this article we omit the dependence on
d − q reference frame of vod

i in (2), that is, vod
i = vi.

By differentiating (2) and taking into account (3b), we
derive the following simplified second-order model:

kvi v̈i(t) + v̇i(t) + nQ
i Q̇m

i + ûi(t) = 0 (8)

where ûi(t) = v̇n
i is the ith DG control input generating PC

voltage reference to be designed later. By leveraging state-
space formalism, (8) leads to

ẋi(t) =
[

0 1
0 0

]
xi(t) +

[
0

− 1
kvi

](
ûi(t) + wi(t)

)
(9)

where xi(t) = [vi(t) v̇i(t)]� ∈ R
2 is the voltage state

vector, while wi(t) = h(t, vi, Qi, Qm
i ) ∈ R is the disturbance

taking into account the voltage deviation induced by PC, with
h(t, vi, Qi, Qm

i ) = −v̇i(t) − nQ
i Q̇m

i .
Remark 1: Note that, Assumption 3 ensures the bounded-

ness property for the term wi(t) in (9) [3]. It means that

∃ 
 ∈ R
+ :|wi(t)| ≤ 
 ∀i = 1, 2, . . . , N.

On the other hand, the leading dynamics of the reference
generator DG 0 emulating the TC layer can be modeled as the
following autonomous system:

ẋ0(t) =
[

0 1
0 0

]
x0(t) (10)

where x0(t) = [v0(t) v̇0(t)]� ∈ R
2 is the leader DG 0 reference

state vector. Then, for the generic ith DG, the synchronization
error can be presented as

ei(t) = vi(t) − v0(t), i = 1, 2, . . . , N. (11)

Now, the SC control input ûi(t) in (9) is designed such that

lim
t→∞ ‖ei(t)‖ = 0 ∀i (12)

while ensuring the communication resources saving. To
achieve this aim, we propose the following three-steps proce-
dure: 1) introduction of a distributed PID voltage controller
ui(t) which, although leveraging a continuous information
sharing over the communication network, is practical to be

implemented thanks to the finite-time difference implementa-
tion of the derivative action; 2) sampled-data implementation
of the previous designed controller ui(t) in order to obtain a
digital control scheme, hence ensuring a preliminary reduction
of transmitted control signal; and 3) design of the dynamic
event-triggering rule to further decrease the communication
network workload from the controller to actuator, while saving
its limited resources [36]. In the sequel, we describe all the
design steps of the proposed control architecture, which is
schematized in Fig. 1, with the aim to clearly highlight how
unnecessary sampled-data transmission is mitigated.

1) Step 1: From (11), the control ui(t) is designed as
a distributed continuous-time PID controller weighting the
networked shared information as

ui(t) = k̄P

∑
j∈N c

i

aij
(
ei(t) − ej(t)

)

+ k̄I

∑
j∈N c

i

aij

∫ t

0

(
ei(s) − ej(s)

)
ds

+ k̄D

∑
j∈N c

i

aij
(
ėi(t) − ėj(t)

)
(13)

where k̄P is the proportional control gain, k̄I is the integral
control gain and k̄D is the derivative control gain; and aij is the
generic element of the adjacency matrix (see Section II-A).
Note that, in general control engineering practice there is a
widely exploitation of PID controllers due to their ability in
providing fast response to the transient phase while reducing
steady-state deviations [29], [37]. However, this class of con-
trollers depends on the derivative of the output, hardly to be
measured in practice [24], [38]. To deal with this problem,
according to [29], we transform the control input in (13)
in a distributed PIR controller by using the following finite-
difference approximations for the derivative terms, that is:

ėi(t) ≈ ēi(t) = ei(t) − ei(t − h)

h

ėj(t) ≈ ēj(t) = ej(t) − ej(t − h)

h
(14)

with i, j = 1, 2, . . . , N and h > 0. Hence, by exploiting (14),
the distributed PIR controller for the ith DG has the following
form:

ui(t) = kP

∑
j∈N c

i

aij
(
ei(t) − ej(t)

)

+ kI

∑
j∈N c

i

aij

∫ t

0

(
ei(s) − ej(s)

)
ds

+ kD

∑
j∈N c

i

aij
(
ei(t − h) − ej(t − h)

)
(15)

where the control gains, based on the finite-difference method,
can be expressed as

kP = k̄P + k̄D

h
, kI = k̄I, kD = − k̄D

h
. (16)

Note that, Euler approximation in (14) is commonly used to
replace a derivative-dependent controller as in (13) with a
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delay-dependent one as in (15). If control law (13) stabilizes
the system, then the stabilization is also achieved by (15) for
sufficiently small h > 0 [38].

2) Step 2: To ensure a preliminary reduction of com-
munication resources, here we propose a sampled-data
implementation of the distributed PIR controller (15). To this
end, we assume that the tracking error ei(t) is available only at
the discrete-time instants tk = kh, where k ∈ N0 and h > 0 is
the sampling period. Specifically, given (14), to derive a digital
implementation of the controller (13), according to [24], we
use the following approximations for t ∈ [tk, tk+1), k ∈ N0:

ei(t) ≈ ēi(t) = ēi(tk)∫ t

0
ei(s) ds ≈

∫ tk

0
ēi(s) ds ≈

k−1∑
s=0

∫ ts+1

ts
ēi(s) ds

≈
k−1∑
s=0

∫ ts+1

ts
ēi(ts) ds

= h
k−1∑
s=0

ēi(ts)

ėi(t) ≈ ˙̄ei(t) ≈ ˙̄ei(tk) = ēi(tk) − ēi(tk−1)

h
. (17)

By leveraging (17), (15) can be recast in sampled-data fashion
as

ui(t) = k̄P

∑
j∈N c

i

aij
(
ēi(tk) − ēj(tk)

)

+ k̄Ih
∑

j∈N c
i

aij

k−1∑
s=0

(
ēi(ts) − ēj(ts)

)

+ k̄D

∑
j∈N c

i

aij
( ˙̄ei(tk) − ˙̄ej(tk)

)
. (18)

We further present ui(t) in the following form:

ui(t) = k̄P

∑
j∈N c

i

aij
(
ēi(tk) − ēj(tk)

) + k̄Ih
∑

j∈N c
i

aij

k−1∑
s=0

(
ēi(ts) − ēj(ts)

)

+ k̄D

∑
j∈N c

i

aij

((
ēi(tk) − ēi(tk−1)

h

)
−
(

ēj(tk) − ēj(tk−1)

h

))

= kP

∑
j∈N c

i

aij
(
ēi(tk) − ēj(tk)

) + kIh
∑

j∈N c
i

aij

k−1∑
s=0

(
ēi(ts) − ēj(ts)

)

+ kD

∑
j∈N c

i

aij
(
ēi(tk−1) − ēj(tk−1)

)
, t ∈ [

tk, tk+1), k ∈ N0

(19)

with kP, kI and kD defined in (16).
3) Step 3: To further reduce the network workload

demanded by the distributed sampled-data PID control, we
enrich it with a DETM. To this aim, inspired by [17], we
first introduce the following ith internal dynamic variable
associated with DG i within the MG:

λ̇i(t) = −θλi(t) + σβ|ui(tk)|2 − β|εi(tk)|2, t ∈ [tk, tk+1)

(20)

with design parameters θ > 0, σ ∈ (0, 1), β > 0 and λi(t0) =
λi,0 > 0; the term εi is defined as

εi(tk) = ui(tk) − ûi(tk) (21)

where ûi(tk) is the last effective control input sent, at tk, to the
ith DG actuator.

With the aim of ensuring the voltage stability of the whole
closed-loop network, the idea of the proposed DETM is not to
require that β(σ(ui(tk)|2−|εi(tk)|2) is always non-negative, but
to ensure that it is non-negative in average [17]. Accordingly,
we design the control action ûi(t) in (8) according to the
following rule:

ûi(t) = ûi(tk) =
{

ui(tk), if (23) is true
ûi(tk−1), otherwise

(22)

γ λi(tk) + σβ|ui(tk)|2 − β|εi(tk)|2 < 0 (23)

where ui(tk) is the control action due to sample-data controller
in (20) at the time tk, while γ > 0 is an additional design
parameter of the proposed DETM. Given (20), this design
choice implies voltage stability to guarantee when λi(t) is non-
negative ∀t ≥ 0, according to the following lemma.

Lemma 3: Let σ ∈ (0, 1), λi,0, γ, β ∈ R
+
0 and let ui, λi

and εi defined in (19), (20), and (21). Then, for all t ∈ [0, t∞),
the DETM in (22) and (23) ensures γ λi(tk) + σβ|ui(tk)|2 −
β|εi(tk)|2 ≥ 0 and λi(t) ≥ 0, for all i = 1, 2, . . . , N.

Proof: By construction, mechanism (22) ensures that ∀t ∈
[0, t∞), γ λi(tk) + σβ|ui(tk)|2 − β|εi(tk)|2 ≥ 0, i =
1, 2, . . . , N, where t∞ is the limit of tk = kh when k → +∞.
If β = 0, then λi(tk) ≥ 0. On the other hand, if β �= 0 we have
σβ|ui(tk)|2 − β|εi(tk)|2 ≥ −γ λi(tk). Then, from (20), we get
λ̇i(t) ≥ −θλi(t) − γ λi(tk), t ∈ [tk, tk+1), for all t ∈ [0, t∞),
with λ(0) = λ0 ≥ 0. Comparison lemma [39] guarantees
λ(t) ≥ 0 ∀t ∈ [0, t∞).

Remark 2: Step 1) reveals the potential of artificial delay
approach, usually used for stabilization of some systems via
the introduction of a delay in the feedback [40]. It is referred
as artificial delay approach aiming to stability of some classes
of system that cannot be stabilized by memoryless static
output-feedbacks which, instead, can be stabilized by using
output-feedbacks with intentionally introduced delays (see,
e.g., [41] and references therein). Indeed, (14) replaces the
derivative-dependent controller (13) with a delay-dependent
one in (15). That is, the delay-induced stability is guaranteed
for small h > 0 if the derivative-dependent control stabilizes
the system [42].

Remark 3: The discrete-time DETM in (21)–(23) ensures
that Zeno behavior is automatically ruled out. By choosing a
small enough h > 0, one can find control gains (according to
Lemma 4 below) before starting to enlarge sampling period by
DETM (22) and (23). This guarantees that, in the worst case,
the sampled-data implementation of the proposed controller,
carried-out through Step 2), leads to minimum interevent time
(MIET) such that MIET = h > 0, with h the sampling
period and tk = kh, k ∈ N0, the discrete-time instants
at which tracking errors ei ∀i = 1, . . . , N, are available.
It is worth noting that the exploitation of auxiliary internal
variable λi(t), with its own dynamics, allows us moving from
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static ETM to a dynamic one, which is highly beneficial
in terms of larger interevent times due to its non-negative
property (see Lemma 3) [43]. Indeed, due to λi(t) (see [17,
Proposition 2.3.]), the MIET cannot be smaller than the one
guaranteed by classical static ET mechanism (obtained when
γ = 0). In doing so, larger values of γ result larger values of
the MIET. This also guarantees that, compared to ET in [26],
DETM in (22) and (23) with additional tuning parameter γ ≥
0 may allow to further reduce workload.

IV. STABILITY ANALYSIS

To prove how the proposed distributed PIR control, embed-
ded with DETM (22) and (23), can synchronize the DGs
output voltage vi to the references state v0 (hence solving the
control objective (12) with limited communication resources),
we first introduce a proposition, instrumental for the LK
stability analysis which we perform in this section.

Proposition 1 [24], [41]: For the ith DG, the error deriva-
tive ˙̄ei(t) defined in (17) satisfies

˙̄ei(t) = ėi(t) + κi(t), κi(t) =
∫ t

t−h

t − h − s

h
ëi(s) ds ∀i.

(24)

Proof: Following arguments in [44], by exploiting Taylor’s
expansion with the remainder in the integral form, it yields

ei(t − h) = ei(t) + ėi(t)h −
∫ t

t−h
(t − h − s)ëi(s) ds. (25)

Proposition 1 can be obtained by recasting terms in (25),
that is:

˙̄ei(t) = ei(t) − ei(t − h)

h
= ėi(t) +

∫ t

t−h

t − h − s

h
ëi(t). (26)

A. Closed-Loop MG Network

Introduce the following enlarged vectors: ζ(t) =
[e1(t), e2(t), . . . , eN(t)] ∈ R

N , ζ̄ (t) = [ ˙̄e1(t),˙̄e2(t), . . . , ˙̄eN(t)] ∈ R
N , ζ̂ (t) = [(t − tk)ē1(tk) +

h
∑k−1

s=0 ē1(ts), (t − tk)ē2(tk) + h
∑k−1

s=0 ē2(ts) . . . , (t −
tk)ēN(tk) + h

∑k−1
s=0 ēN(ts)] ∈ R

N , χ(t) =
[ζ�(t) ζ̄�(t) ζ̂�(t)] ∈ R

3N×3N with t ∈ [tk, tk+1), k ∈ N0.
Moreover, denote the errors due to sampling as

ς(t) = χ(tk) − χ(t) ∈ R
3N

ϕ(t) = ζ̄ (tk) − ζ̄ (t) ∈ R
N, t ∈ [tk, tk+1), k ∈ N0. (27)

Furthermore, given Proposition 1, we define the additional
augmented vector κ(t) = [κ1(t), κ2(t), . . . , κN(t)] ∈ R

N .
In light of the above notation, the distributed digital-

controller input vector ū(t) = [u1(t), u2(t), . . . , uN(t)] ∈ R
N

can be rewritten as

ū(t) = [
k̄PH k̄DH k̄IH

]
χ(t) + [

k̄PH 0N×N k̄IH
]
ς(t)

+ k̄DH (κ(t) + ϕ(t)), t ∈ [tk, tk+1) (28)

with H = L + P , where L and P are the Laplacian and
Pinning matrices defined in Section II-A.

Given (8), (10), and (28), the closed-loop system under the
action of DETM (22) and (23) can be derived as

χ̇ (t) = �χ(t) + A1ς(t) + A2(κ(t) + ϕ(t))

+ B(w̄(t) + ε(t)) (29)

with matrices

� =
⎡
⎣ 0N×N IN×N 0N×N

k̄PB̄H k̄DB̄H k̄I B̄H
IN×N 0N×N 0N×N

⎤
⎦

A1 =
⎡
⎣ 0N×N 0N×N 0N×N

k̄PB̄H 0N×N k̄IB̄H
0N×N 0N×N 0N×N

⎤
⎦

A2 =
⎡
⎣ 0N×N

k̄DB̄H
0N×N

⎤
⎦, B =

⎡
⎣0N×Nr

B̄
0N×N

⎤
⎦

B̄ = −diag

{
1

kv1
,

1

kv2
, . . . ,

1

kvN

}
(30)

and enlarged vectors ε(t) = [ε1(t), ε2(t), . . . , εN(t)] ∈ R
N

and w̄(t) = [w1(t), w2(t), . . . , wN(t)] ∈ R
N , with εi and wi(t)

defined in (21) and (9), respectively.
Note that, the MG closed-loop system with continuous

controller (13) has the following form:

χ̇ (t) = �χ(t) + Bw̄(t) (31)

and satisfies the following lemma.
Lemma 4: Let μi, i = 1, . . . , N the ith eigenvalue of

matrix B̄H . Given a decay rate ᾱ > 0, under Assumption 1,
by choosing control gains in (13) as

k̄D > 0, k̄P > 0
k̄I

k̄D
> max

i

{
k̄Pμi

}
(32)

if there exists a positive definite matrix P ∈ R
3N×3N and a

positive scalar c satisfying the following LMI:[
P�+��P+ᾱP+I3N PB

� −c2I3N

]
< 0 (33)

then controller (13) exponentially stabilizes system (31).
Proof: Consider the Lyapunov function V = χ�(t)Pχ(t).

By differentiating this latter along the trajectories of (31), we
obtain

V̇ + ᾱV = χ�(P� + ��P + ᾱP
)
χ + 2χ�PBw̄. (34)

For the attenuation factor c > 0, we consider the following
performance index:

J =
∫ ∞

0

[
χ�(s)χ(s) − c2w̄�(s)w̄(s)

]
ds.

According to [25], we are looking for conditions which
guarantee that (31) is internally stable and has L2 gain less than
c, that is, that V̇ + χ�χ − c2w̄�w̄ < 0. Therefore, given (34),
by adding and subtracting χ�χ − c2w̄�w̄, we conclude that if
LMI in (33) holds, then

V̇ + ᾱV + χ�χ − c2w̄�w̄ ≤ 0 (35)

which guarantees the robust exponential stability of (31) with a
decay rate ᾱ. Note that, the feasibility of (33) is ensured if and
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only if � is a Hurwitz stable matrix. Therefore, it is required
to select k̄P, k̄D and k̄I guaranteeing � < 0. According to [45],
the characteristic polynomial of � can be computed as

|λI − �| = |λIN | ×
∣∣∣∣λ2IN − λk̄DB̄H − k̄PB̄H + 1

λ
k̄I B̄H

∣∣∣∣
= |λ3IN +

(
−λ2k̄D − λk̄P + k̄I

)
B̄H |. (36)

Given the expression of B̄ in (30), if Assumption 1 holds,
B̄H has no zero eigenvalues which we indicate with μi (i =
1, . . . , N). Since |ξ IN + B̄H | = ∏N

i=1(ξ + μi) [45], (36) can
be rewritten as

|λI − �| =
N∏

i=1

(
λ3 +

(
−λ2k̄D − λk̄P + k̄I

)
μi

)
. (37)

Therefore, control gains can be designed such that the roots
of

pμi(λ) = λ3 − k̄Dμiλ
2 − k̄Pμiλ + k̄Iμi (38)

have a negative real part ∀pμi , i = 1, . . . , N. Then, by
exploiting Routh-Hurwitz criterion, (38) is Hurwitz stable ∀i
if (32) holds. Therefore, the statement is proven.

B. Proof of Convergence

The voltage synchronization process of the entire closed-
loop MG network (29) is ensured according to the following
LMIs-based stability criteria.

Theorem 1: Consider the closed-loop voltage dynam-
ics (29) under the action of distributed DET controller (22) and
(23), whose control gains are tuned according to Lemma 4.
Let Assumptions 1–3 hold. Given sampling period h > 0,
decay rate α < ᾱ and positive parameters σ ∈ (0, 1), β, θ

and γ , if there exist positive definite matrices P, S ∈
R

3N×3N, W, Q, R ∈ R
N×N and a scalar b > 0 such that

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

�

���
√

σβe−2αh
[
k̄PH k̄DH k̄IH

]�
A �

1 �
√

σβe−2αh
[
k̄PH 0N×N k̄IH

]�
A �

2 �
√

σβe−2αhk̄DH �
A �

2 �
√

σβe−2αhk̄DH �
B�� ON×N

B�� ON×N

�
−� 03N×N

� −IN×N

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

< 0 (39)

with

� =

⎡
⎢⎢⎢⎢⎣

P�+��P+2αP PA1 PA2 PA2 PB PB

� − π2
4 S 03N×N 03N×N 03N×N 03N×N

� � − π2
4 h2Q 0N×N 0N×N 0N×N

� � � −e−2αhR 0N×N 0N×N
� � � � −bIN×N 0N×N

� � � � � −βe−2αhIN×N

⎤
⎥⎥⎥⎥⎦

(40)

� = h2e2αhS +
⎡
⎢⎣

0N×N 0N×N 0N×N

0N×N h2
(

e2αhQ + 1
4 R

)
0N×N

0N×N 0N×N 0N×N

⎤
⎥⎦ (41)

then, the voltage recovery is exponentially achieved with a
decay rate α and a small enough h > 0.

Proof: Introduce the following additional vector:

λ̄(t) = [λ1(t), λ2(t), . . . , λN(t)] ∈ R
N (42)

with λi, i = 1, . . . , N, defined as in (20). Note that, for sake
of brevity, throughout the proof we omit the dependence on the
time t for all variables. Consider the following LK functional:

V = VP + VS + VW + VQ + VR + Vλ̄ (43)

where

VP = χ�Pχ, Vλ̄ = e−2α(t−tk)λ̄

VS = h2e2αh
∫ t

tk
e−2α(t−s)χ̇ (s)�Sχ̇ (s) ds

− π2

4

∫ t

tk
e−2α(t−s)ς�(s)Sς(s) ds

VW =
∫ t

tk
e−2α(t−s) ˙̄ζ�(s)W ˙̄ζ(s) ds

− π2

4

∫ t

tk
e−2α(t−s)ϕ�(s)Wϕ(s) ds

VQ = h2e2αh
∫ t

t−h
e−2α(t−s) s − t + h

h
ζ̈�(s)Qζ̈ (s) ds

VR =
∫ t

t−h
e−2α(t−s) (s − t + h)2

4
ζ̈�(s)Rζ̈ (s) ds. (44)

We highlight that the functional V(t) in (43) is positive due
to Lemma 1, ensuring VS ≥ 0 and VW ≥ 0, and Lemma 3
guaranteeing Vλ̄ > 0. Note that, VR is exploited for the
compensation of the approximation errors κ(t) as in (29).

Differentiating VP along the trajectories of (29), it yields

V̇P + 2αVP = 2χ�Pχ̇ + 2αχ�Pχ = χ�(P� + ��P + 2αP
)
χ

+ 2χ�PA1ς + 2χ�PA2(κ + ϕ)

+ 2χ�PB(w̄ + ε). (45)

Moreover, by differentiating VS and VW along (29), we have

V̇S + 2αVS = h2e2αhχ̇�Sχ̇ − π2

4
ς�Sς

V̇W + 2αVW = ˙̄ζ�W ˙̄ζ − π2

4
ϕ�Wϕ. (46)

The derivative of VQ in (44) leads to

V̇Q + 2αVQ = h2e2αhζ̈�Qζ̈

− he2αh
∫ t

t−h
e−2α(t−s)ζ̈�(s) Qζ̈ (s) ds. (47)

By employing Lemma 2 to deal with the integral term of (47),
we obtain

V̇Q + 2αVQ ≤ h2e2αhζ̈�Qζ̈

−
(∫ t

t−h
ζ̈ (s) ds

)�
Q

(∫ t

t−h
ζ̈ (s) ds

)
. (48)

Then, after differentiating (24), that is, ¨̄ei(t) =∫ t
t−h([ëi(s)]/h) ds, and considering its vector form

˙̄ζ =
∫ t

t−h

ζ̈ (s)

h
ds (49)
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inequality (48) can be finally recast as

V̇Q + 2αVQ ≤ h2e2αhζ̈�Qζ̈ − h2 ˙̄ζ�Q ˙̄ζ. (50)

Furthermore, by differentiating VR along the trajectories
of (29), we have

V̇R + 2αVR = h2

4
ζ̈�Rζ̈

−
∫ t

t−h
e−2α(t−s) (s − t + h)

2
ζ̈�(s)Rζ̈ (s) ds (51)

and by using Jensen inequality in Lemma 2 for the integral
term, (51) can be rewritten as

V̇R + 2αVR ≤ h2

4
ζ̈�Rζ̈ − e−2αh

κ
�Rκ. (52)

Finally, by differentiating Vλ̄ in (44), it follows:

V̇λ̄ + 2αVλ̄ = e−2α(t−tk) ˙̄λ. (53)

Given Lemma 3, from (20), we have

˙̄λ ≤ σβ|ū(tk)|2 − β|ε(tk)|2, t ∈ [
tk, tk+1) (54)

with ū(tk) defined in (28). Exploiting (54), (53) can be
rewritten as

V̇λ̄ + 2αVλ̄ ≤ e−2αh
(
σβ

∣∣∣ū(tk)|2 − β

∣∣∣ε(tk)|2
)
. (55)

Summing up (45), (46), (50), (52), and (55), and choosing
W = h2Q, we get

V̇ + 2αV ≤ χ�(P� + ��P + αP
)
χ + 2χ�PA1ς

+ 2χ�PA2(κ + ϕ) + 2χ�PB(w̄ + ε)

+ h2e2αhχ̇�Sχ̇ − π2

4
ς�Sς − π2h2

4
ϕ�Qϕ

+ ζ̈�
[

h2
(

e2αhQ + 1

4
R

)]
ζ̈ − e−2αh

κ
�Rκ

+ e−2αh
(
σβ|ū(tk)|2 − β|ε(tk)|2

)
t ∈ [tk, tk+1).

(56)

Now, after introducing the enlarged vector ξ� =
[χ� ς� ϕ�

κ
� w̄� ε�] ∈ R

10N , inequality (56) can be
rewritten as

V̇ + 2αV − bw̄�w̄ ≤ ξ��ξ + χ̇��χ̇ + e−2αhσβ|ū(tk)|2
(57)

for t ∈ [tk, tk+1), where � ∈ R
10N×10N and � ∈ R

3N×3N are
defined in (40) and (41), respectively. Taking into account (28)
and (29), from Schur complement, if (39) holds, we have

V̇ + 2αV − bw̄�w̄ ≤ 0 t ∈ [tk, tk+1). (58)

Therefore, the fulfillment of (39) implies that voltage recovery
process is exponentially achieved with a decay rate α > 0 and
a L2 gain b.

Remark 4: Theorem 1 provides the values of σ , β and
h preserving the stability of the network. The decay rate
α > 0 can be tuned by appropriately choosing parameters
h, σ and β guaranteeing the feasibility of (39). Furthermore,
from Lemma 3, it follows that the larger λi,0 yields a larger

interevent time [46]. Moreover, in light of Remark 3, for γ > 0
we have γ λi(tk) > 0 ∀i, meaning that the proposed mechanism
can produce larger interevent times than a static triggering
mechanism. Indeed, larger values of γ lead to larger interevent
times (see [17], [46] for more details).

Remark 5: From a NCS perspective, the proposed control
design ensures, for each distributed controller i, the reduction
of communication resources in the cyber-space while decreas-
ing, at the same time, the workload between each controller
and the related actuator. In doing so, distributed sampled-
data controller (20) leverages periodic, rather than continuous,
information exchanges among DGs, thus achieving a pre-
liminary reduction of the communication network workload
(even if in absence of triggering mechanism). Besides this
latter crucial aspect, the benefit of deriving a discrete-time
controller as in (20) lies in addressing one of the actual
challenges in distributed control of MASs, which is related to
the design of distributed sampled-data controllers [23]. Indeed,
as many advanced communication networks only permit dig-
ital information dissemination, continuous interactions among
agents are no longer valid in NCS as in MG applications.
Therefore, the need of reevaluating conventional distributed
continuous-time controllers in a sampled-data fashion is
emerged [23]. Moreover, when combining (20) with (22) and
(23), a further reduction in the actuator updates for each DG
i is achieved. This is more favorable when limited resources
of the embedded control systems are considered [47].

V. NUMERICAL ANALYSIS

To validate the effectiveness of the proposed strat-
egy (20), (22), and (23) in solving voltage recovery problem
in MG, here we consider the IEEE 14-bus test system working
in islanded mode. Note that, according to the IEEE Standard
1547.4 [48], it is a common practise to properly modify the
IEEE 14-bus test system, or even larger IEEE test systems, so
to simulate a MG and validate the robustness of the proposed
distributed control scheme, along with its scalability require-
ment (see, e.g., for more details [49], [50]). N = 5 DGs on
buses 1, 2, 3, 6 and 8 are involved into the grid, along with
M = 9 local loads and twenty power transmission lines, whose
parameters are detailed in [51]. The communication topology,
chosen such that Assumption 1 holds, is described by the
set E c

N+1 = {(0, 1), (1, 2), (2, 3), (3, 2), (2, 4), (3, 4), (4, 5)},
where the leader information is directly available only for
DG 1. Note that, since this manuscript deals with secondary
voltage control, frequency responses will be not shown for the
sake of brevity. However, we highlight that frequency time
history is maintained within the operating range of ω0 =
50 [Hz] and restored via the distributed controller proposed
in [52]. This latter is involved in our simulation platform in
order to test the proposed voltage control strategy in a realistic
MG environment.

Simulations are performed by leveraging MATLAB/Simulink,
while the feasibility of LMIs in Theorem 1 is verified via
Yalmip Toolbox through SeDuMi solver. Lemma 4 has been
exploited to select of k̄P, k̄I and k̄D, which leads to k̄P = 30,

k̄I = 0.1 and k̄D = 10. For α = 0.1 and β = 1, we verify
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Fig. 2. Voltage recovery in nominal scenario under the distributed dynamic event-triggered PID-like controller. Time history of: (a) voltage vi(t), i =
{1, 2, 3, 6, 8}; (b) voltage error vi(t) − v0(t), i = {1, 2, 3, 6, 8}, and (c) reactive power Qi, i = {1, 2, 3, 6, 8}.

the feasibility of LMIs in Theorem 1 in order to find the
maximum values of h and σ ensuring the voltage stability. By
solving these LMIs, the fulfillment of Theorem 1 is guaranteed
for h = 0.002, σ = 0.2 and b = 1.1578. Note that, the
approximation errors due to sampled-data implementation
adversely affect the system. Indeed, if we use continuous
control in (15), the maximum delay value is h = 0.012, while
for sampled-data implementation we find a smaller sampling
interval with maximum sampling period h = 0.002. Although
it results a reduction of one order of magnitude for the upper
bound of h, this is still beneficial for the communication
network workload with limited resources as the interaction
among agents becomes periodic rather than continuous. In the
sequel, three different simulation scenarios are investigated,
that is: 1) nominal scenario, where multiple changing in
voltage set-point occur so to prove the tracking ability of the
proposed controller; 2) load changing scenario where, besides
changing in voltage set-points, there exist fluctuations in load
demand; and 3) plug and play scenario, where plug-and-play
phenomena are involved to disclose the robustness and the
resilience of the control law (20), (22), and (23) in facing
this more troublesome situation. Finally, to further confirm
the effectiveness of the proposed approach, a comparison
analysis w.r.t. the conventional static ET mechanism (obtained
by selecting γ = 0) and the sampled-data controller in [29]
is discussed.

A. Case A—Nominal Scenario

Herein we consider multiple voltage reference set-points
variations, that is: 1) at t = 0 [s], only the PC works; 2) at
t = 2 [s], the SC is switched ON with v0 = 1.02 [p.u.]; and
3) at t = 20 [s], the voltage reference is changed as v0 =
1.03 [p.u.]; iv) at t = 45 [s], voltage set-point restores to the
initial value v0 = 1.02 [p.u.].

Fig. 2 confirms the effectiveness of the proposed distributed
DET PID-like controller in successfully solving the voltage
restoration problem despite the presence of disturbances acting
on DGs dynamics, multiple reference changes and deviations
induced by PC. Specifically, from Fig. 2(a), it is shown that,
prior to t = 2 [s], where only PC is activated, each DG
voltage is deviated from the desired set-point. Then, after
activating the proposed DET controller at t = 2 [s], voltage
deviations are quickly compensated to the reference voltage

value v0 = 1.02 [p.u.]. Moreover, they are also restored
after each reference changing happening at t = 20 [s] and
t = 45 [s], respectively, thus allowing the voltage errors to
approach to zero [see Fig. 2(b)]. For completeness, the time
history of reactive power Qi of each DG, i = 1, . . . , 5 has been
reported in Fig. 2(c). Moreover, Fig. 5(a) shows the detail of
the event-trigger time instants of each DG during the time
interval [2; 4] [s] of this simulation scenario where, due to
the DET mechanism, each DG is triggered aperiodically rather
than continuously.

Hence, this latter figure highlights that the realize intervals
are more frequent in transient phase while, after reaching
steady-state, the number of sent control signal is smaller,
thus confirming a reduction of the communication network
workload.

B. Case B—Load Changing Scenario

To prove the robustness of the proposed control law with
respect to changing in load requests, here we consider a
simulation scenario involving the following list of events: 1)
at t = 0 [s], only the PC works; 2) at t = 2 [s], the voltage
SC is switched ON with v0 = 1.02 [p.u.]; 3) at t = 20 [s],
the voltage reference is changed as v0 = 1.03 [p.u.] and
the nominal values of the loads increase by 30%; 4) at t =
30 [s], there is an additional 20% of increase of the loads,
until they restore their initial values at t = 40 [s]; and 5)
at t = 45 [s], voltage set-point restores to the initial value
v0 = 1.02 [p.u.]. Results in Fig. 3 illustrate the performance
of the proposed control strategy in solving voltage regulation
problem also in this more troublesome scenario where, besides
voltage reference variations, there exist sudden changes in load
demand. In particular, Fig. 3(a) shows that, for t ∈ [0, 2) [s],
voltage deviations with respect to nominal value occur since
SC is inactive and only droop-based PC is still working on
each DG. Then, once the proposed SC is activated at t =
2 [s], DGs voltages promptly react to restore the expected
voltage value v0 = 1.02 [p.u.] imposed by the virtual DG 0
and, hence, voltage deviations induced by PC are successfully
compensated. Thereafter, at t = 20 [s], although voltage set-
point changes as v0 = 1.03 [p.u.] and loads increase by 30%,
the magnitude of the voltages of all DGs are quickly steered
to the novel reference value as time goes by, meaning that
voltage SC is achieved in spite of abrupt changes in the power
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Fig. 3. Voltage recovery in load changing scenario under the distributed dynamic event-triggered PID-like controller. Time history of: (a) voltage vi(t), i =
{1, 2, 3, 6, 8}; (b) voltage error vi(t) − v0(t), i = {1, 2, 3, 6, 8}, and (c) reactive power Qi, i = {1, 2, 3, 6, 8}.

Fig. 4. Voltage recovery in plug-and-play scenario under the distributed dynamic event-triggered PID-like controller. Time history of: (a) voltage vi(t), i =
{1, 2, 3, 6, 8}; (b) voltage error vi(t) − v0(t), i = {1, 2, 3, 6, 8}, and (c) reactive power Qi, i = {1, 2, 3, 6, 8}.

demand. The same good performance can be appreciated at
t = 30 [s] and at t = 40 [s], where loads are increased by 20%
and restored to the initial values, respectively. Finally, Fig. 3(a)
also shows that, even if at t = 45 [s] voltage set-point changes
again as v0 = 1.02 [p.u.], synchronization of all DGs voltage
vi(t) ∀i, is achieved very quickly under the action of distributed
control law (22) and (23). Hence, each DG voltage error w.r.t.
the set-point v0 converges to zero in the steady-state, with
small tolerable errors occurring during each transient phase
when reference/load variations occur [Fig. 3(b)]. Moreover,
realize intervals of each DG are shown in Fig. 5(b) for the
time interval [2; 4] [s], that is, after reaching the first steady-
state, thus highlighting how the proposed DET mechanism
allows reducing the number of control inputs computed at
single agent level, while alleviating communication network
via an aperiodic control. For completeness, the time-history
of the reactive-power Qi of each DG, has been reported in
Fig. 3(c).

C. Case C—Plug and Play Scenario

Here, a more challenging scenario, involving multiple com-
plex phenomena to be properly managed in order to maintain
MG stability, is considered. Specifically, the following simu-
lation environment is emulated: 1) at t = 0 [s], only the PC
works; 2) at t = 2 [s], the voltage SC is switched ON with
v0 = 1.02 [p.u.]; 3) at t = 20 [s], the voltage reference is
changed as v0 = 1.03 [p.u.] and an increasing of 30% of
the loads nominal values occur; 4) at t = 24 [s], DG 4 is
unplugged; 5) at t = 30 [s], the loads increase of an additional
20%; 6) at t = 32 [s], DG 4 is plugged-in; 7) at t = 40 [s],

loads are restored to their nominal values; and 8) at t = 45 [s],
voltage set-point restores to the initial value v0 = 1.02 [p.u.].
The effectiveness of the proposed control protocol in success-
fully achieving voltage synchronization is corroborated also
in this worrying environment, as it is possible to observe in
Fig. 4. It is worth noting that the robustness of the proposed
control strategy w.r.t. communication links failures is also
guaranteed via this simulation scenario. Indeed, as one DG
within the power network fails, it also implies losses for the
cyber links connected to the unplugged DGs [53]. It means that
when DG 4 is unplugged at t = 24 [s], communication links
(2, 4), (3, 4) and (4, 5) become useless. Although these plug-
and-play phenomena, along with reference/load variations,
may compromise MG voltage stability, the performance of the
designed SC is confirmed and the voltage recovery problem
can be considered as successfully solved also in this case
[see Fig. 4(a)–(c)] with a good tradeoff between control
performances and number of triggering instants [see Fig. 5(c)].

D. Comparison With Conventional Static ET Control and
Other State-of-the-Art Digital Controller

To further highlight the advantages of the proposed dis-
tributed DET PID-like controller in guaranteeing voltage
restoration while reducing communication network work-
load, by considering the same simulation environment as
in Case C, we first compare its performance with the
one achievable via two kind controllers: 1) a conventional
static event-triggered mechanism (resulting from (23) with
γ = 0) and 2) the sampled-data controller recently sug-
gested in our preliminary results in [29], where no ET
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Fig. 5. Event-triggered time of each DG i, i = 1, . . . , 5 under the distributed dynamic event-triggered PID-like controller: (a) nominal scenario; (b) load
changing scenario; and (c) plug-and-play scenario.

Fig. 6. Comparison analysis: Voltage recovery in plug-and-play scenario under the distributed static event-triggered PID-like controller. Time history of:
(a) voltage vi(t), i = {1, 2, 3, 6, 8}; (b) voltage error vi(t) − v0(t), i = {1, 2, 3, 6, 8}, and (c) reactive power Qi, i = {1, 2, 3, 6, 8}.

Fig. 7. Comparison analysis: Voltage recovery in plug-and-play scenario under the distributed sampled-data PID-like controller in [29]. Time history of:
(a) voltage vi(t), i = {1, 2, 3, 6, 8}; (b) voltage error vi(t) − v0(t), i = {1, 2, 3, 6, 8}, and (c) reactive power Qi, i = {1, 2, 3, 6, 8}.

conditions are involved. The sampling period of the sampled-
data controller in [29] is set to be h = 0.002, while
the static triggered threshold is chosen as σ = 0.2 so
to provide a fair comparison. Results in Figs. 6 and 7
highlight the performance of the two alternative controllers.
Besides a slight improvement in transient performances,
ensured by the proposed DET-based distributed controller, it
is crucial to note the significant reduction we ensure into
the number of sent control signals at single agent level.
Comparison among the three controllers in terms of total
trigger times is shown in Fig. 8. More in details, by con-
sidering a simulation time interval of 60 [s], each DG units
under controller in [29] computes 60/h + 1 = 30001 control
signals. Conversely, the total number of trigger times for
DG i, with i = 1, . . . , 5 under static ET mechanism are
1451, 1997, 1522, 2615 and 2700, respectively. Although
the crucial reduction resulting from the static ET, our DET

Fig. 8. Total trigger times of three secondary controllers: Sampled-data
controller in [29] (blue bar), static ET (red bar), and proposed DET (yellow
bar).

mechanism allows to further decrease the number of the
control signals computed by each DG i, whose values are
844, 1860, 1289, 2434 and 2438, respectively. This confirms
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Fig. 9. Comparison analysis: Voltage recovery in nominal scenario under the ETC in [11]. Time history of: (a) voltage vi(t), i = {1, 2, 3, 6, 8}; (b) voltage
error vi(t) − v0(t), i = {1, 2, 3, 6, 8}, and (c) total trigger times of ETC in [11] (blue bar) and proposed DET (yellow bar).

TABLE I
PERCENTAGE REDUCTION OF TRIGGERING NUMBER W.R.T.

SAMPLED-DATA CONTROLLER IN [29] AND STATIC

ET (WITH γ = 0 IN (22))

that static ET triggers more frequently than our DET mech-
anism. Finally, Table I summarizes the reduction percentage
of triggering number ensured by our approach w.r.t. the two
alternative controllers. Herein, we can also appreciate that, at
the global level, the reduction of the computational burden is
of about 94.1% and 13.81%, respectively.

In order to further support our comparison analysis, we also
compare the proposed DET control scheme with the following
ETC, recently suggested in [11]:

ui = kUzi, zi =
∑
j∈Ni

(
v̂j − v̂i

) + pi
(
vref − v̂i

)

tk = inf{t > tk−1|fi(t) ≥ 0, |vi − vref| ≥ s for pi = 1

|zi| ≥ s for pi = 0} t ∈ [tk, tk+1) (59)

with

fi(t) = [
v̂i(t) − vi(t)

]2 − σi

4m2
i

[zi(t)]
2

where v̂i(t) = vi(tk) and mi = |Ni| + 0.5pi, being tk the kth
trigger time and |Ni| the cardinality number of the set Ni.
According to [11], kU = 20, s = 2×10−3, σi = 0.9∀i, and the
overall simulation time is set to 10 [s]. The above comparative
ETC is actuated at t = 2 [s] as well. Fig. 9 shows the voltage
recovery process performance under the action of the alternative
ETC controller (59). Specifically, Fig. 9(c) highlights the total
trigger times of comparative controller (59) (blue bar) and
our DET strategy (yellow bar). Therefore, by leveraging a
dynamic triggering mechanism rather than a static one, the
proposed strategy leads to the following significant percentage
reductions of the actuator updates: ≈ 90.47%, ≈ 70.24%, ≈
76.86%, ≈ 63.42%, ≈ 65.18% for DG 1, DG 2, DG 3, DG
4 and DG 5, respectively. Besides the highly reduction of the
communication burden from controllers-to-actuators achievable
via our triggering mechanism, which confirms the superiority of
the proposed strategy, it is worth noting that controller (59) only
deals with undirected communication topology, thus inherently
requiring a greater number of connections among the agents

to ensure voltage synchronization, as well as constant voltage
reference profile.

VI. CONCLUSION

This study has introduced a distributed DET PIR control
law to solve voltage regulation problem in islanded MG
with limited communication network resources. The artificial
delay approach, along with LK method, allows proving the
exponential voltage recovery in the whole network, while
saving network workload via a reduction of sent control inputs
number. The derived LMIs stability conditions have allowed
finding the upper bounds on sampling period and parameters
involved into the DET mechanism preserving voltage stability.
Extensive numerical simulations, carried out on the IEEE 14
bus test systems, have confirmed the effectiveness and the
robustness of the theoretical derivation. Future works could
include the extension of the proposed control scheme with
a self-triggered mechanism in order to further reduce both
sensing and listening times.
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