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Precise Tracking Control for Articulating Crane:
Prescribed Performance, Adaptation, and Fuzzy

Optimality by Nash Game
Zheshuo Zhang , Member, IEEE, Bangji Zhang , Dongpu Cao , Member, IEEE, and Hui Yin , Member, IEEE

Abstract—Articulating crane (AC) is used in various indus-
trial activities. The articulated multisection arm exacerbates
nonlinearities and uncertainties, making the precise tracking
control challenging. This study proposes an adaptive prescribed
performance tracking control (APPTC) for AC to robustly ful-
fill the task of precise tracking control, with adaptation to resist
time-variant uncertainties, whose bounds are unknown but lie
in prescribed fuzzy sets. Particularly, a state transformation is
applied to simultaneously track the desired trajectory and sat-
isfy the prescribed performance. Adopting the fuzzy set theory
to describe uncertainties, APPTC does not invoke any IF-THEN
fuzzy rules. There is no linearizations, or nonlinear cancelation
for APPTC, thus making it approximation free. The performance
of the controlled AC is twofold. First, deterministic performance
in fulfilling the control task is ensured by the Lyapunov analysis
using uniform boundedness and uniform ultimate boundedness.
Second, fuzzy-based performance is further improved by an
optimal design, which seeks the optima of control parameters
by formulating a two-player Nash game. The existence of Nash
equilibrium is theoretically proved, and its acquisition process is
given. The simulation results are provided for validations. This
is the first endeavor that explores the precise tracking control
for fuzzy AC.

Index Terms—Adaptive control, articulating crane (AC), fuzzy
set, Nash game, prescribed performance control, tracking control,
uncertainty.

I. INTRODUCTION

VARIOUS work applications in industrial activities, such
as aircraft deicing (Fig. 1), electric line maintenance and
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Fig. 1. AC.

tree trimming, and use crane [articulating crane (AC)] [1].
The tools or workers at the AC arm head are delivered to the
targets by cooperative luffing of the multisection arms. For an
intelligent AC, a smooth trajectory for luffing motions is auto-
matically planned; thus, a trajectory-tracking task is demanded
for the control system. The articulated multisection arm exac-
erbates nonlinearities and uncertainties, which usually leads
to large tracking errors [2]. For the sake of the uniformity of
spraying deicing fluid or the safety of high-altitude workers,
excessive tracking error is unacceptable [3], [4], [5]. Therefore,
it is essential to design a precise tracking control for AC.

The task of precise tracking control can be achieved by
satisfying prescribed transient and steady-state performance
(PTSSP), which falls into the well-known prescribed
performance control problem [6]. For linear systems,
prescribed performance control problem can be solved by ana-
lyzing their dynamic model based on the transfer function
and state-space methods [7]. However, for nonlinear systems,
prescribed performance control problem is still challenging
and usually solved by tedious parameter regulations, which
is posteriori. Although some efforts have been made in priori
prescribed performance control design [8], [9], [10], there is no
relative study of prescribed performance control for the com-
plex nonlinear system with articulated multisection arm, like
AC. Consequently, explorations on prescribed performance
tracking control of AC are worth pursuing.

Uncertainty is inevitable in the AC [11], [12], [13], which
may significantly degrade its control performance. The char-
acteristic of AC uncertainties (e.g., the change of loading mass
or the wind disturbance) is generally (possibly fast) time vari-
ant and bounded with unknown bounds, making the control
design of the AC tough [14], [15], [16]. On the other hand,
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although many studies have been conducted on uncertainty
management in the prescribed performance tracking control,
most studies [17], [18] assume that the uncertainty is time-
invariant or that its bound is known. Accordingly, developing
control schemes that address (possibly fast) time-variant uncer-
tainties with unknown bounds for AC requires more in-depth
investigation.

Another limitation of most existing methods that address
uncertainties of AC is that they fail to utilize the distribution
information of uncertainties to balance the system performance
and control effort [19], [20], [21], implying the optimal design
of control parameters. This leads to a classical problem, that
is, how to mathematically describe uncertainties. Hitherto,
the probability theory is the most used method to describe
uncertainties [22], [23]; however, it may not be well suited
to describing the vast majority of uncertainty as it demands
a large amount of experimental data [24]. In contrast, the
fuzzy set theory interprets the uncertainties by degree of occur-
rence, which can dramatically reduce the need for data amount
through expert opinions [25], [26]. Due to safety and cost
concern, it is unrealistic to obtain sufficient data for construct-
ing the probability density function in a probability theory
through a large number of experiments on AC; thus, the
fuzzy set theory is more suitable to describe uncertainties of
AC [27], [28]. By this, the optimal design of control parame-
ters with uncertainties using the fuzzy set theory is a promising
way to balance the system performance and control effort
of an AC.

This study proposes an adaptive prescribed performance
tracking control (APPTC) for an AC that robustly fulfills the
task of precise tracking control by satisfying PTSSP, with
adaptation to resist (possibly fast) time-variant uncertainties,
whose bounds are unknown but lie in prescribed fuzzy sets.
Particularly, the desired trajectory and PTSSP are formulated
as equality and inequality servo constraints, respectively. A
state transformation then merges the equality and inequality
servo constraints, resulting in new equality servo constraints.
An adaptive tracking control is then designed to render AC
to follow the new ones, which does not invoke any IF-THEN
fuzzy rules, distinguishing the current study from the conven-
tional T–S or Mamdani-type fuzzy control [29], [30], [31],
[32], [33], [34], [35]. A comprehensive uncertainty bound is
estimated online by an adaptive law to measure the most con-
servative influence of the uncertainties. The performance of
APPTC for AC is twofold. First, deterministic performance in
fulfilling the control task is ensured by the Lyapunov analysis
using uniform boundedness and uniform ultimate bounded-
ness. Second, fuzzy-based performance is improved by an
optimal design, which seeks the optima of control parame-
ters by formulating a two-player Nash game. This is different
from the conventional optimization combining multiple objec-
tives into single one by weights. The existence of a Nash
equilibrium (i.e., the optima of tunable parameters) is proved
and the procedure of obtaining the Nash equilibrium is pro-
vided. Using the proposed control, PTSSP is deterministically
guaranteed, and the system performance and control effort of
AC are balanced by fuzzy optimality from the Nash game
perspective.

Fig. 2. Dynamic model of AC.

The main contributions are summarized as follows.
1) A comprehensive control design innovatively solves the

precise tracking problem for the fuzzy AC system,
including the prescribed performance, adaptation, and
fuzzy optimality by the Nash game.

2) The Lyapunov analysis ensures the deterministic
performance of satisfying PTSSP for the fuzzy AC with
uncertainty using uniform boundedness and uniform
ultimate boundedness.

3) Adopting fuzzy set to describe uncertainties, a two-
player Nash game-oriented optimal design problem is
formulated and determined for the optimal gain seek-
ing of APPTC, which is different from conventional
optimization of robust control as two cost functions are
minimized simultaneously rather than one cost function.

II. PROBLEM FORMULATION

A. Dynamic Model of AC

Fig. 2 illustrates the model of AC, which consists of two
degrees of freedom: θ1 and θ2 for luffing angles of the main
and auxiliary booms, respectively. The lengths of the main and
auxiliary booms are l1 and l2, respectively. There is a fixed
angle ρ between the auxiliary boom and the platform. m1, m2,
and m represent the masses of the main boom, auxiliary boom,
and platform, respectively.

The dynamic model of AC during luffing with uncertainties
can be described as

M(θ(t), δ(t))θ̈(t) + C
(
θ̇(t), θ(t), δ(t)

)
θ̇(t)

+ G(θ(t), δ(t)) = u(t) (1)

where θ ∈ R2, θ̇ ∈ R2, and θ̈ ∈ R2 denote the state, veloc-
ity, and acceleration vectors, respectively; t ∈ R denote time,
which is an independent variable; and δ ∈ Rn denotes the
uncertainty vector. In addition, M ∈ R2×2, C ∈ R2×2, and
G ∈ R2 are related to θ̇(t), θ(t), or uncertainties δ(t), and
u ∈ R2 denotes the control input, which are given as

M =
[

M11 M12
M21 M22

]
, C =

[
C11 C12
C21 C22

]

θ = [θ1, θ2]T , G = [G1, G2]T , u = [u1, u2]T .

Appendix A provides the detailed expressions of the ele-
ments for these vectors and matrixes.
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Assumption 1: The entries of uncertainties δ(t) and initial
states θ0 are bounded and lie in the known fuzzy sets as

Sδi = {(δi, μδi(δi)) | δi ∈ �δi}, i = 1, 2, . . . , m

Sθ i = {(θ0i, μθ i(θ0i)) | θ0i ∈ �θ i}, i = 1, 2

where Sδi denotes the fuzzy set for δi, �δi ∈ R denotes the
universe of discourse of δi with fuzzy bound, and μδi → [0, 1]
is the membership function of Sδi. The membership values “1”
and “0” indicate the most “possible” and “impossible” events,
respectively. Sθ i, θ0i, μθ i, and �θ i have the same meaning.
More details of the fuzzy set theory can be found in [26].

Remark 1: Assumption 1 applies the fuzzy set theory to
describe the uncertainties in system (1), which consequently
is a fuzzy dynamical system. The term “fuzzy” in the current
study is interpreted by the fuzzy set theory rather than the fuzzy
logic theory [30], [33], [35]; thus, the IF-THEN fuzzy rules
are not involved. By invoking the IF-THEN fuzzy rules to
describe the system model and/or the control, the fuzzy logic
theory in control applications is usually to build a surrogate
model for the system or the control [14], [30]. In contrast, the
fuzzy set theory is to quantify the distribution characteristic
of uncertainties, which does not involve approximation. The
fuzzy sets for the uncertainties are based on expert opinions
and small amount of test data. Due to safety and cost concern,
it is unrealistic to obtain sufficient data for constructing the
probability density function in a probability theory through a
large number of experiments on AC; thus, the fuzzy set theory
is more suitable to describe the uncertainties of AC [25].

B. Task of Precise Tracking Control

1) Tracking Desired Trajectory: The cycloid curve is an
available type of a desired trajectory for states of AC [2]. This
curve can generate smooth trajectories P(t) = [P1(t), P2(t)]

P1(t) =
{

(θ1d − θ1s)
(

t
td

− sin(2π t/td)
2π

)
+ θ1s, t < td

θ1d, t ≥ td
P2(t) = ρ − P1(t) (2)

where θ1s and θ1d are the start and goal value of θ1, respec-
tively, and td is the arriving time. Consequently, Ṗ(t) =
[Ṗ1(t), Ṗ2(t)], P̈(t) = [P̈1(t), P̈2(t)]

Ṗ1(t) =
{

(θ1d−θ1s)
td

(1 − cos(2π t/td)), t < td
0, t ≥ td

Ṗ2(t) = −Ṗ1(t).

P̈1(t) =
{

2π(θ1d−θ1s)

t2d
sin(2π t/td), t < td

0, t ≥ td

P̈2(t) = −P̈1(t).

Remark 2: Since limt→t+d
Ṗ1(t) = limt→t−d

Ṗ1(t) = 0 and

limt→t+d
P̈1(t) = limt→t−d

P̈1(t) = 0, the trajectories in (2)
are second-order continuous differentiable in the whole time
range, which is critical to the state transformation proposed
later.

Let

�i(θ , t) := θi(t) − Pi(t), i = 1, 2.

Fig. 3. Effect of the PTSSP parameters on � . (a) Performance satisfying
PTSSP. (b) Various PTSSP parameters.

�i(θ , t), (i = 1, 2) are the tracking errors and thus can be
viewed as the system performance of AC. The system is
desired to perform as follows:

�i = 0, i = 1, 2. (3)

A control to be designed should drive the system motion to
converge to (3).

2) Precise Tracking by Satisfying PTSSP: A task of precise
tracking control can be achieved by satisfying PTSSP, that is,
that the converging speed is more than a certain value, and
the tracking error eventually converges to a predefined area
near 0. Nevertheless, it is difficult to guarantee the PTSSP.

The problem of precise tracking control of an AC is formu-
lated by designing a control u ∈ R2 to drive the states θ ∈ R2

of the fuzzy AC tracking the desired trajectories P ∈ R2 and
satisfying the PTSSP indicated by �i(t), that is, rendering

|�i| < �i(t) i = 1, 2 (4)

where �i(t) are continuously differentiable, bounded, strictly
positive, and decreasing functions as

�i(t) = (�i0 − �i∞)e−hit + �i∞. (5)

In (5), hi are positive constants, determining the convergence
speed, and �i0 are determined, such that the initial values
of �i(θ, t) satisfy (4). limt→∞ �i(t) = �i∞; thus, �i∞
determine the ultimate convergence region.

For example, as shown in Fig. 3(a), the upper green line
shows the PTSSP function. A prescribed performance control
guarantees PTSSP, that is, the red line of “� under prescribed
performance control” will not exceed the upper green line of
� . However, the general tracking control without considering
PTSSP cannot guarantee this, that is, the blue line of “� under
general tracking control” may cross over the green line of � .
In addition, Fig. 3(b) shows the effect of PTSSP parameters
(i.e., �0, �∞, and h) on � to further demonstrate how the
PTSSP can be specified by adjusting these parameters. Table I
lists the parameter values.

Remark 3: Herein, the desired trajectories are formulated as
equality servo constraints. Furthermore, the PTSSP is formu-
lated as inequality servo constraints. The next section proposes
a priori method to deal with these constraints.

III. DESIGN PROCEDURE

The proposed control design procedure for the AC is summa-
rized in Fig. 4. The desired trajectory and PTSSP are formulated
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Fig. 4. Control design flowchart.

TABLE I
PTSSP PARAMETER VALUES FOR FOUR DIFFERENT CASES OF �

as equality and inequality servo constraints, respectively, and
a state transformation is adopted to merge the inequality servo
constraints into equality ones, consequently yielding new equal-
ity servo constraints. Thus, the control task is transformed into
designing a control rendering AC to follow the new equality
servo constraints. Based on the uncertainty decomposition, the
APPTC is tripartite: τ1 is the nominal system control; τ2 is
for the initial state deviations; and τ3 manages uncertainties by
an adaptive law. An optimal design of control parameters for
fuzzy AC is solved by a two-player Nash game. The cost func-
tions are formulated, the existence of the Nash equilibrium is
proved by theoretical analysis, and the procedure of obtaining
the Nash equilibrium is given. Substituting the optimal con-
trol parameters into the APPTC, PTSSP is deterministically
guaranteed and the performance is fuzzily optimized from the
Nash game perspective. The proposed approach will drive the
fuzzy AC to fulfill the task of precise tracking control, and
give the optimal control parameters for the sake of control
performance improvement.

IV. APPTC DESIGN FOR AC

This section solves the problem of precise tracking control
of AC by proposing an APPTC, which fulfills the control task
by satisfying PTSSP.

A. Prescribed Performance

To deal with the inequality servo constraints of PTSSP, a
state transformation is proposed to merge the equality (3) and

inequality (4) constraints into equality ones. The transformed
states are consequently free of inequality constraints. The state
transformation is expressed as

xi(θ, t) := tan
π�i(θ, t)

2�i(t)
= tan

π(θ i(t) − Pi(t))

2�i(t)

where i = 1, 2. x = [x1, x2]T . There is

θi = 2�i

π
arctan xi + Pi. (6)

Remark 4: When �i → �i, xi → ∞; while �i → −�i,
xi → −∞; if �i = 0, xi = 0, which means that the trans-
formed states xi are inequality constraint free. Furthermore,
this transformation is smooth and bijective (one-to-one). Based
on this state transformation, if a control can ensure that
xi(t) is bounded, then the system motion tracks the desired
trajectories (3) while satisfying the PTSSP prescription (4).

Substituting (6) into (1) yields the transformed system as

�(x(t), δ(t), t)ẍ(t) +ϒ
(
ẋ(t), x(t), δ(t), t

)
ẋ(t)

+ �(x(t), δ(t), t) = u(t) (7)

where

� =
⎡
⎣

2�1
π
(
1+x2

1

)M11
2�2

π
(
1+x2

2

)M12

2�1
π
(
1+x2

1

)M21
2�2

π
(
1+x2

2

)M22

⎤
⎦

and ϒẋ + � is shown in Appendix B.
Remark 5: The necessary and sufficient condition for the

matrix invertibility is that its determinant is not to be zero.
M11M22 − M12M21 > 0 is proved in Appendix A. |M| =
M11M22 − M12M21 > 0, hence the invertibility of M. |�| =
4(M11M22 − M12M21)�1�2/(π

2(1 + x2
1)(1 + x2

2)). �i > 0;
thus, |�| > 0, hence the invertibility of matrix �.

The problem formulated in Section II-B2 is equivalent to
rendering the transformed AC system (7) to follow the servo
constraints:

ẋi(t) + xi(t) = 0, i = 1, 2 (8)
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or in matrix form as ẋ = c(x), with c = [−x1,−x2]T . The
second-order form can be obtained as ẍ = b(ẋ), with b =
[−ẋ1,−ẋ2]T .

The �, ϒ, and � in system (7) are decomposed as follows:
⎧⎨
⎩
�(x, δ, t) = �N(x, t) +�
(x, δ, t)
ϒ(ẋ, x, δ, t) = ϒN(ẋ, x, t) +ϒ
(ẋ, x, δ, t)
�(x, δ, t) = �N(x, t) + �
(x, δ, t)

where the superscripts N and 
 denote the nominal and uncer-
tain portions, respectively. �N > 0 is always feasible since the
nominal portion is the discretion of the designer.

The nominal transformed system can be expressed as

�N(x, t)ẍ(t) +ϒN(ẋ, x, t
)
ẋ(t) + �N(x, t) = τ 1(t)

which is servo constraint controllable [11, Th. 1] with respect
to constraint (8) for all (ẋ, x, t) ∈ R2 × R2 × R, and
the corresponding control can be designed by the U–K
approach [21] as

τ 1
(
ẋ, x, t

) = D−1(x, t)
[
b
(
ẋ
)

+ D(x, t)
(
ϒN(ẋ, x, t

)
ẋ + �N(x, t)

)]
(9)

where D(x, t) := (�N(x, t))−1.
Remark 6: The nonlinear tracking control problem is

viewed via the lens of servo constraint. Different from the pas-
sive constraint that indicates what the environment should do
to the system, the servo constraint indicates what the control
should do to the system [19]. Therefore, the constraint force
is the control force, and the servo constraint is the control
goal.

B. Adaptation

Let the performance index of the transformed system be

ε
(
ẋ, x

)
:= ẋ − c(x)

and the following control is proposed to deal with possible
initial state deviations:

τ 2
(
ẋ, x, t

) = −�
N(x, t)ε

(
ẋ, x

)

2
. (10)

Define

E(x, δ, t) := �N(x, t) × (�(x, δ, t))−1 − I


D(x, δ, t) := (�(x, δ, t))−1 − (
�N(x, t)

)−1

= D(x, t)E(x, δ, t).

Assumption 2: Let

W := 1

2
min
δ∈�δ

λmin

(

D�N + (


D�N)T) (11)

there is a fuzzy number σ > −1 such that for all (ẋ, x, t) ∈
R2 × R2 × R

W ≥ σ (12)

where λmin denotes the minimum eigenvalue of the matrix.
As the terms in � and ϒẋ + � are either constant, states

and velocities, or their quadratic, there is a fuzzy vector α ∈
(0,∞)3 and a known function

Z(α, ẋ, x, t)

= [
α1 α2 α3

][
(‖ẋ‖ + 1)2 (‖x‖ + 1)2 1

]T

= αT Z̃(ẋ, x, t)

such that for all (ẋ, x, t) ∈ R2 × R2 × R

(1 + σ)−1

max
δ∈�δ

∥∥
D
(−ϒẋ − � + τ 1 + τ 2

)+ D
(−ϒ
ẋ − �


)∥∥
≤ Z

(
α, ẋ, x, t

)
. (13)

Remark 7: The fuzzy numbers σ and αi, i = 1, 2, 3 are
relevant to δ. Their membership functions can be determined
based on μi(δ), the fuzzy arithmetic, and the decomposition
theorem [26].

The APPTC is now proposed as

u = τ 1 + τ 2 + τ 3. (14)

with a component to deal with uncertainties as

τ 3
(
α̃, ẋ, x, t

) = −γ
(
α̃, ẋ, x, t

)
k1Z2(α̃, ẋ, x, t

)

×�N(x, t)ε
(
ẋ, x

)
(15)

where

γ
(
α̃, ẋ, x, t

) = k2ζ
(
α̃, ẋ, x, t

)

k2ζ
(
α̃, ẋ, x, t

)+ 1
(16)

ζ
(
α̃, ẋ, x, t

) = k1Z2(α̃, ẋ, x, t
)∥∥ε(ẋ, x

)∥∥2 (17)

and k1, k2 ∈ (0,∞) are tunable parameters; α̃ is for esti-
mated value of α and α̃i(t0) > 0, i = 1, 2, 3. The adaptive law
governing α̃ is given as

˙̃α = k1Z̃‖ε‖ − qα̃. (18)

Remark 8: In (14), τ 1 is the nominal system control, τ 2 is
for initial state deviations, and τ 3 manages uncertainties with
an adaptive law (18). Therefore, the proposed control design is
hierarchical. In practical control implementations, the control
is computed by τ 1 + τ 2 + τ 3 at every instant, encountering
both uncertainties and initial condition deviations.

Remark 9: The adaptive law (18) is designed to estimate
the unknown uncertainty bounds online, and hence (14) is
an adaptive control. The adaptive law is of a leakage type.
The first term on the RHS of (18) is for the uncertainty com-
pensation, and the second one is the leak. The initial states
α̃i(t0) are strictly positive, and α̃i(t) > 0 for all t ≥ t0 since
the first term is always non-negative and the second one ren-
ders decaying. Based on the estimated uncertainty bounds, the
proposed control is able to compensate uncertainties and guar-
antee the desired performance under uncertainties, including
the gravity-related parameters’ uncertainties.

Remark 10: In (18), the leakage rate q > 0 is a complement
of the compensation rate k1. The adaptive law can be adjusted
by only changing k1, and q > 0 is set as a constant in this
study. (k1, k2) is then a pair of tunable parameters affecting
the control effort.

Theorem 1: Let ψ := [εT , (α̃ − α)T ]T ∈ R5. The con-
trol in (14) renders the system (7) the stability performance
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of: 1) uniform boundedness and 2) uniform ultimate
boundedness

1) For any r > 0, there is a d(r) < ∞ such that if
‖ψ(t0)‖ ≤ r, then ‖ψ(t)‖ ≤ d(r) for all t ≥ t0.

2) For any r > 0 with ‖ψ(t0)‖ ≤ r, there is a d > 0 such
that ‖ψ(t)‖ ≤ d̄ for any d̄ > d as t ≥ t0 +T(d̄, r), where
0 ≤ T(d̄, r) < ∞.

Proof: The Lyapunov function candidate is selected as

V
(
ε, α̃ − α

) = εTε + (1 + σ)
(
α̃ − α

)T
k−1

1

(
α̃ − α

)
. (19)

Taking the derivative of V yields

V̇ = 2εT ε̇ + 2(1 + σ)
(
α̃ − α

)T
k−1

1
˙̃α. (20)

For the sake of simplicity, arguments of the functions are
largely omitted in the proof, except for some critical ones. For
the first term on the RHS of (20)

2εT ε̇ = 2εT(ẍ − b
)

= 2εT
(
�−1(u −ϒẋ − �

)− b
)

= 2εT
(
�−1(τ 1 + τ 2 + τ 3 −ϒẋ − �

)− b
)
.

Decompose �−1 = D + 
D and −ϒẋ − � =
(−ϒN ẋ − �N) + (−ϒ
ẋ − �
), and there is

�−1(τ 1 + τ 2 + τ 3 −ϒẋ − �) − b

= (D + 
D)(−ϒẋ − �) + (D + 
D)(τ 1 + τ 2 + τ 3) − b

= D
(−ϒN ẋ − �N)+ D(τ 1 + τ 2) + D

(−ϒN ẋ − �N)

+ 
D(−ϒẋ − � + τ 1 + τ 2) + (D + 
D)τ 3 − b.

By (9), following is obtained:

D
(−ϒN ẋ − �N)+ Dτ 1 − b = 0.

Next, by (13)

2εT(
D(−ϒẋ − � + τ 1 + τ 2) + D
(−ϒ
ẋ − �


))

≤ 2‖ε‖∥∥
D(−ϒẋ − � + τ 1 + τ 2) + D
(−ϒ
ẋ − �


)∥∥
≤ 2‖ε‖(1 + σ)Z(α, ẋ, x, t). (21)

By (10), and performing matrix cancelation, the following
is obtained:

2εTDτ 2 = εTD
(−�Nε

) = −‖ε‖2. (22)

By (15) and (16), the following is obtained:

2εT(D + 
D)τ 3

= 2εTDτ 3 + 2εTDEτ 3

= −2γ ζ − 2k1γ ε
T
D�NεZ2(α̃, ẋ, x, t

)
. (23)

By (11) and (12), the following is obtained:

−2k1γ ε
T
D�NεZ2(α̃, ẋ, x, t

)

≤ −2k1γ ε
TWεZ2(α̃, ẋ, x, t

)

= −2σγ ζ. (24)

Substitute (23) and (24), the following is obtained:

2εT(D + 
D)τ 3 ≤ −2(1 + σ)γ ζ. (25)

In total, by (16), (17), (21) (22), and (25), the following is
obtained:

2εT ε̇ ≤ −‖ε‖2 + 2(1 + σ)‖ε‖Z(α, ẋ, x, t)

− 2(1 + σ)γ ζ

≤ −‖ε‖2 + 2(1 + σ)‖ε‖Z(α, ẋ, x, t)

− 2
1

k2

(k2ζ )2 − 1

k2ζ + 1
(1 + σ)

= −‖ε‖2 + 2(1 + σ)‖ε‖Z(α, ẋ, x, t)

− 2(1 + σ)‖ε‖Z
(
α̃, ẋ, x, t

)

+ 2(1 + σ)‖ε‖Z
(
α̃, ẋ, x, t

)

− 2(1 + σ)k1
∥∥ε(ẋ, x

)
Z
(
α̃, ẋ, x, t

)∥∥2

+ 2(1 + σ)

k2

≤ −‖ε‖2 + 2(1 + σ)‖ε‖(α − α̃
)T

Z̃

+ 1 + σ

2k1
+ 2(1 + σ)

k2
. (26)

Using the adaptive law (18), the following is obtained:

2(1 + σ)k−1
1

(
α̃ − α

)T ˙̃α
≤ 2(1 + σ)

(
α̃ − α

)T
Z̃‖ε‖

− 2(1 + σ)‖α̃ − α‖2q

k1
+ 2(1 + σ)‖α̃ − α‖‖α‖q

k1

= 2(1 + σ)
(
α̃ − α

)T
Z̃‖ε‖

− (1 + σ)‖α̃ − α‖2q

k1

+ (1 + σ)
(−‖α̃ − α‖2 + 2‖α̃ − α‖‖α‖)q

k1

≤ 2(1 + σ)(α̃ − α)T Z̃‖ε‖
− (1 + σ)‖α̃ − α‖2q

k1
+ (1 + σ)‖α‖2q

k1
. (27)

Note that ‖ψ‖2 = ‖ε‖2 + ‖α̃ − α‖2. By (26) and (27), the
following is obtained:

V̇ ≤ −‖ε‖2 − (1 + σ)‖α̃ − α‖2q

k1

+ (1 + σ)‖α‖2q

k1
+ 1 + σ

2k1
+ 2(1 + σ)

k2

≤ −K1‖ψ‖2 + K2 (28)

where

K1 = min

{
1,

(1 + σ)q

k1

}

K2 = 1 + σ

2k1
+ 2(1 + σ)

k2
+ (1 + σ)‖α‖2q

k1
.

By invoking the standard arguments on uniform bounded-
ness and uniform ultimate boundedness in [25] and [26], it
can be concluded that ‖ψ‖ is uniformly bounded by

d(r) =
⎧
⎨
⎩

R
√

ι2
ι1

if r ≤ R

r
√

ι2
ι1

if r > R

R =
√

K2

K1
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where ι1 = min{1, k−1
1 (1 + σ)}, ι2 = max{1, k−1

1 (1 + σ)}.
Furthermore, uniform ultimate boundedness for ‖ψ‖ is

d = R

√
ι2

ι1

and

T
(
d̄, r

) =
{

0, if r ≤ d̄
ι2r2−(ι21/ι2

)
d̄2

K1d̄2(ι1/ι2)−K2
, otherwise.

Remark 11: Theorem 1 ensures that the proposed control
guarantees ε to be bounded. This indicates that the proposed
control will render the system motion to converge to (8) and
satisfy (4). The control design has no linearizations, non-
linear cancelation, or any other approximations; thus, it is
approximation free.

Remark 12: The adaptive control in Section IV-B is also
applicable to control the motion of system (1) to con-
verge to the servo constraint (3) accounting for uncertainties.
Nevertheless, without the state transformation in the prescribed
performance tracking control design, the PTSSP cannot be
guaranteed as (4). This will be shown in the later performance
validation.

Remark 13: The pair of tunable parameters in control
(k1, k2) determine the size of UB and UUB, thus the system
performance. Recalling Remark 10, (k1, k2) also affect the
control effort. (k1, k2) can determine the overall balance
between the system performance and control effort.

V. FUZZY OPTIMALITY BY NASH GAME

The choice of parameters (k1, k2) leads to an optimal design
problem of control parameters for fuzzy AC. This section for-
mulates the problem as a Nash game, which requires players
to act independently to pursue their own minimum cost, thus
leading to the Nash equilibrium.

A. Formulation of Optimal Design Problem of Control
Parameters by the Nash Game

Let Ji(k1, k2) and D̃i be the cost functions and decision sets
for players k1 and k2, respectively. Each cost function con-
sists of an average fuzzy system performance index and the
associated player’s control effort. This problem is a two-player
game, in which two players can change only their own deci-
sion. The first player wants to minimize J1(k1, k2) by choosing
k1 in D̃1, while the second player wants to minimize J2(k1, k2)

by selecting k2 in D̃2.
The problem of optimal design of control parameters is

formulated as follows: in a game

J1,2(k1, k2) :
2∏

1,2

D̃1,2 → R

find the ideal decision (k∗
1, k∗

2) ∈ ∏2
1,2 D̃1,2 that satisfies

J1,2
(
k∗

1, k∗
2

) ≤ J1,2(k1, k2) ∀(k1, k2) ∈
2∏

1,2

D̃1,2

indicating that (k∗
1, k∗

2) simultaneously minimizes all cost
functions. Nevertheless, such a utopia may not exist, resulting

in a dilemma for the players: How can one find an optimal
decision if each player acts independently?

According to Nash, if the players do not cooperate with each
other when pursuing their own minimum cost, this game is a
noncooperative game, that is, a Nash game. As the opponents’
decisions affect a player’s cost in a Nash game, players face
a problem: When making the “best” decision, what to assume
is the opponent’s decision? Naturally, a player will assume
that the opponent is “rational,” that is, without the tendency
to “hurt” the other player. This leads to the Nash equilibrium
(k∗

1, k∗
2), which is the solution of the problem

min
k1∈D̃1

: J1
(
k1, k∗

2

)

min
k2∈D̃2

: J2
(
k∗

1, k2
)
. (29)

Remark 14: It should be noted that seeking the Nash equi-
librium results in minimizing the cost functions J1 and J2
simultaneously. A Nash-game-oriented optimization is clearly
different from the conventional optimization issues for the
different numbers of cost functions. In addition, this article
optimizes the control parameters, which are different from
the conventional optimal control [15]. The main disadvan-
tage of a conventional optimal control is that it is difficult
to obtain the solution for systems with complex nonlinearities
and uncertainties. In contrast, the proposed control parame-
ter optimization is practically feasible for the systems with
complex nonlinearities and uncertainties, and the analytical
solution can be obtained as shown later.

B. Relationship Between Control Parameters and System
Performance

Recalling (19) and (28), one has

V = ‖ε‖2 + k−1
1 (1 + σ)

∥∥α̃ − α
∥∥2

V̇ ≤ −
(
‖ε‖2 + q(k1)

−1(1 + σ)‖α̃ − α‖2
)

+ K2

≤ −
(
‖ε‖2 + k−1

1 (1 + σ)‖α̃ − α‖2
)

+ K2

= −V + K2

where K2 is expressed in (29), and 0 < q < 1. For any control
start time ts, any V at time t, (t ≥ ts) has

V ≤ (Vs − K2)e
−(t−t0) + K2

where Vs = ‖ε(ts)‖2 + k−1
1 (1 + σ)‖α̃(ts) − α‖2 is the V at ts.

Let

η
(
α̃, k1, k2, t, ts

) = (
Vs
(
α̃, k1, ts

)− K2
(
α̃, k1, k2

))−(t−ts)

η∞
(
α̃, k1, k2

) = K2
(
α̃, k1, k2

)
.

Therefore, k1 and k2 can be seen as two players in a Nash
game, and η(α̃, k1, k2, t, ts) and η∞(α̃, k1, k2) represent the
relationship between k1, k2 and the system performance.

C. Cost Functions of the Players

There are three necessary elements in a Nash game: 1) the
players are k1 and k2; 2) the decision sets D̃1 and D̃2 for two
players are both (0,∞); and 3) the cost functions for them
are given as follows.
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It is proposed that the cost functions for k1 and k2 are

J1 := D

[∫ ∞

ts
η2dt

]
+ D

[
η2∞
]

+ k2
1

J2 := D

[∫ ∞

ts
η2dt

]
+ D

[
η2∞
]

+ k2
2. (30)

Remark 15: The players intend to minimize the average
fuzzy system performance and control effort simultaneously,
implying a balance between the system performance and
control effort. In (30), D[

∫∞
ts

η2dt] denotes the value of
the overall transient performance (via the integration) from
time ts, and D[η2∞] denotes the value of the steady-state
performance. In addition, k2

1 and k2
2 relate to the control

effort.
It can be noticed that the cost functions are also related to

the uncertainties described by the fuzzy set theory. Based on
the D-operation (reviewed in Appendix C)

D

[∫ ∞

ts
η2dt

]

= D

[
(Vs − K2)

2
∫ ∞

ts
e−(t−ts)dt

]

= ε1 + ε2k−2
2 + ε3k−1

2 + ε4k−1
1 k−1

2 + ε5k−1
1 + ε6k−2

1

D
[
η2∞
]

= D

[
(1 + σ)

(
1 + 2q‖α‖2

2k1
+ 2

k2

)]2

= ε7k−2
2 + ε8k−1

1 k−1
2 + ε9k−2

1

where εi, (i = 1, 2, . . . , 9) are related to D[σ ], D[‖α‖],
D[‖α̃(ts) − α‖], and D[‖ε(ts)‖] and given in Appendix D.

Let

J∗ (k1, k2, ts) := D

[∫ ∞

ts
η2dt

]
+ D

[
η2∞
]

and rewrite (30) as

J1 = J∗ + k2
1, J2 = J∗ + k2

2.

Remark 16: The fuzzy optimality in the current study is
different from the conventional optimization of robust control
in two ways. First, (29) incorporates a Nash game to mini-
mize two cost functions (J1 and J2) simultaneously, rather than
one cost function. Second, (30) is different for the descrip-
tion method of uncertainties, that is, a fuzzy set theory is
applied.

D. Solution to the Nash Equilibrium

To obtain the solution of (29), take the first-order derivative
of J1(k1, k∗

2) with respect to k1, and take the first-order deriva-
tive of J2(k∗

1, k2) with respect to k2. Any pair that satisfies (31)
and (32) will be in the Nash equilibrium

∂J1
(
k1, k∗

2

)

∂k1
= 0,

∂J2
(
k∗

1, k2
)

∂k2
= 0 (31)

∂2J1
(
k1, k∗

2

)

∂k2
1

> 0,
∂2J2

(
k∗

1, k2
)

∂k2
2

> 0. (32)

Remark 17: The existence of a Nash equilibrium should
be proved first to avoid the situation of no solution.
Nevertheless, [36], [37] did not prove it. To improve this, this
study rigorously proves the existence of a Nash equilibrium
by theoretical analysis.

Theorem 2: Let

J = J∗ + k2
1 + k2

2

and the solution of

min
k1∈D̃1,k2∈D̃2

:J(k1, k2) (33)

always exists and is also the solution of (29), that is, the Nash
equilibrium.

Proof: First, the existence of the solution of (33) should be
proved. There is

J = J∗ + k2
1 + k2

2

=
[
D[‖ε(ts)‖]2 + (1 + D[σ ])
(

2D
[∥∥α̃(ts) − α

∥∥]2 − 2qD[‖α‖]2 − 1

2k1
− 2

k2

)]2

+
[
(1 + D[σ ])

(
1 + 2qD[‖α‖]2

2k1
+ 2

k2

)]2

+ k2
1 + k2

2.

(34)

Note that the constrained domains D̃1 and D̃2 have four
boundaries, namely, k1 → 0, k1 → ∞, k2 → 0, and k2 → ∞.
It can be found from (34) that J = ∞ at all boundaries. It
is known that εi, (i = 1, 2, . . . , 9) are finite values inde-
pendent to k1 and k2. Therefore, J is first-order continuous
differentiable (the derivative exists at each point in domains
D̃1 and D̃2). By the extreme value theorem, there always exists
a minimum value for J in domains D̃1 and D̃2, proving the
existence of the solution of (33).

Second, it should be proved that the solution of (33) is also
the solution of (29). Since J = J1 + k2

2 = J2 + k2
1, there is

∂J(k1, k2)

∂k1
= ∂J1(k1, k2)

∂k1
,
∂J(k1, k2)

∂k2
= ∂J2(k1, k2)

∂k2
.

The solution of (33) can be obtained by

∂J1(k1, k2)

∂k1
= 0,

∂J2(k1, k2)

∂k2
= 0. (35)

It can be found that (35) is actually the same equation
system as (31). If the solution of (35) exists and they are
denoted as (k1i, k2i)(i ∈ �i), we search among these solution
and find the ones (k1j, k2j)(j ∈ �j ⊆ �i) that satisfy

⎡
⎣

∂2J
∂k2

1

∂2J
∂k1∂k2

∂2J
∂k2∂k1

∂2J
∂k2

2

⎤
⎦
∣∣∣∣∣∣
(k1,k2)=(k1j,k2j)

> 0

thus the local minimum point of J(k1, k2). Consequently, the
minimum value of J is

min
k1∈D̃1,k2∈D̃2

J(k1, k2) = min
j∈�j

J
(
k1j, k2j

)
.
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TABLE II
PARAMETERS FOR THE NOMINAL AC

Denote the solution of (33) as (k̂1, k̂2); one can then obtain

J
(

k̂1, k̂2

)
= J1

(
k̂1, k̂2

)
+ k̂2

2 = J2

(
k̂1, k̂2

)
+ k̂2

1 (36)

and

J
(

k̂1, k̂2

)
≤ J

(
k1, k̂2

)
= J1

(
k1, k̂2

)
+ k̂2

2

J
(

k̂1, k̂2

)
≤ J

(
k̂1, k2

)
= J2

(
k̂1, k2

)
+ k̂2

1 (37)

∀k1 ∈ D̃1, k2 ∈ D̃2.

Substituting (36) into (37) yields

J1

(
k̂1, k̂2

)
≤ J1

(
k1, k̂2

)
, J2

(
k̂1, k̂2

)
≤ J2

(
k̂1, k2

)

∀k1 ∈ D̃1, k2 ∈ D̃2. (38)

By (38), (k̂1, k̂2) is also the solution of the problem (29), that
is, the solution of (33) is also the solution of (29).

In a conclusion, since the solution of (33) always exists,
the Nash equilibrium of (29) always exists. If the pair (k∗

1, k∗
2)

satisfies the solution of problem (33), it is the Nash equilibrium
of the optimal design problem (29).

VI. PERFORMANCE VALIDATION

In this section, the performance of AC using the proposed
APPTC method is studied, and the Nash game optimization
is also demonstrated. A control task is to move the platform
from θ1s = 1.2217 to θ1d = 0.1745 in td = 30 s while keeping
the platform upright, that is, θ2s = 0.8727 and θ2d = 1.9199.
The desired trajectories can be obtained by (2). The PTSSP
specification can be determined by (5) with �10 = 0.1745,
�1∞ = 0.0349, �20 = 0.1396, and �2∞ = 0.0175. With the
deviations, the initial states are set as θ01 = 1.3614, θ02 =
0.9599, θ̇01 = 0.0017 rad/s, and θ̇02 = 0.0017 rad/s.

The nominal portions of parameters are listed in Table II.
The uncertain portions of parameters is described by the fuzzy
set theory: the uncertain portion of platform mass m
 due
to different load are close to 50 kg; the uncertain portions
of boom mass and length and fixed angle m


1 , m

2 , l
1 , l
2 ,

and ρ
 possibly caused by manufacturing errors are “close
to 0”. Their associated membership functions are given as (all
triangular)

μm
(v) =
{ v

50 , 0 ≤ v ≤ 50
2 − v

50 , 50 ≤ v ≤ 100

μm

1
(v) =

{ v
20 + 1, −20 ≤ v ≤ 0
− v

20 + 1, 0 ≤ v ≤ 20

Fig. 5. Luffing angles by APPTC of AC system with initial state deviations
and uncertainties.

μm

2
(v) =

{ v
8 + 1, −8 ≤ v ≤ 0
− v

8 + 1, 0 ≤ v ≤ 8

μl
1
(v) =

{ 10v
3 + 1, − 3

10 ≤ v ≤ 0
− 10v

3 + 1, 0 ≤ v ≤ 3
10

μl
2
(v) =

{ 100v
8 + 1, − 8

100 ≤ v ≤ 0
− 100v

8 + 1, 0 ≤ v ≤ 8
100

μρ
(v) =
{ v

2 + 1, −2 ≤ v ≤ 0
− v

2 + 1, 0 ≤ v ≤ 2.

In the simulations, the uncertainty bounds are within the
prescribed fuzzy sets, echoing Assumption 1. The uncertainties
applied for the AC in the simulations are m
 = 50 + 50 sin t,
m


1 = 20 sin(0.2π t), and m

2 = 8 sin(20π t) for masses, l
1 =

0.3 sin(0.2π t) and l
2 = 0.08 sin(0.2π t) for boom lengths, and
ρ
 = 2 sin(0.2π t) for the fixed angel. The changing frequency
of m


2 is deliberately chosen as 10 Hz to stand for the fast
time-variant uncertainties. The uncertainty bound is unknown
and estimated by the adaptive law.

A. Trajectory Tracking While Satisfying PTSSP

The proposed APPTC controls the AC with initial state devi-
ations and uncertainties to finish the desired movements. The
initial value for α̃ is set as [0.1, 0.1, 0.1]. q = 0.01. The
control parameters are chosen as k1 = 0.01 and k2 = 0.01.

The states θ1 and θ2 under the proposed APPTC is illus-
trated in Fig. 5, which also shows the desired trajectories
P1 and P2 obtained by (2). Even though certain state devi-
ations are observed at the beginning, the states are guided to
the desired trajectories, and they are tracked well. The linear
quadratic Gaussian (LQG) used is designed based on the lin-
earized model of the AC with the start states, and the control
gain matrix K and the Kalman filter gain matrix L are set as

K =
[

481.61 −481.51 602.94 −590.87
−7336.53 7337.94 −8652.23 8827.36

]
.

and

L =

⎡
⎢⎢⎣

31.62 0.0018 0.33 −0.51
0.0018 31.64 0.17 1.01

0.33 0.17 31.62 0.0054
−0.51 1.01 0.0054 31.65

⎤
⎥⎥⎦.

The results by LQG are also drawn in Fig. 5 as comparison.
LQG cannot drive the states to follow the desired trajectories
due to the strong nonlinearities of the AC.
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Fig. 6. (a) W and (b) α̃ with initial state deviations and uncertainties.

Fig. 7. Tracking errors with initial state deviations and uncertainties. (a) θ1.
(b) θ2.

Fig. 6(a) shows the time history of W. It can be seen that
W ≥ −0.86. Therefore, σ can be −0.86, and Assumption 2
is verified. Fig. 6(b) shows the history of α̃. It can be seen
that α̃ increases at the beginning and is then kept near certain
values. α̃ is to estimate α, which is related to the boundaries
of uncertainties. When the tracking error is large, the first term
in the RHS of (18) is dominant; thus, α̃ increases, reducing
the tracking error. When the tracking error becomes small,
the second one becomes dominant and prevents the further
changing of α̃.

The performance index of the AC system is represented
by the tracking errors �1 and �2, as illustrated in Fig. 7.
The PTSSP �1 and �2 are the limitations for the track-
ing errors. Furthermore, the adaptive tracking control for
the AC system (1) is named as ATC, which is a simplified
APPTC without state transformation. The tracking errors of
the ATC are also shown in Fig. 7 as a comparison. It can be
seen that the APPTC can guarantee the AC system satisfy-
ing PTSSP; however, the ATC generates slight larger tracking
errors, exceeding the restricted area from time to time. Fig. 8
shows the control effort by two control methods. The two con-
trols exhibit a similar control effort; however, from Fig. 8(b)
the forces of APPTC have a smaller vibration amplitude than
that of ATC.

In summary, the proposed APPTC can drive the motion of
AC to satisfy PTSSP in the presence of initial state deviations
and uncertainties.

B. Balance of System Performance and Control Effort

As discussed by the theoretical development in Section V,
k1 and k2 are two players in the Nash game and the Nash game
optimization is further demonstrated in this section. D[σ ] =

Fig. 8. Control effort (a) u1 and (b) u2 with initial state deviations and
uncertainties.

Fig. 9. Graph of J against k1 and k2.

−0.86, D[ε(ts)] = 3.6147, D[‖α‖] = 6.0947, and D[‖α̃(ts) −
α‖] = 5.9462.

Fig. 9 shows the graph of J against k1 and k2. By
Theorem 2, the solution of the minimum value of J is
the solution of the Nash equilibrium, thus (k∗

1, k∗
2) =

(1.7793, 0.0418). Fig. 9 echoes the fact that the Nash equi-
librium of the game formulated in Section V always exists.

Fig. 10 describes how a player’s choice affects his/her
cost if the other player is assumed at the Nash equilibrium.
Fig. 10(a) illustrates the cost J1 against different k1 when the
player k2 is at the Nash equilibrium k∗

2. In this situation, it
can be seen that the best choice of player k1 is k∗

1 = 1.7793.
Fig. 10(b) illustrates the cost J2 against different k2 in the
event that the player k1 stays at the k∗

1. In this situation, the
best choice of player k2 is k∗

2 = 0.0418. A salient feature of
the Nash equilibrium is that no player can benefit by changing
decision from the Nash equilibrium while the other players
keep theirs unchanged.

To compare the Nash game optimization to the com-
monly used optimization with a single objective, the costs
J1 and J2 corresponding to different optimizing solutions are
drawn in Fig. 11. The superscripts “o1” and “o2” denote
the solutions for global minimum J1 and J2, respectively.
To obtain global minimum J1, (ko1

1 , ko1
2 ) = (1.1550, 0.4522),

while the solution for a global minimum J1 is (ko2
1 , ko2

2 ) =
(402.0830, 0.4550). The Nash equilibrium is not the same as
the global minimum points of J1 and J2, as the two play-
ers are noncooperative. To reach the global minimum J2, the
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Fig. 10. Costs (a) J1 and (b) J2 corresponding to different player choices.

Fig. 11. Costs J1 and J2 corresponding to different optimizing solutions.

Fig. 12. Tracking errors for (a) θ1 and (b) θ2 with the Nash game
optimization.

player has to pay ko2
1 = 402.0830, which is unlikely happen in

practice.
Fig. 12 plots the tracking errors of the APPTC with the

Nash equilibrium, compared to the arbitrarily chosen decision
couple in Section VI-A. It can be seen that the tracking errors
of the APPTC with the Nash equilibrium are much smaller.
These results demonstrate the benefit of balancing the system
performance and control effort by fuzzy optimality.

VII. CONCLUSION

The main challenges of precise tracking control for an AC
are the strong nonlinearities and uncertainties of the dynamic
system. For this, an APPTC design is carried out to render
AC to fulfill the task of precise tracking control by satisfying
PTSSP. Lyapunov analysis proves the uniform boundedness
and uniform ultimate boundedness of the APPTC and indi-
cates the tunable parameters on the system performance.

Furthermore, we form a fuzzy optimality by a Nash game
of two control parameters, prove the existence of the Nash
equilibrium by theoretical analysis, and provide the procedure
to obtain the Nash equilibrium. The comparison demonstrates
the effectiveness of the proposed APPTC on precise tracking
control. The results of fuzzy optimality by the Nash game
illustrate the benefit of balancing the system performance and
control effort. Future explorations for optimal design in con-
trolling AC using type-2 fuzzy set are worth pursuing, being
more comprehensive in representing uncertainties compared
with the type-1 fuzzy set herein.

APPENDIX A
AC MODEL MATRIXES ELEMENTS

The elements of AC model are

M11 = m
(
(l2 − l1)

2 + 2l1(l1 − l2C2)
)

+ l21m1/3 + m2

(
2l22 + 6l1(l1 − l2C2)

)
/6

M12 = M21 = l2(2l2(3m + m2) − 3l1C2(2m + m2))/6

M22 = l22(3m + m2)/3

where C2 = cos θ2, C1 = cos θ1, S2 = sin θ2, S1 = sin θ1

M11M22 − M12M21

= 2l22m2l1(l1 − l2C2) + 2m2l22ml1(l1 − l2C2)

3

− l21l22m2C2
2 − l21m2l22mC2

2 − l21m2
2l22C2

2

4

+ 2l1l32m2C2 + 2l1m2l32mC2

3
− 2l1l32m2

+ l21l22m2 − 2l1m2l32m

3
+ 4l21m2l22m

3
+ l21m2

2l22
3

= 4l21m2l22m + l21m2
2l22

12

+
(
12l21l22m2 + 12l21m2l22m + 3l21m2

2l22
)
S2

2

12

+
(
24l22m2 + 8m2l22m

)
l1(l1 − l2)

12
> 0.

C11 = l2l1(2m + m2)S2θ
′
2, C22 = 0

C12 = C21 = −1

2
l2l1(2m + m2)S2θ

′

G1 = gl1mCθ + 1

2
gl1Cθ m1 + gl1Cθ m2

+1

2
gl2(2m + m2)

(
Sθ Sθ2 − Cθ C2

)

G2 = 1

2
l2g(2m + m2)(Sθ S2 − Cθ C2).

APPENDIX B
TRANSFORMED SYSTEM ELEMENTS

The elements of transformed system are
ϒẋ + � = [y1, y2]T , and

y1 = −2(H11)x1�1ẋ2
1

3π
(
x2

1 + 1
)2 + ẋ1

6
H12 + 1

6
(H13)ẋ

2
2

+ 1

6
(H14) + 1

6
(H15)ẋ2
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y2 = 1

6
l2(H21) + 4l2(3m + m2)�̇2ẋ2

3
(
πx2

2 + π
) + 1

6
l2ẋ1(H22)

− 4l2(3m + m2)�2x2ẋ2
2

3π
(
x2

2 + 1
)2 + 1

6
l2ẋ2

1(H23)

where

H11 = 2m1l21 − 6l2CP2(2m + m2)l1

+ 6
(

l22 + l21

)
m + 2

(
l22 + 3l21

)
m2

H12 = 12l2l1SP2(2m + m2)�1Ṗ2

πx2
1 + π

+ 4(H16)�̇1

πx2
1 + π

+ 24l2l1arctan(x2)SP2(2m + m2)�1�̇2

π
(
πx2

1 + π
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πx2

1 + π
)(

πx2
2 + π

)
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2
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πx2
2 + π

)2
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π
(
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)2
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2
2

+ 6l2l1SP2(2m + m2)Ṗ1Ṗ2
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APPENDIX C
D-OPERATION

Consider a fuzzy set S = (δ, μ(δ)) | δ ∈ �δ . For any function
f : �δ → R, the D-operation D[f (δ)] can be expressed as

D
[
f (δ)

] =
∫
�δ

f (δ)μ(δ)dδ∫
�δ

μ(δ)dδ
.

For any crisp constant h ∈ R

D
[
hf (δ)

] = hD
[
f (δ)

]
.

APPENDIX D
COST FUNCTIONS ELEMENTS

The elements of cost functions are

ε1 = D[‖ε(ts)‖]4

ε2 = 4(1 + D[σ ])2

ε3 = −4(1 + D[σ ])D[‖ε(ts)‖]2

ε4 =
(1 + D[σ ])2

(
qD[‖α‖]2 + 2 − 4D

[∥∥α̃(ts) − α
∥∥2
])

4
ε5 = −D[‖ε(ts)‖]2

(1 + D[σ ])
(

2qD[‖α‖]2 +
(

1 − 2D
[∥∥α̃(ts) − α

∥∥2
]))

ε6 = q2

(
(1 + D[σ ])

(
D[‖α‖]2 + 50

(
1 − 2D

[∥∥α̃(ts) − α
∥∥2
])))2

ε7 = 4(1 + D[σ ])2

ε8 = (1 + D[σ ])2
(

4qD[‖α‖]2 + 2
)

ε9 = q2(1 + D[σ ])2
(

D[‖α‖]2 + 50
)2

.
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