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Computationally Relaxed Unscented Kalman Filter
József Kuti , Member, IEEE, Imre J. Rudas , Life Fellow, IEEE,

Huijun Gao , and Péter Galambos , Member, IEEE

Abstract—Advanced robotics and autonomous vehicles rely on
filtering and sensor fusion techniques to a large extent. These
mobile applications need to handle the computations onboard at
high rates while the computing capacities are limited. Therefore,
any improvement that lowers the CPU time of the filtering
leads to more accurate control or longer battery operation.
This article introduces a generic computational relaxation for
the unscented transformation (UT) that is the key operation of
the Unscented Kalman filter-based applications. The central idea
behind the relaxation is to pull out the linear part of the filtering
model and avoid the calculations for the kernel of the nonlinear
part. The practical merit of the proposed relaxation is demon-
strated through a simultaneous localization and mapping (SLAM)
implementation that underpins the superior performance of the
algorithm in the practically relevant cases, where the nonlin-
ear dependencies influence only an affine subspace of the image
space. The numerical examples show that the computational
demand can be mitigated below 50% without decreasing the
accuracy of the approximation. The method described in this
article is implemented and published as an open-source C++
library RelaxedUnscentedTransformation on GitHub.

Index Terms—Computational relaxation, Kalman filter, sensor
fusion, unscented Kalman filter (UKF), unscented transformation
(UT).

I. INTRODUCTION

THE UNSCENTED transformation (UT) was proposed to
approximate the distribution of the results of nonlinear

mappings performed on statistical variables that is a crucial
problem in Kalman filters [1], [2]. It is applied in remote
state estimation with stochastic event-triggered sensor sched-
ule [3], to test multiagent communication schemes [4] and
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robust, adaptive, and consensus aim are also formulated in the
framework, see [5].

The extended Kalman filter (EKF) assumes that the expected
value of the resulted distribution equals the mapped expected
value and takes into consideration only its local environment
via linearization. In contrast, the UT applies so-called sigma
points around the expected value according to the distribution
of the stochastic variable. By applying the nonlinear mapping
on these sigma points, the expected value and the distribution
can be estimated in a more accurate way than via the local
linearization of EKF. The UT-based Kalman filter is referred
to as unscented Kalman filter (UKF) [2].

The methods are applied in distributed filtering [6], con-
sensus filter [7], finite-horizon EKF [8], and the robustness of
distributed filters is also analyzed [9].

Different Kalman-filter variants rely on various approxi-
mation methods representing a wide range of accuracy and
computational complexity. Considering for example the simul-
taneous localization and mapping (SLAM) applications there
are large differences not only in the applied mapping method,
but in the prediction techniques as well. The FastSLAM algo-
rithm based on EKF and particle filtering [10] is well known.
The uFastSLAM based on UKF and particle filtering [11]
showed clearly the better properties of UKF [12], [13]. A
purely particle filter (PF)-based application would give the
more accurate results but it is hard to manage the necessary
computational complexity in realtime applications. Regarding
the accuracy and computational cost the UKF is between the
EKF and the PF [14].

The main difference of UKF (and EKF) compared to PF is
the fact, that the former ones approximate the distribution with
a Gaussian covariance ellipsoid described by the covariance
matrix. In the standard formulation of UT, the n dimensional
ellipsoid is estimated by one sigma point at the expected
value and further 2n sigma points selected symmetrically
around it. There are other methods where more (e.g., 4n + 1)
sigma points are used to achieve a better approximation of
the uncertainty [15]. These sigma points are computed via
Cholesky-factorization [16] of the covariance matrix. An other
approach decreases the number of sigma points to (n+1) [17],
[18] via an optimization step but it is computationally more
expensive than the Cholesky-factorization. For a systematic
overview, see [19].

The principled way of decreasing the computational cost is
to avoid the unnecessary operations. This article [20] shows
models where either the state or the output update is linear. In
these cases, the classical uncertainty propagation of Kalman
filters was used in the linear update equation while sigma

This work is licensed under a Creative Commons Attribution-NonCommercial-NoDerivatives 4.0 License.
For more information, see https://creativecommons.org/licenses/by-nc-nd/4.0/

https://orcid.org/0000-0003-2795-9783
https://orcid.org/0000-0002-2067-8578
https://orcid.org/0000-0001-5554-5452
https://orcid.org/0000-0002-2319-0551


1558 IEEE TRANSACTIONS ON CYBERNETICS, VOL. 53, NO. 3, MARCH 2023

points-based UT in the other one (instead of executing two
separate UTs).

Previous works of Kuti and Galambos [21], [22] demon-
strated that if the nonlinear function depends only on the first
m < n variables in a nonlinear way (n is the number of vari-
ables), the transformation can be performed with less sigma
points so decreasing the computational demand of the filter.
This means a significant improvement for models with a large
number of variables if the function does not depend on each
of them in a nonlinear way. Real-world numerical examples
in [21] and [22] showed, that the cost of UT can be reduced
to ∼ 60% through the proposed relaxation.

This article generalizes the previously proposed method all-
due to define an arbitrary subset of the variables where the UT
will be performed. Furthermore, it provides an opportunity to
decrease the dimension of the image of the nonlinear function
during the UT according to the range of the mapping. This way,
depending on the filtering problem considered, the computa-
tional cost of the entire UKF (not only the UT) can be reduced
to below 40% as the provided numerical example shows.

This article is structured as follows: The next section
briefly discusses the notations used in the followings. After
that, Section III shortly describes the former methods which
has motivated the new generalized approach described in
Section IV and investigated numerically in Section V. Finally,
Section VI concludes this article.

II. NOTATIONS

a, b, . . . Scalar values
a, b, . . . Vectors.
A, B, . . . Matrices.
0a×b, Ia×b Zero matrix, identity matrix of size a × b.
a(i) Reindexed vector with i index vector, as a(i) =[

ai1 ai2 · · ·]T.
A(i, :) Matrix with reindexed rows using the i index

vector, as A(i, :) =
⎡

⎢
⎣

Ai1,1 Ai1,2 · · ·
Ai2,1 Ai2,2 · · ·

...
...

⎤

⎥
⎦.

A(:, i) Matrix with reindexed columns using the i

index vector, as A(i, :) =
⎡

⎢
⎣

A1,i1 A1,i2 · · ·
A2,i1 A2,i2 · · ·

...
...

⎤

⎥
⎦.

A(i, j) Reindexed matrix with i, j index vectors, as

A(i, j) =
⎡

⎢
⎣

Ai1,j1 Ai1,j2 · · ·
Ai2,j1 Ai2,j2 · · ·

...
...

⎤

⎥
⎦ .

√
A Lower triangle Choleski-factorization of matrix

A as A = √
A

√
A

T
.

x̂ Estimated value of x.

x̃ Difference of x from the expected value.
�x Estimated covariance matrix �x = E(x̃x̃T).
�xy Estimated cross covariance matrix �xy =

E(x̃ỹT).

III. PRELIMINARIES

A. Unscented Transformation

The UT considers a continuous nonlinear mapping in
general, as

y = f (x) (1)

where x ∈ R
n is an (approximately) Gaussian stochastic vari-

able with covariance matrix �x. The method approximates the
expected value of y, its covariance matrix �y and the cross
covariance matrix �xy.

The σ points are chosen around the expected value of x,
such that the expected values and covariance matrices com-
puted from the σ points with appropriate weighting returns
exact values for second-order mappings.

In the Cholesky-factorization-based method, the (2n + 1)
sigma points are chosen as

X0 = x̂, Xi = x̂ ±√(n + λ)�x, i = 1, . . . , 2n (2)

where λ is a so-called scaling parameter that provides an extra
degree of freedom to tune the method.

Then by mapping the sigma points as Yi = f (Xi), the
expected value and the covariance matrices can be approxi-
mated as

ŷ =
2n∑

i=0

WiYi, �yy =
2n∑

i=0

Wcov
i

(Yi − ŷ
)(Yi − ŷ

)T

�xy =
2n∑

i=1

Wcov
i

(Xi − x̂
)(Yi − ŷ

)T

where

Wcov
i = Wi = 1

2(n + λ)
, i = 1, . . . , 2n

Wcov
0 = W0 = λ

n + λ
.

Earlier studies (e.g., [23]) proposed the scaling parameter
to be chosen as

λ = 3 − n (3)

based on the first terms of the Taylor expansion. However, the
positive definiteness of the variance matrix is not ensured if
n ≥ 4. In these cases, λ = 0 shall be chosen.

This article [24] proposed the scaling factor to be selected as

λ = α2(κ + n) − n, κ → 0, α > 0

and a correction term is used in Wcov
0 as

Wcov
0 = W0 + 1 + β − α2

where the prior knowledge of the distribution of x can be taken
into account via the β value, that is β = 2 for Gaussian dis-
tributions. Later, Julier [25] proposed a scaled transformation
to take the higher order nonlinearities into consideration.

The systematic investigations in [26] and [27] showed that
the accuracy of UT can be highly improved by tuning the
scaling parameter in each step. A number of studies [27]–[30]
proposed online optimization for this purpose that performs the
UT much more times in each sampling step. In these methods,
the computational demand of UT is crucial.
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B. Unscented Transformation With Less Sigma Points

Former studies of Kuti and Galambos [21], [22] has shown,
that the number of sigma points can usually be decreased by
considering only the variables on which the function depends
on in a nonlinear way. In order to separate the linear and
nonlinear part of the mapping, the state variables are defined as

x =
[

xnl

xl

]
(4)

and the nonlinear mapping is described as

y = A · xl + f(x) (5)

where elements of xl do not influence the value of f (x).
The UT is performed only on the nonlinear mapping

b = f (x) (6)

exploiting that the last n − m variables are in the null space
of the function.

Only the first m columns of the lower triangular
Cholesky-factorization

√
�x =

[
�Xnl 0
�Xl �M

]
, �X =

[
�Xnl

�Xl

]
(7)

is computed, where �Xnl ∈ R
m×m and �Xl ∈ R

(n−m)×m.
Then, it is sufficient to use 2m + 1 sigma points as

X0 = x̂, Xi = x̂ ± √
m + λ�X (8)

because the others would be equivalent to X0 after the
mapping.

The sigma points must be mapped as Bi = f (Xi), then b̂,
�b, and �xb can be computed as

b̂ =
2m∑

i=0

WiBi

�b =
2m∑

i=0

Wcov
i

(
Bi − b̂

)(
Bi − b̂

)T

�xb =
2m∑

i=1

Wcov
i

(Xi − x̂
)(Bi − b̂

)T
(9)

where

Wcov
i = Wi = 1

2(m + λ)
, i = 1 . . . 2m

W0 = λ

m + λ
, Wcov

0 = W0 +
(

1 + β − α2
)
. (10)

This way, the estimated value of the mapping is give as

ŷ = b̂ + Ax̂l. (11)

Furthermore, the covariance matrices can be computed as

�y = �b + A�xlA
T + Sym

(
�bxlA

T)

�xy = �xb + �xxlA
T (12)

where �x = [�xxnl �xxl

]
and �xxl =

[
�xnlxl

�xl

]
.

C. Time Update in UKF

If the standard UT is applied, the system model is usually
defined as

xk = fk(xk−1) + wk (13)

yk = gk(xk) + vk (14)

or it can depend on the disturbance and noise signals in a
nonlinear way and the x0 value is considered an initial value.

For the relaxed UT, the linear dependencies are pulled out as

xk = Akxk−1,l + fk(xk−1) + wk (15)

yk = Ckxk,l + gk(xk) + vk. (16)

It must be mentioned here, that there are two ways to apply
the UT on a system model.

1) The naive way is to use the UT with the Cholesky-
factorization twice.

a) First, to determine x̂k, �xx,k based on x̂k−1,
�xx,k−1, ŵk, and �ww,k.

b) And again to compute ŷk, �yy,k, �yx,k based on x̂k,
�xx,k, v̂k, and �vv,k.

2) Or by using the mapped sigma points of the first step
as sigma points Xi of the second step in order to spare
one Cholesky-factorization. In this case, the xnl variable
set must be the same in (15) and (16).

D. Adaptive UKF

This article [28] showed the importance of the scaling fac-
tor (λ), and Straka et al. [27], Dunik et al. [28], Scardua and
da Cruz [29], and Bahraini et al. [30] proposed optimization
methods to adapt its value according to the current measure-
ments. The methods represent a tradeoff between accuracy
and computational cost, so the capabilities of the available
hardware are a key constrain.

For example, the minimizing normalized measurement
prediction error squared (MNMPES) method of [27] defines
the scaling parameter to be applied as

λ∗MNMPES = arg min
λ

[
z̃(λ)T�zz(λ)−1z̃(λ)

]
(17)

where z̃(λ) = ẑ(λ) − zmeasured and the λ argument denotes
a’priori estimations derived with λ scaling parameter. The
minimization can be a grid search where the grid density must
be set according to the capacities of the computing hardware.

IV. GENERALIZED RELAXED UNSCENTED

TRANSFORMATION

The section first discusses the key pillars of decreasing
the computational demand, then the generalized algorithm is
constructed that unifies the building blocks.

A. Less Sigma Points by Considering Only Subset of
Variables

As a generalization of the idea discussed in [21], assume
that the mapping is given as

y = A · x(il) + f(x)
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where the indices of variables with linear dependence are
collected into vector il and the nonlinear ones into inl.

In this case, the method of Section III-B can be used as the
followings.

1) Denote the result of the nonlinear part as b = f(x). To
derive such a situation as in Section III-B, the Choleski-
factorization of rearranged �x must be computed as

�A =
√

�x
([

inl inl
]
,
[
inl inl

])
(18)

and then �X is constructed from its first m columns, by
rearranging the rows as

�X
([

inl inl
]
, :
) = �A

(
:,
[
1 . . . m

])
(19)

where index vector inl is constructed from the comple-
menter set of indices in inl.

2) Then, the reduced number of sigma points X0, . . . , X2m

can be computed as in (8) using �X derived in the latest
step.

3) Then b̂, �b, and �xb can be derived from these sigma
points as in (9).

4) Then ŷ, �y, and �xy can be computed as

ŷ = A · x̂(il) + b̂

�y = �b + A�x(il, il)AT + Sym(A�xb(il, :))

�xy = �xb + �x(:, il)AT . (20)

B. Less Sigma Points by Considering Subspace of the
Domain

Consider again the mapping in the following form:

y = A · x(il) + f(x)

where the indices of variables with linear dependence are col-
lected into vector il and the nonlinear part depends on the
linear combinations of the variables. Describe these values as
(m1·x(i1)), (m2·x(i2)), . . . , (mK ·x(iK)), where mk contains the
weights for values with indices ik and K denotes the number
of combinations.

In this case, the function depends on values of Mx, where

M(k, ik) = mk, k = 1, . . . , K

denote its rank by m.
Example 1: Considering a mapping, for example

f (x) = sin(x1 + 0.1x3) − cos(0.5x2 + x3)

two linear combinations of the variables can be seen in nonlin-
ear functions. In the first case, the index vector is i1 = [1 3

]

and the corresponding weight vector is m1 = [1 0.1
]
. In the

second linear combination, the index vector is i2 = [
2 3

]

and the weight vector is m2 = [0.5 1
]
. This way, the matrix

M can be written in this case as

M =
[

1 0 0.1
0 0.5 1

]
.

Denote the matrix constructed from an orthonormal basis
of the rowspace of M by Q1 ∈ R

m×n and the matrix con-
structed from an orthonormal basis of nullspace of M by

Q2 ∈ R
(n−m)×n. The matrix Q is constructed of them as

Q =
[

Q1
Q2

]
(21)

and can be easily computed as RQ factorization of M.
In this case, the method of Section III-B can be used as the

followings.
1) The Choleski-factorization of rearranged �x must be

computed as

�A =
√

Q�xQT (22)

and the �X is constructed from its first m columns, by
rearranging the rows as

�X = QT�A
(
:,
[
1 . . . m

])
. (23)

2) Then, the reduced number of sigma points X0,. . . , X2m

can be computed as in (8) using �X derived in the latest
step.

3) Then b̂, �b, and �xb can be derived from these sigma
points as in (9).

4) Then ŷ, �y, and �xy can be computed as in (20).
To minimize the matrix Q related computations, it is

proposed to be chosen to as sparse as possible.

C. Reduced Size Output of the Nonlinear Function

For the sake of simplicity, consider a purely nonlinear map-
ping R

n → R
a denoted as y = f (x). Denote the dimension of

the image of f by b ≤ a.
In this case, the function can be written as

y = b(g), b =
[

b0
F · b0

]
, b0 = f0(x) (24)

where g ∈ N
b is an index vector, F ∈ R

a−b×b is a coefficient
matrix and f0 : Rn → R

b.
In this case, the computational cost of UT can be decreased

via the following method.
1) Perform the UT as in Section III-A on function f0 to

compute b̂0, �b0 , and �xb0 .
2) Compute the b related quantities as

b̂ =
[

b̂0

Fb̂0

]

, �xb = [�xb0 �xb0FT
]

�b =
[

�b0 �b0FT

F�b0 F�b0FT

]
. (25)

3) Perform reindexing with g if it is needed

ŷ = b̂(g), �y = �b(g, g), �xy = �xb(:, g). (26)

D. New Relaxed UT Algorithm

The proposed algorithm is based on Section IV-A and out-
put reduction of Section IV-C and optionally allows to use
the method of Section IV-B and reindexing of Section IV-C
because of their higher computational demand.

The mapping in this case must be defined as

y = A · x(il) +
{

b(g), if reindexing is used
b, otherwise

(27)
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where

b =
[

b0
F · b0

]
, b0 = f0(x)

and the f0 function depends on the variables with indices inl,
furthermore, if exact subspace is considered denote the combi-
nations k = 1, . . . , K of variables with indices ik and weights
mk of the other nonlinear dependencies.

1) Initialization: If exact subspace is considered then RQ
factorization-based offline computation is needed. The matrix
M matrix must be constructed as

[
In×n(inl, :)

M′
]

︸ ︷︷ ︸
M

x

where M′ ∈ R
K×n, M′(k, ik) = mk for all k = 1, . . . , K and

the other values are zeros. Then, m is the rank of matrix M
and the matrix Q can be computed from its RQ factorization.

Example 2: For example, if the mapping is

f (x) = sin(x1 + 0.1x3) − cos(0.5x1) + x3

the standalone nonlinear dependencies are inl = [
1
]

and the
index vector of the linear combination is i1 = [1 3

]
and the

corresponding weight vector is m1 = [1 0.1
]
. The M′ matrix

contains these values as

M′ = [1 0 0.1
]
.

2) Online Computation: The online computation of y
related quantities from x̂ and �x is as the followings.

1) Compute �X for sigma points as in (22) and (23) if
exact subspace is considered, otherwise as in (18) and
(19).

2) Compute the sigma points as in (8).
3) Compute b0 related properties as in (9).
4) Compute b related values as in (25).
5) If reindexing is used, compute y related values as

ŷ = b̂(g) + Ax̂(il)

�y = �b(g, g) + A�x(il, il)AT + Sym(A�xb(il, g))

�xy = �xb(:, g) + �x(:, il)AT (28)

otherwise as in (20).
Remark 1: Although the number of sigma points can be

decreased by considering the exact subspace, it needs an ini-
tialization with RQ factorization. If the method must be always
reinitialized for the current configuration, the cost of the fac-
torization can overwhelm the benefit of sparing sigma points.
In this case, describing these nonlinear dependencies via the
index vector inl can be better.

V. NUMERICAL EXAMPLE

In this section, the accuracy and the computational benefits
of the proposed approach is investigated and compared to the
standard UT-based method. Although the latest researches in
the field of SLAM consider problems like multiagent SLAM
triggered by loop closures [31], here the centralized SLAM
model is considered as a representative example (as in [30]).
The example demonstrates how this well-known model is

rewritten into the form of (27) and how the proposed method
performs according to the complexity of the model, that is
determined by the number of registered and currently seen
landmarks in these models.

The examples were implemented in modern C++ using the
Eigen3 [32] library. The experiments were executed on MS
Windows 10 OS and Intel i7 9750 2.6-GHz processor.

A. Modeling

The kinematic model of a planar mobile robot with differ-
ential drive is described as follows:

⎡

⎣
xk

yk

ϕk

⎤

⎦ =
⎡

⎣
xk−1 + vk cos(ϕk−1)dTk

yk−1 + vk sin(ϕk−1)dTk

ϕk−1 + ωkdTk

⎤

⎦ (29)

where xk, yk, and ϕk denote the position and the orientation
of the robot at the kth iteration, vk and ωk are the linear and
angular velocity, and dTk is the elapsed time since the latest
iteration.

Stationary landmarks are considered, so the model of the
(i)th landmark (i = 1, . . . , N, where N denotes the number of
already registered landmarks) is

[
x(i)

k

x(i)
k

]

=
[

x(i)
k−1

x(i)
k−1

]

. (30)

The output (distance r and angle θ ) of laser range finder of
the (i)th landmark can be described as follows:

z(i)
k =

[
r(i)

k

θ
(i)
k

]

=

⎡

⎢⎢
⎣

√(
x(i)

k − xk

)2 +
(

y(i)
k − yk

)2 + vrk

arctan

(
y(i)

k −yk

x(i)
k −xk

)
− ϕk + vθk

⎤

⎥⎥
⎦ (31)

where vr and vθ denote measurement noises.

B. UT of the State Update Function

The nonlinear model can be written as
⎡

⎢⎢⎢⎢
⎢⎢⎢⎢⎢
⎢⎢⎢
⎣

xk

yk

ϕk

x(1)
k

y(1)
k
...

x(N)
k

y(N)
k

⎤

⎥⎥⎥⎥
⎥⎥⎥⎥⎥
⎥⎥⎥
⎦

︸ ︷︷ ︸
=xk

=

⎡

⎢⎢⎢⎢
⎢⎢⎢⎢⎢
⎢⎢⎢
⎣

xk−1 + vk cos(ϕk−1)dTk

yk−1 + vk sin(ϕk−1)dTk

ϕk−1 + ωkdTk

x(1)
k−1

x(1)
k−1
...

x(N)
k−1

x(N)
k−1

⎤

⎥⎥⎥⎥
⎥⎥⎥⎥⎥
⎥⎥⎥
⎦

︸ ︷︷ ︸

=f

⎛

⎜⎜
⎝

⎡

⎣
vk

ωk

xk−1

⎤

⎦

⎞

⎟⎟
⎠

(32)

where the odometry data and the latest state constitutes the
input vector

⎡

⎣
vk

ωk

xk−1

⎤

⎦ ∈ R
2N+5 (33)

the new state vector is the resulted output and dTk is an exactly
known parameter.
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Fig. 1. CPU time of SLAM state update computation as function of number
of registered landmarks (N).

In this case, the state update law for N landmarks can be
written as

xk = b + A · x(il) (34)

where the core nonlinear function b = f0(x) is

f0(x) =
⎡

⎣
vk cos(ϕk−1)dTk

vk sin(ϕk−1)dTk

ϕk−1

⎤

⎦ (35)

the nonlinear variables are vk and ϕk−1, so the corresponding
indices are inl = [1 5

]
, and there is not need of mixed groups.

The matrix F contains only zeros in this case F = 02N+2×3.
The linear indices are the other ones, so the index vector
is il = [

2 3 4 6 7 · · · 2N + 5
]

and the coefficient
matrix can be written as

A =

⎡

⎢⎢
⎣

0 1 0
0 0 1

dTk 0 0
03×2N

02N×3 I2N×2N

⎤

⎥⎥
⎦. (36)

Because the nonlinear part depends only on two variables,
5 sigma point is enough in the new UT but the standard UT
uses 2N + 1 sigma points.

Fig. 1 shows the average time needed for computing one
state update with a given number of registered landmarks.
The preemptibility settings of the OS cause a few outlying
peaks but the trend is clear: the standard UT shows third-
order dependency on the number of landmarks but using the
proposed method, the linear component is dominant. If the
number of landmarks is 51, the proposed method does need
only 20.6% of the CPU time of the standard method.

It shows well the effectiveness of the method for the case
if the nonlinear part of the mapping is quite small.

C. UT of the Output Update Function

Assume that from the N registered landmarks the ones with
indices h ∈ N

Nactive was detected in the latest sampling time.
Then, the output of the system is

zk =
[
r(h1)

k θ
(h1)
k · · · r

(
hNactive

)

k θ

(
hNactive

)

k

]T
.

The output characteristics depends on ϕk in a linear way, so
il = 3 and the coefficient matrix is

A = [0 − 1 0 − 1 · · ·]T ∈ R
2Nactive . (37)

Fig. 2. CPU time of SLAM output update computation as function of number
of registered landmarks (N) and currently seen landmarks (Nactive).

The nonlinear mapping is

f0(x) =

⎡

⎢
⎢⎢⎢⎢⎢
⎢⎢⎢⎢⎢
⎣

√(
x(h1)

k − xk

)2 +
(

y(h1)
k − yk

)2

atan2
(

y(h1)
k − yk, x(h1)

k − xk

)

√(
x(h2)

k − xk

)2 +
(

y(h2)
k − yk

)2

atan2
(

y(h2)
k − yk, x(h2)

k − xk

)

...

⎤

⎥
⎥⎥⎥⎥⎥
⎥⎥⎥⎥⎥
⎦

(38)

that depends on linear combinations (x(i)
k − xk), (y(i)

k − yk) for
all i ∈ h in a nonlinear way.

If exact subspace is applied with initialization, the set-
tings of the method is applied, he variables of the mixed
groups are i2n = [

1 1 + 2hn
]
, m2n = [−1 1

]
and i2n+1 =[

2 2 + 2hn
]
, m2n+1 = [−1 1

]
for n = 1, . . . , Nactive.

Reindexing with g is not needed, F is empty as F ∈ R
0×2Nactive .

In this case, the proposed method uses only 4Nactive +1 sigma
points (the standard UT method applies 4N + 7 ones), but the
RQ factorization of the initialization is needed for the different
measurement configurations described by h.

Remark 2: The image of atan2(y, x) function is (−π, π ]
and it is not continuous, that can causes problems if one or
more sigma points are mapped to ∼ π and the other ones to
∼ −π . By offsetting the values with 2π appropriately, the
shape of the uncertainty ellipsoid must be restored before
substituting their values into (9).

The output characteristics (38) is a quite nonlinear formula.
The computational complexity depends on the number of reg-
istered landmarks (N) and on the number of seen landmarks in
the given moment (Nactive). The results are presented in Fig. 2.
As the number of registered landmarks is increasing and the
number of currently seen landmarks is small, the proposed
method has huge benefits considering the standard UT. As the
number of active landmarks is increased the computational
complexity of the proposed method can be larger than the
standard UT.
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Fig. 3. Odometry-based prediction of the path via standard UT and the
proposed method.

This case shows well, that if the considered mapping
depends on all of the variables in a nonlinear way, the stan-
dard UT is a better choice, but in other cases, the proposed
method can crucially decrease the computational demand.

If exact subspace is not used, the indices of nonlinear
dependencies

inl = [1 2 2 + 2h1 3 + 2h1 2 + 2h2 3 + 2h2

· · · 2 + 2hNactive 3 + 2hNactive

]
.

Reindexing with g is not needed, F is empty as F ∈ R
0×2Nactive .

In this case, the proposed method uses only 4Nactive +3 sigma
points (the standard UT method applies 4N + 7 ones). For
practical reasons, this setting will be used in the following
simulations.

D. Numerical Simulations

There is always some difference in the approximation of the
proposed and the standard UT method. To check its effect to
the performance, and the difference of computational times in
practical scenarios, the UTIAS multirobot cooperative local-
ization and mapping (MRCLAM) dataset [33] is considered.
The first 80[s] of the trajectory of robot n. 1 contains 4220
odometry input and registers 11 landmarks. During the motion
142 measurements of the LRF sensor are logged, 1, . . . , 5
landmarks are seen at the same time.

First, the only odometry-based prediction was performed
using the standard UT and the proposed method without
registering the landmarks. The results are shown in Fig. 3.

In this case, the differences between the standard UT and the
proposed method are quite small. The computational demand
of the simulation based on the standard UT is much smaller
(25[ms] against 71[ms]), because the model is almost totally
nonlinear in this case.

In the next use case, the landmarks are registered after their
first detection and are considered during the prediction but fil-
tering is not performed. This case shows the benefit of the
new method. It reduces the computational time from 234[ms]
to 81[ms]. Fig. 4 shows how accurately the results of the

Fig. 4. Odometry-based prediction of the path and initialization of landmark
poses based on the first measured values via standard UT and the proposed
method.

Fig. 5. Result of unscented Kalman filtering based on standard UT and the
proposed method.

standard UT and the proposed method cover each other. It
is interesting that the standard UT results in a slightly differ-
ent robot pose if the landmarks are taken into account in the
model, but the proposed method results in exactly the same
results as in Fig. 3.

The results of Kalman filtering are depicted in Fig. 5. In
this case, larger differences appear in the results of the meth-
ods, but the computational demands do not change essentially.
With the standard UT, it needs 236[ms], with the proposed
method it is 84[ms]. The odometry is updated much more
times than measurement received, so the state update is much
more dominant than output computation and Kalman filtering.

Finally, the AUKF method of [27] with criteria MNMPES
was applied, and the scaling factor was optimized on λ ∈
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Fig. 6. Result of adaptive unscented Kalman filtering MNMPES of [27]
based on standard UT and the proposed method.

TABLE I
CPU TIMES OF SIMULATIONS ON MRCLAM 1 DATASETS BASED ON THE

STANDARD UT AND THE PROPOSED METHOD IN MILLISECONDS

[0, 50] in 100 gridpoints. The result is shown in Fig. 6: the
adaptive method decreases the uncertainty of the estimations
compared to the results in Fig. 5. In this case, the computa-
tional time of the filtering using the standard UT was increased
to 490[ms], but with the proposed method it is only 194[ms].

Remark 3: In computation of z̃(λ) in (17), it must
be ensured, that the computed difference of variables
θ̂ (λ), θmeasured ∈ (−π, π ] will be in the domain (−π, π ] via
an appropriate offset.

The computational times of the simulations are collected
in Table I. If there is not a large linear part in the map-
ping the standard UT performs better (see the prediction
without landmark positions) but in the other cases, the
relaxed UT method decreases the computational demand
to 34%–40%.

VI. CONCLUSION

A systematic technique was introduced to largely increase
the computational efficiency of the filtering methods that
uses the UT. The presented algorithm exploits the partial lin-
earity of the dynamic models and reducing the dimensions
on which the Cholesky-factorization have to be performed
through the UT. Along with detailed derivation, the proposed
relaxation were elaborated and validated via real-world numer-
ical examples showing that the computational demand can be
decreased as much as 60% without influencing the accuracy.
In practice, implementing the proposed approach is gener-
ally more demanding in terms of mathematical investigation

efforts than the standard UT. Furthermore, the increased com-
plexity of reindexing and subspace transformation, as two
optional elements of the approach, may not always decrease
the computational cost, see Remark 1. An open-source C++
implementation of the methods is available in our public
repository [34].

REFERENCES

[1] S. J. Julier, J. K. Uhlmann, and H. F. Durrant-Whyte, “A new approach
for filtering nonlinear systems,” in Proc. Amer. Control Conf., vol. 3,
1995, pp. 1628–1632.

[2] S. J. Julier and J. K. Uhlmann, “Unscented filtering and nonlinear
estimation,” Proc. IEEE, vol. 92, no. 3, pp. 401–422, Mar. 2004.

[3] L. Li, D. Yu, Y. Xia, and H. Yang, “Remote nonlinear state estimation
with stochastic event-triggered sensor schedule,” IEEE Trans. Cybern.,
vol. 49, no. 3, pp. 734–745, Mar. 2019.

[4] M. C. Fowler, T. C. Clancy, and R. K. Williams, “Intelligent knowledge
distribution: Constrained-action POMDPs for resource-aware Multiagent
communication,” IEEE Trans. Cybern., vol. 52, no. 4, pp. 2004–2017,
Apr. 2022.

[5] W. Li, G. Wei, F. Han, and Y. Liu, “Weighted average consensus-
based unscented Kalman filtering,” IEEE Trans. Cybern., vol. 46, no. 2,
pp. 558–567, Feb. 2016.

[6] Y. Zhang, B. Chen, L. Yu, and D. W. C. Ho, “Distributed Kalman fil-
tering for interconnected dynamic systems,” IEEE Trans. Cybern., early
access, Jun. 16, 2021, doi: 10.1109/TCYB.2021.3072198.

[7] B. Lian, Y. Wan, Y. Zhang, M. Liu, F. L. Lewis, and T. Chai,
“Distributed Kalman consensus filter for estimation with moving
targets,” IEEE Trans. Cybern., early access, Nov. 11, 2020,
doi: 10.1109/TCYB.2020.3029007.

[8] P. Duan, Z. Duan, Y. Lv, and G. Chen, “Distributed finite-horizon
extended Kalman filtering for uncertain nonlinear systems,” IEEE Trans.
Cybern., vol. 51, no. 2, pp. 512–520, Feb. 2021.

[9] B. Lian, F. L. Lewis, G. A. Hewer, K. Estabridis, and T. Chai,
“Robustness analysis of distributed Kalman filter for estimation in
sensor networks,” IEEE Trans. Cybern., early access, Jun. 18, 2021,
doi: 10.1109/TCYB.2021.3082157.

[10] M. Montemerlo, S. Thrun, D. Koller, and B. Wegbreit, “FastSLAM
2.0: An improved particle filtering algorithm for simultaneous local-
ization and mapping that provably converges,” in Proc. IJCAI, 2003,
pp. 1151–1156.

[11] C. Kim, R. Sakthivel, and W. K. Chung, “Unscented FastSLAM: A
robust and efficient solution to the SLAM problem,” IEEE Trans. Robot.,
vol. 24, no. 4, pp. 808–820, Aug. 2008.

[12] Z. Kurt-Yavuz and S. Yavuz, “A comparison of EKF, UKF, FastSLAM2.
0, and UKF-based FastSLAM algorithms,” in Proc. IEEE 16th Int. Conf.
Intell. Eng. Syst. (INES), 2012, pp. 37–43.

[13] A. Giannitrapani, N. Ceccarelli, F. Scortecci, and A. Garulli,
“Comparison of EKF and UKF for spacecraft localization via angle
measurements,” IEEE Trans. Aerosp. Electron. Syst., vol. 47, no. 1,
pp. 75–84, Jan. 2011.

[14] S. Konatowski, P. Kaniewski, and J. Matuszewski, “Comparison of esti-
mation accuracy of EKF, UKF and PF filters,” Annu. Navig., vol. 23,
no. 1, pp. 69–87, 2016.

[15] R. Radhakrishnan, A. Yadav, P. Date, and S. Bhaumik, “A new method
for generating sigma points and weights for nonlinear filtering,” IEEE
Control Syst. Lett., vol. 2, no. 3, pp. 519–524, Jul. 2018.

[16] N. J. Higham, “Cholesky factorization,” Wiley Interdiscipl. Rev. Comput.
Stat., vol. 1, no. 2, pp. 251–254, 2009.

[17] S. J. Julier, “The spherical simplex unscented transformation,” in Proc.
Amer. Control Conf., vol. 3, 2003, pp. 2430–2434.

[18] S. J. Julier and J. K. Uhlmann, “Reduced sigma point filters for the prop-
agation of means and covariances through nonlinear transformations,”
in Proc. Amer. Control Conf., vol. 2, 2002, pp. 887–892.

[19] H. M. T. Menegaz, J. Y. Ishihara, G. A. Borges, and A. N. Vargas,
“A systematization of the unscented Kalman filter theory,” IEEE Trans.
Autom. Control, vol. 60, no. 10, pp. 2583–2598, Oct. 2015.

[20] M. Briers, S. R. Maskell, and R. Wright, “A Rao-Blackwellised
unscented Kalman filter,” in Proc. 6th Int. Conf. Inf. Fusion (ISIF), 2003,
pp. 55–61.

http://dx.doi.org/10.1109/TCYB.2021.3072198
http://dx.doi.org/10.1109/TCYB.2020.3029007
http://dx.doi.org/10.1109/TCYB.2021.3082157


KUTI et al.: COMPUTATIONALLY RELAXED UNSCENTED KALMAN FILTER 1565

[21] J. Kuti and P. Galambos, “Decreasing the computational demand of
unscented Kalman filter based methods,” in Proc. IEEE 15th Int. Symp.
Appl. Comput. Intell. Inform. (SACI), 2021, pp. 181–186.

[22] J. Kuti and P. Galambos, “Computational analysis of relaxed unscented
transformation in terms of necessary floating point operations,” in
Proc. IEEE 25th IEEE Int. Conf. Intell. Eng. Syst. (INES), 2021,
pp. 55–60.

[23] S. Julier, J. Uhlmann, and H. F. Durrant-Whyte, “Technical notes and
correspondence,” IEEE Trans. Autom. Control, vol. 45, no. 3, p. 477,
Mar. 2000.

[24] E. A. Wan and R. Van Der Merwe, “The unscented Kalman filter for non-
linear estimation,” in Proc. IEEE Adapt. Syst. Signal Process. Commun.
Control Symp., 2000, pp. 153–158.

[25] S. J. Julier, “The scaled unscented transformation,” in Proc. Amer.
Control Conf., vol. 6, 2002, pp. 4555–4559.

[26] O. Straka, J. Dunik, and M. Simandl, “Scaling parameter in unscented
transform: Analysis and specification,” in Proc. Amer. Control Conf.
(ACC), 2012, pp. 5550–5555.

[27] O. Straka, J. Duník, and M. Šimandl, “Unscented Kalman filter with
advanced adaptation of scaling parameter,” Automatica, vol. 50, no. 10,
pp. 2657–2664, 2014.

[28] J. Dunik, M. Simandl, and O. Straka, “Unscented Kalman filter: Aspects
and adaptive setting of scaling parameter,” IEEE Trans. Autom. Control,
vol. 57, no. 9, pp. 2411–2416, Sep. 2012.

[29] L. A. Scardua and J. J. da Cruz, “Adaptively tuning the scaling parameter
of the unscented Kalman filter,” in Proc. 11th Portuguese Conf. Autom.
Control, 2015, pp. 429–438.

[30] M. S. Bahraini, M. Bozorg, and A. B. Rad, “A new adaptive UKF
algorithm to improve the accuracy of SLAM,” Int. J. Robot., vol. 5,
no. 1, pp. 35–46, 2019.

[31] M. U. M. Bhutta, M. Kuse, R. Fan, Y. Liu, and M. Liu, “Loop-box:
Multiagent direct SLAM triggered by single loop closure for large-
scale mapping,” IEEE Trans. Cybern., early access, Nov. 6, 2020,
doi: 10.1109/TCYB.2020.3027307.

[32] G. Guennebaud et al. “The Eigen 3 C++ Library.” Jan. 2022. [Online].
Available: https://eigen.tuxfamily.org

[33] K. Y. Leung, Y. Halpern, T. D. Barfoot, and H. H. Liu, “The UTIAS
multi-robot cooperative localization and mapping dataset,” Int. J. Robot.
Res., vol. 30, no. 8, pp. 969–974, 2011.

[34] J. Kuti. “C++ Library for Relaxed Unscented Transformation.”
2021. [Online]. Available: https://github.com/ABC-iRobotics/Relaxed
UnscentedTransformation.git

http://dx.doi.org/10.1109/TCYB.2020.3027307


<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles false
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Gray Gamma 2.2)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Warning
  /CompatibilityLevel 1.4
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /LeaveColorUnchanged
  /DoThumbnails false
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 0
  /ParseDSCComments false
  /ParseDSCCommentsForDocInfo false
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo false
  /PreserveFlatness true
  /PreserveHalftoneInfo true
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts false
  /TransferFunctionInfo /Remove
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
    /Arial-Black
    /Arial-BoldItalicMT
    /Arial-BoldMT
    /Arial-ItalicMT
    /ArialMT
    /ArialNarrow
    /ArialNarrow-Bold
    /ArialNarrow-BoldItalic
    /ArialNarrow-Italic
    /ArialUnicodeMS
    /BookAntiqua
    /BookAntiqua-Bold
    /BookAntiqua-BoldItalic
    /BookAntiqua-Italic
    /BookmanOldStyle
    /BookmanOldStyle-Bold
    /BookmanOldStyle-BoldItalic
    /BookmanOldStyle-Italic
    /BookshelfSymbolSeven
    /Century
    /CenturyGothic
    /CenturyGothic-Bold
    /CenturyGothic-BoldItalic
    /CenturyGothic-Italic
    /CenturySchoolbook
    /CenturySchoolbook-Bold
    /CenturySchoolbook-BoldItalic
    /CenturySchoolbook-Italic
    /ComicSansMS
    /ComicSansMS-Bold
    /CourierNewPS-BoldItalicMT
    /CourierNewPS-BoldMT
    /CourierNewPS-ItalicMT
    /CourierNewPSMT
    /EstrangeloEdessa
    /FranklinGothic-Medium
    /FranklinGothic-MediumItalic
    /Garamond
    /Garamond-Bold
    /Garamond-Italic
    /Gautami
    /Georgia
    /Georgia-Bold
    /Georgia-BoldItalic
    /Georgia-Italic
    /Haettenschweiler
    /Helvetica
    /Helvetica-Bold
    /HelveticaBolditalic-BoldOblique
    /Helvetica-BoldOblique
    /Helvetica-Condensed-Bold
    /Helvetica-LightOblique
    /HelveticaNeue-Bold
    /HelveticaNeue-BoldItalic
    /HelveticaNeue-Condensed
    /HelveticaNeue-CondensedObl
    /HelveticaNeue-Italic
    /HelveticaNeueLightcon-LightCond
    /HelveticaNeue-MediumCond
    /HelveticaNeue-MediumCondObl
    /HelveticaNeue-Roman
    /HelveticaNeue-ThinCond
    /Helvetica-Oblique
    /HelvetisADF-Bold
    /HelvetisADF-BoldItalic
    /HelvetisADFCd-Bold
    /HelvetisADFCd-BoldItalic
    /HelvetisADFCd-Italic
    /HelvetisADFCd-Regular
    /HelvetisADFEx-Bold
    /HelvetisADFEx-BoldItalic
    /HelvetisADFEx-Italic
    /HelvetisADFEx-Regular
    /HelvetisADF-Italic
    /HelvetisADF-Regular
    /Impact
    /Kartika
    /Latha
    /LetterGothicMT
    /LetterGothicMT-Bold
    /LetterGothicMT-BoldOblique
    /LetterGothicMT-Oblique
    /LucidaConsole
    /LucidaSans
    /LucidaSans-Demi
    /LucidaSans-DemiItalic
    /LucidaSans-Italic
    /LucidaSansUnicode
    /Mangal-Regular
    /MicrosoftSansSerif
    /MonotypeCorsiva
    /MSReferenceSansSerif
    /MSReferenceSpecialty
    /MVBoli
    /PalatinoLinotype-Bold
    /PalatinoLinotype-BoldItalic
    /PalatinoLinotype-Italic
    /PalatinoLinotype-Roman
    /Raavi
    /Shruti
    /Sylfaen
    /SymbolMT
    /Tahoma
    /Tahoma-Bold
    /Times-Bold
    /Times-BoldItalic
    /Times-Italic
    /TimesNewRomanMT-ExtraBold
    /TimesNewRomanPS-BoldItalicMT
    /TimesNewRomanPS-BoldMT
    /TimesNewRomanPS-ItalicMT
    /TimesNewRomanPSMT
    /Times-Roman
    /Trebuchet-BoldItalic
    /TrebuchetMS
    /TrebuchetMS-Bold
    /TrebuchetMS-Italic
    /Tunga-Regular
    /Verdana
    /Verdana-Bold
    /Verdana-BoldItalic
    /Verdana-Italic
    /Vrinda
    /Webdings
    /Wingdings2
    /Wingdings3
    /Wingdings-Regular
    /ZapfChanceryITCbyBT-MediumItal
    /ZWAdobeF
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 200
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages false
  /ColorImageDownsampleType /Average
  /ColorImageResolution 300
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages false
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /ColorImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 200
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages false
  /GrayImageDownsampleType /Average
  /GrayImageResolution 300
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages false
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /GrayImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 400
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages false
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 600
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /CreateJDFFile false
  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e55464e1a65876863768467e5770b548c62535370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc666e901a554652d965874ef6768467e5770b548c52175370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000650067006e006500720020007300690067002000740069006c00200064006500740061006c006a006500720065007400200073006b00e60072006d007600690073006e0069006e00670020006f00670020007500640073006b007200690076006e0069006e006700200061006600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200075006d002000650069006e00650020007a0075007600650072006c00e40073007300690067006500200041006e007a006500690067006500200075006e00640020004100750073006700610062006500200076006f006e00200047006500730063006800e40066007400730064006f006b0075006d0065006e00740065006e0020007a0075002000650072007a00690065006c0065006e002e00200044006900650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000520065006100640065007200200035002e003000200075006e00640020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f0073002000640065002000410064006f00620065002000500044004600200061006400650063007500610064006f007300200070006100720061002000760069007300750061006c0069007a00610063006900f3006e0020006500200069006d0070007200650073006900f3006e00200064006500200063006f006e006600690061006e007a006100200064006500200064006f00630075006d0065006e0074006f007300200063006f006d00650072006300690061006c00650073002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f006200650020005000440046002000700072006f00660065007300730069006f006e006e0065006c007300200066006900610062006c0065007300200070006f007500720020006c0061002000760069007300750061006c00690073006100740069006f006e0020006500740020006c00270069006d007000720065007300730069006f006e002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA (Utilizzare queste impostazioni per creare documenti Adobe PDF adatti per visualizzare e stampare documenti aziendali in modo affidabile. I documenti PDF creati possono essere aperti con Acrobat e Adobe Reader 5.0 e versioni successive.)
    /JPN <FEFF30d330b830cd30b9658766f8306e8868793a304a3088307353705237306b90693057305f002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a3067306f30d530a930f330c8306e57cb30818fbc307f3092884c3044307e30593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020be44c988b2c8c2a40020bb38c11cb97c0020c548c815c801c73cb85c0020bcf4ace00020c778c1c4d558b2940020b3700020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken waarmee zakelijke documenten betrouwbaar kunnen worden weergegeven en afgedrukt. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d002000650072002000650067006e0065007400200066006f00720020007000e5006c006900740065006c006900670020007600690073006e0069006e00670020006f00670020007500740073006b007200690066007400200061007600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f00620065002000500044004600200061006400650071007500610064006f00730020007000610072006100200061002000760069007300750061006c0069007a006100e700e3006f002000650020006100200069006d0070007200650073007300e3006f00200063006f006e0066006900e1007600650069007300200064006500200064006f00630075006d0065006e0074006f007300200063006f006d0065007200630069006100690073002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f0074002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002c0020006a006f0074006b006100200073006f0070006900760061007400200079007200690074007900730061007300690061006b00690072006a006f006a0065006e0020006c0075006f00740065007400740061007600610061006e0020006e00e400790074007400e4006d0069007300650065006e0020006a0061002000740075006c006f007300740061006d0069007300650065006e002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d00200070006100730073006100720020006600f60072002000740069006c006c006600f60072006c00690074006c006900670020007600690073006e0069006e00670020006f006300680020007500740073006b007200690066007400650072002000610076002000610066006600e4007200730064006f006b0075006d0065006e0074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Use these settings to create PDFs that match the "Recommended"  settings for PDF Specification 4.01)
  >>
>> setdistillerparams
<<
  /HWResolution [600 600]
  /PageSize [612.000 792.000]
>> setpagedevice


