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Abstract—Foundation models are used to train a broad system
of general data to build adaptations to new bottlenecks. Typically,
they contain hundreds of billions of hyperparameters that have
been trained with hundreds of gigabytes of data. However, this
type of black-box vulnerability places foundation models at risk
of data poisoning attacks that are designed to pass on misinfor-
mation or purposely introduce machine bias. Moreover, ordinary
researchers have not been able to completely participate due to
the rise in deployment standards. This study introduces the the-
oretical framework of scenarios engineering (SE) for building
accessible and reliable foundation models in metaverse, namely,
“SE-enabled foundation models in metaverse.” Particularly, the
research framework comprises a six-layer architecture (infras-
tructure layer, operation layer, knowledge layer, intelligence layer,
management layer, and interaction layer), which can provide con-
trollability, trustworthiness, and interactivity for the foundation
models in metaverse. This creates closed-loop, virtual–real, and
human–machine environments that provides the best indices and
goals for the foundation models, which allows us to fully validate
and calibrate the corresponding models. Then, examples of use
cases from the automotive industry are listed to provide trans-
parency on the possible use and benefits of our approach. Finally,
the open research topics of related frameworks are discussed.

Index Terms—Foundation models, knowledge automation,
management, metaverse, parallel intelligence, scenarios engineer-
ing (SE).
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I. INTRODUCTION

CURRENTLY, with the rise of foundation models includ-
ing BERT [1], GPT-3 [2], as well as DALL-E [3],

artificial intelligence (AI) is undergoing a paradigm shift.
Foundation models [4] in AI are algorithms that usually trained
on large-scale datasets, which have great capacity and can be
transferred into various downstream tasks. With the creation
of new technologies, the foundation models and their values
and drawbacks need to be understood to effectively implement
deployment in real-world scenarios.

As seen in Fig. 1, foundation models provide the poten-
tial benefits of combining all the pertinent data in a domain
and customizing tasks across numerous modes. A variety
of downstream tasks can subsequently be accommodated
using this single model. Because of this property, the foun-
dation models can be readily included into a variety of
actual applications of intelligent systems that have signifi-
cant human impact. The utilization of huge datasets and more
expensive computations by foundation models to enhance
performance across several sectors is widely known. But
each coin has two sides. Although foundation models have
advanced greatly in recent years, there are still numerous
obstacles to overcome. First, it is possible that all AI systems
will share the negative biases of a few foundational mod-
els. Second, we do not have a clear framework for assessing
how well they function, when they breakdown, and what
they can even do. Third, foundation models could have
other negative impacts, particularly from a human, social
and environmental perspective. In summary, resource-driven
foundation models lead to most people not being able to
participate in the fullest way. Additionally, deep models are
widely regraded as black-box and the working mechanisms
can hardly be interpreted. Hence, we present the frame-
work of “scenario engineering-enabled foundation models in
metaverse (SEEFMM).” Scenarios engineering (SE) [5], [6]
represents the visibility, interpretability, and reliability of a
human toward the working of intelligent systems, and it serves
to realize trustworthy AIs. This framework guarantees that
the internal parameters of the system being tested are at
reasonable levels and transforms the AI from feature-based
items, operations, and technologies to scenario-based intelli-
gent ecosystem. To improve the controllability, interactivity,
accessibility, and reliability of the foundation models, we com-
bine SE with the metaverse, which greatly helps foundation
models to depict promising application prospects in real-world
scenarios. Furthermore, we present examples of use cases from
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Fig. 1. Foundation models have prospective advantages of fusing all the relevant information from various modalities, and adapting tasks across multiple
modes. From left to right: data is collected and labeled by experts, the corresponding multimodal data, foundation models, and the examples of downstream
tasks.

Fig. 2. Industrial revolution is changing how we live, work, and communicate.

the automotive industry to show how our approach can be used
and what benefits it can provide.

Industries are fundamental and essential to the economy
of any region. They use possible operations to process and
transform natural products (raw materials) into other finished
and semi-finished products. The history of industries can be
divided into four great moments or revolutions, which mainly
stemmed from major breakthroughs in advanced technology
or energy (see Fig. 2). For instance, the discovery of coal,
electricity and oil made industry go through Industry 1.0
and 2.0. The Industry 3.0 and 4.0 use data, information,
and communications technologies in the production chain,

through concepts, such as machine learning [7], virtual real-
ity (VR) [8], digital twin (DT), big data, Internet of Things
(IoT) [9], robotics, etc. The main objective is to achieve high
levels of automation and information integration across differ-
ent sectors. However, the previous technologies can only be
applied to limited and simple industrial scenarios. For instance,
machine-learning-based methods are mostly used in computer
vision (CV) or natural language processing (NLP), where each
algorithm can only handle one industrial task, such as anomaly
detection [10] and question & answer [11]. Currently, these
algorithms excessively pursue state-of-the-art performance for
academic purposes at the expense of practicality. Moreover,
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the digital world is based on a prerecorded environment that
limits opportunities to gain experience in the real world.
Hence, a natural question arises: are there any novel ways
to use these advanced technologies more effectively in indus-
trial scenarios? The SEEFMM methodology is expected to
solve industrial problems by integrating cyberspace, physical
space, AI, human intelligence, and social intelligence. In other
words, this method can constantly promote the development
of industries toward intelligence [12], information [13], and
socialization [14].

This study aims to provide a thorough review of SEEFMM
research, covering related work, the fundamental framework,
examples of industrial use, unresolved research questions, etc.
Three main contributions are as follows.

First, we present a novel framework of SEEFMM, the
research framework comprises six layers of architecture that
assist and support the data, design, validation, and interaction
for the foundation models. For instance, the intelligence layer
provides the best indices and goals for foundation models, and
the management layer provides a closed-loop environment to
validate and calibrate the foundation models in metaverse.

Second, using staff training, product appearance design and
development, and quality control as examples, the possible
use and benefits of our proposed framework in the automotive
industry are described.

Third, we provide some open research topics for the
proposed framework (e.g., domain diversity, source accessibil-
ity, ethical challenges, and protection against attacks) to further
develop the related community.

The remainder of this essay is structured as follows.
Section II reviews works that are connected to learning-
based models, industrial cyber–physical systems (ICPSs) and
cyber–physical–social systems. In Section III, the SEEFMM
architecture is described in detail, and in Section IV, many
common application cases for the automobile sector are pro-
vided. Section V lists a number of active framework-related
research questions. In Section VI, a conclusion is reached.

II. RELATED WORKS

A. Learning-Based Models and Foundation Models

Machine learning, which builds predictive models on sample
data (known as training) and uses those models to make future
predictions or judgments, powers the majority of AI systems in
use today. Typically, the data is acquired through feature engi-
neering and determines the upper limit of machine learning.
It is worth noting that the “handcrafted features” were com-
monly used with “traditional” machine learning approaches.
For instance, CV often uses SIFT [15], HOG [16], SURF [17]
and ORB [18] methods to extract useful features from data.
NLP uses TF-IDF [19], One-Hot [20], and Word2Vec [21]
methods to learn semantic knowledge, so that the models can
understand text information.

Deep learning [22] is one of the most popular approaches
to construct representations for various inputs in machine
learning methods, which ignores handcraft features and uses
neural networks to automatically learn the embedding. The
“feature engineering” approach was the dominant approach

till recently when deep learning techniques started [23], [24],
[25], [26] demonstrating recognition performance better than
the carefully handcrafted feature detectors. Larger datasets,
more computation and deep neural networks enable deep
learning to achieve better performance on standard bench-
marks [27]. In deep learning, the convolutional neural network
(CNN) [28] and recurrent neural network (RNN) [29] are
more efficient feature extraction schemes, which are most
commonly used to analyze visual imagery and time series
prediction. After that, different neural network architectures
(AlexNet [30] and ResNet [31], etc) achieved the best state-
of-the-art performance in series for ImageNet competition.

The term “foundation model” [4] coined by The Stanford
Institute for human-centered AI’s (HAI) refers to “any model
that is trained on broad data (often using self-supervision at
scale) that can be adapted (e.g., fine-tuned) to a wide range
of downstream tasks.” Since foundation models are usually
trained and saved on big data, sufficient computing source
and deep neural networks, they have some unique character-
istics. For instance, the cost of building foundation models
will keep increasing due to their resource-intensive nature. As
a result, research into building foundation models is led by
big tech companies. Huawei presented [32] PanGu, a class
of massively scalable autoregressive language models with up
to 100 billion parameters. Google researchers have scaled up
their newly proposed Switch Transformer language model to a
whopping 1.6 trillion parameters while keeping computational
costs under control. The Facebook AI Research team’s FLAVA
model [33], which targets language, vision, and their combina-
tion, performed impressively on the 35th task across the vision,
language, and multimodal domains. Microsoft research team
proposed [34] BEiT-3 which develops an advanced multimodal
foundation model for vision-language tasks.

B. Industrial Cyber–Physical Systems and
Cyber–Physical–Social Systems

For several decades, ICPSs and cyber–physical–social
systems (CPSS) have been a highly researched topic.
Researchers have proposed numerous methods for ICPS and
CPSS. The related works are comprehensively reviewed in this
section. Initially, ICPS [35] were designed to study industrial
activities as simulation experiments. The idea of (Cyber–
Physical modeling and simulation) CPMS and a reference
architecture built on it were discussed by Oks et al. [36] for
creating industrial CPS demos. Kravets et al. [37] provided
practical examples of creating virtual ICPS objects and showed
both vertical links between modeling levels and their horizon-
tal linkages with related technologies and real-world objects.
Tao et al. [38] introduced TrustData, which is a scheme for
high quality data collection for event detection in ICPS and
is referred to as the “trustworthy and secured data collection”
scheme.

As the ICPS authenticity is increasing, it is being increas-
ingly used to solve practical industrial intelligence problems.
Li et al. [39] proposed DeepFed to develop deep learning
models under federated scheme, which can detect the threats
from cyber space in industrial CPSs. A few-shot learning



LI et al.: NOVEL SE METHODOLOGY FOR FOUNDATION MODELS IN METAVERSE 2151

Fig. 3. Examples of the operation process of SE. Left: Apollo simulators at mission control in Houston. The Lunar module simulator is in the foreground
in green, the command module simulator is at the rear of the photograph in brown. Middle: The rendering engine within Waymo SimulationCIty enables the
Waymo rriver engineering team to test routes. Right: The Virtual KITTI dataset.

model with a Siamese CNN (FSL-SCNN) was suggested
by Zhou et al. [40] to address the over-fitting problem and
improve the precision for intelligent anomaly detection in
industrial CPS. In order to achieve dynamic synchronization
between a physical manufacturing system and its virtual rep-
resentation, Zhou et al. [41] concentrated on a small item
detection model for DTs, aiming to realize the dynamic syn-
chronization between a physical manufacturing system and its
virtual representation.

As mentioned above, the term CPS was used to describe
intelligent systems [42] characterized by a tight integration
among computation, communication, and control in their oper-
ations and environments. In the next industrial revolution, the
concept of CPSS involving human and social factors was
introduced by Wang et al. [43], [44] for the effective and
efficient operations of those systems. In CPSS, the cooper-
ation among humans, devices, and society is advocated, such
as human–device cooperation [45], device–device cooperation,
and society–human–device relationships. The SE, foundation
models, big data, AI, VR, and augmented reality (AR) are the
supporting technologies of industrial metaverses.

III. DETAILED IMPLEMENTATION OF

SEEFMM FRAMEWORK

A. Brief Introduction to SE

Over the past few years, machine learning or deep learn-
ing has slowly taken the world by storm. Whether it is the
industry or the corporate sector, you can find all kinds of
data-driven models. In general, we usually collect raw data
from different scenarios, and then the algorithms can use the
labeled data to effectively predict future results, which is called
feature engineering. The foundation of feature engineering
includes ideating, selecting, and creating useful features in
your datasets, helping identify connections, correlations, and
patterns to explore using a machine learning model. However,
feature engineering is essential for getting the most value out
of your precious data, but all manual operations (e.g., col-
lection, annotation, and analysis) are time consuming, labor
intensive, and error prone. In addition, even if expert knowl-
edge is essential to interpret data relevant to a specific context,

it can also have domain bias effects. Therefore, it is neces-
sary for us to find more advanced theories to make up for the
defects brought by feature engineering.

Scenarios can be understood in different ways, either as
a sequence of activities or as a branching structure of those
activities. Furthermore, a scenario can be concrete or abstract,
which means it can be real [46], virtual, parallel [47], or
various intermediaries. SE is defined as the integrated reflec-
tion of the scenarios and activities within a certain temporal
and spatial range, where all actionable complex systems are
encouraged to complete the design, certification and verifica-
tion. It aims at shaping complex systems in forms that are more
relevant to the underlying scenario that needs to be learned
and tested. Specifically, SE can be used throughout the life-
cycle of complex systems to clarify the operation processes;
to set goals (or index) for both experts and complex systems;
to determine suitable model parameters after system testing; to
provide a certification that issued by a third party; to vali-
date user requirements before system specification begins; and
to evaluate system design, performance, and function. Next,
we take Apollo 13 and autonomous driving simulation test-
ing as examples to introduce the operation process of SE, as
illustrated in Fig. 3.

1) Scenarios Engineering in Physical Space: After the
launch of Apollo 13 [48] in 1970, no one could have predicted
the fight for survival as the oxygen tanks exploded early into
the mission. In the history of our species, we have never faced
this kind of trouble so far from home (200 000 miles away).
NASA have many problems that were needed to be solved to
bring the crew safely home; several of them were solved via
SE in physical space.

NASA used 15 simulators to train astronauts and mission
controllers in every aspect of the mission, including multiple
failure scenarios, such as diagnosing and solving problems
with physical assets that do not require direct human inter-
vention. Fig. 3 displays the Apollo simulators at mission
control in Houston, USA. After the explosion, mission control
immediately dispatched the backup astronauts to practice the
maneuvers on the simulators, which were modified to repli-
cate the latest physical configuration of the spacecraft. Since
mission control did not have an oxygen tank explosion plan,
they needed to carefully evaluate and repeatedly certify the



2152 IEEE TRANSACTIONS ON SYSTEMS, MAN, AND CYBERNETICS: SYSTEMS, VOL. 53, NO. 4, APRIL 2023

feasibility of the proposed plan on the simulators. Finally,
the astronauts followed the steps of the rescue plan, and they
successfully completed the free return. Although the Apollo
13 rescue mission took place more than 40 years before the
term SE was coined, we think that it remains one of the best
examples of SE in physical space. SE greatly increased the
probability of the safe return of the astronauts to Earth in the
event of spacecraft malfunction.

2) SE-Enabled AI in Cyberspace: Autonomous driving
systems rely on massive amounts of data (perception data or
scenario data) as foundation. From a practical perspective, the
inclusion of CV technology can make autonomous vehicles
safe for passengers. How does CV make autonomous vehicles
reliable and intelligent? For instance, to avoid accidents or col-
lisions while driving, vehicles need to identify various objects,
e.g., pedestrians, other vehicles, and traffic lights. Moreover,
to keep the self-driving car in a specified lane, CV with deep
learning uses segmentation techniques for lane line detec-
tion. Generally, autonomous driving acquire data on location,
road and traffic conditions, terrain, and the number of objects
(pedestrians, cars, trucks, buses, etc.) in the area to ensure safe
driving. These datasets (especially labeled data [49]) are often
used for recognition, detection, segmentation, and other tasks
while driving.

However, publicly available autonomous driving datasets
lack the challenge of critical scenarios, and road testing
is time-consuming and unsafe. Nowadays, techniques asso-
ciated with the construction of virtual scenarios are being
rapidly developed and are playing an important role in
the research of visual intelligence of autonomous driving.
Therefore, to overcome the shortage of real datasets, many
researchers have attempted to solve these problems using
virtual scenarios. For example, Virtual KITTI [50] showed
that virtual datasets can effectively promote visual perception
performance. Additionally, these virtual datasets can be used
to quantitatively test CV algorithms under different critical
scenarios.

In 2017, Waymo [51] proposed the first simulation program
(CarCraft) to train autonomous driving, which has now trav-
eled more than 5 billion miles. Furthermore, they presented
the latest virtual world “Simulation City,” where self-driving
cars can train, test, and validate their software and hardware
systems to ensure that they can handle the challenges of the
open road. To ensure that the simulated environment is rep-
resentative of the real world, Waymo used sensors to obtain
abundant high-quality data from dozens of cities. Moreover,
they are constantly updating the simulated environment based
on this data, regularly incorporating minor subtleties into the
simulation.

Apollo simulators and Simulation City are different in many
ways. First, Apollo simulators are a combination of software
and hardware platforms, while Simulation City presents sim-
ulation scenarios defined entirely by software. In other words,
the Apollo simulators need more researchers, money, and
resources to focus on revolutionary industries than Simulation
City. However, Simulation City may not be completely com-
patible with the physical world, which poses potential prob-
lems for the application of autonomous driving tasks in real

scenarios. Second, the Apollo simulators need to consider
human involvement and intervention. That is, the scheme is
similar to human–machine hybrid intelligence, which is an
organizational form stemming from the interaction of human,
machine, and environmental systems. Third, for the Apollo
simulators, upgrading the existing equipment is often diffi-
cult. In contrast, since sensors sustainably collect information,
Simulation City can be regularly estimated and updated.

B. Description of SE-Enabled Foundation Models in
Metaverse

It is worth noting that the above two simulators illustrate the
importance of the combination of hardware devices and soft-
ware platforms. The developers of Simulation City highlighted
that VR is another technological concept that has an ability to
take AI processes to new heights. Several landmark technolog-
ical trends, such as foundation models, 6G, DTs, Internet of
Everythings (IoE), CPSS, cobots, edge computing (EC), and
blockchain, have been integrated with SE to improve the intel-
ligence and personalization of the corresponding applications.
The advantages of previous research and landmark technolog-
ical trends inspired the design for the theoretically plausible
SEEFMM framework. This framework is based on several
previous studies. Schuldt [52] modeled a three-dimensional
(3-D) model, dividing the industry scenario into business,
functional, information, communication, integration, and asset
layers with information interaction among layers. In their
model, complex projects are split into clusters of manage-
able parts. Wang et al. [53] proposed the framework of
smart contract scenarios, employing a multilayer architecture,
comprising infrastructures, contracts, operations, intelligence,
manifestations, and applications layers. Qin et al. [54] dis-
cussed key technologies of Industry 5.0, including EC, DT,
collaborative robots, IoE, big data analytics, blockchain, and
future 6G systems and beyond. Subsequently, we divide the
SEEFMM framework into six layers: including, infrastruc-
ture, operation, knowledge, intelligence, management, and
interaction layers, as shown in Fig. 4. The layer details are
as follows.

1) Infrastructure Layer: The infrastructure layer encapsu-
lates all the infrastructures that support SE and additional
conditions, including the hardware environment, software
development environment (SDE), and execution environment.
Specifically, these infrastructures are not independent, and an
ideal organization will influence the patterns and attributes
of SE.

The hardware environments refer to all scenarios-related
hardware, including but not limited to instruments, gauges,
sensors, computers, buildings, machines, devices, stereoscopic
display, VR-Platform, and networks. Hardware denotes any
object or part of an object that can be analyzed with the
laws of physics. For instance, an excavator or a machine in a
factory can both be considered as hardware. Everything out-
side the system is called the environment, which is ignored
in the analysis, except for its effects on the system. SDE
denotes the collection of hardware and software tools a system
developer uses to build software systems. In our cases, SDE
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Fig. 4. Six levels of hierarchical representation of the SEEFMM framework. Best viewed with zooming.

offers a logical environment wherein software and potentially
hardware components interact to simulate an entire system or
subsystem, in contrast to simulations [55] that allow only indi-
vidual processes. For instance, the DT technology uses digital
models for the manufacturing process, production facilities,
and customer experience. The infrastructure layer essentially
aims to rapidly increase the performance through collaboration
between humans and machines. The execution environments
can enhance the human–machine collaboration by assigning
repetitive and monotonous tasks to the robots/machines and
the tasks that need critical thinking to the humans. The exe-
cution is driven by humans, and its primary characteristic is
to construct intelligent scenarios in a loop. Special focus is
placed on identifying definitions and characteristics of CPSS
and how the society and human aspects are integrated in the
current research trends.

2) Operation Layer: The operation layer contains the man-
agement software that manages hardware environments, SDEs,
and execution environments and provides common services
for SE programs, including the organizational technology,
coordinating technology, and execution technology, namely,

OCE technology. Usually, the operation layer is the closest to
the infrastructure layer. It mainly completes the acquisition,
scheduling, and allocation of resources, such as collecting,
storing, and protecting information, as well as coordinating
and controlling concurrent activities and many other tasks.
This layer mainly aims to improve the SE reliability through
new technologies [56], such as federated ecology, federated
data, blockchain intelligence, smart contracts, decentralized
autonomous organizations (DAOs) [57], and decentralized
autonomous societies (DASs), which greatly facilitate the
deployment of foundation models tasks.

3) Knowledge Layer: The knowledge layer mainly
includes four aspects: 1) connecting and processing unit;
2) knowledge bases; 3) expert experience; and 4) knowledge
modeling. Therefore, this layer can be viewed as the knowl-
edge automation of SE. In the new intelligent era, the cyber
space, physical space, and social space will be integrated
seamlessly, and the knowledge automation is the technical
foundation. The basic elements of the knowledge layer
are used to collect real knowledge “small data” from real
scenarios. In the physical world, researchers usually combine
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mathematical models [58] based on “big laws” (Newton’s
laws) with “small data (physical data)” to describe and
analyze complex systems. The traditional analysis methods
will yield the objective phenomenon of “modeling gap.” For
instance, “small data” are input to software-defined scenarios
(or models), and abundant of “big data” are automatically
generated by analyzing and absorbing the main physical
characteristics of the scenarios. However, complex systems,
especially the ones with societies and humans in the loop,
are usually driven by Merton’s law. To solve this problem,
knowledge automation is used to generate large cyber
data from small physical data (considering the human and
social factors) and transform the large cyber data into deep
intelligence for scenario-specific problems. The objective of
software-defined model

ζ (E1, E2, G1, G2, D1, D2)

= λv(ζvae(E1, G1) + ζvae(E2, G2))

+ λa(ζadv(E2, G1, D1) + ζadv(E1, G2, D2))

+ λc
(
ζcyc(E1, G1, E2, G2) + ζcyc(E2, G2, E1, G1)

)
(1)

where ζvae, ζadv, and ζcyc are variational autoencoder loss,
adversarial loss and cycle-consistency loss. E1, E2, G1, G2,
and D1, D2 are encoders, decoders, and discriminators. λv, λa,
and λc are weights that control the importance of variational
training, adversarial training and cycle-reconstruction terms,
respectively.

4) Intelligence Layer: The intelligence layer encapsulates
the infrastructures of “6I” [59], including cognitive intelli-
gence, parallel intelligence, cryto intelligence, federated intel-
ligence [60], social intelligence, and ecological intelligence.
These elements provide intelligent standards for foundation
models in different scenarios. Subsequently, the proposed sce-
narios will have a high degree of intelligence. We evaluate all
foundation models using the “6I” indices (safety index, secu-
rity index, sustainability index, sensitivity index, service index,
and smartness index) for “6S” goals (safety, security, sustain-
ability, sensitivity, service, and smartness). The intelligence
layer enables these scenarios to have social capabilities, such
as task collaborative selection, communication, and mutual
negotiation. Traditional feature engineering can only provide
limited intelligence to foundation models; thus, they are lim-
ited to performing specific tasks in a limited scope. In contrast,
SE can transform foundation models from feature-based ele-
ments to scenario-based intelligent ecology and can achieve
the “6S” goal to realize the safety and sustainability of intel-
ligent systems. For instance, parallel intelligence can simulate
driving behaviors, allowing foundation models to be safely and
sustainability trained and tested in critical scenarios. Note that
each intelligence is affected by other indices, but one index
or goal is considered dominant. Therefore, the corresponding
indices must be designed according to the specific applications.

5) Management Layer: As stated above, the intelligence
layer provides a comprehensive evaluation intelligence, index,
and goal for foundation models in SE. The management
layer comprises various management, evaluation, and testing
mechanisms, including parallel management, calibration and
certification (C&C), and verification and validation (V&V).

These multidimensional evaluation indices can be used to
guide and develop intelligent and trustworthy foundation mod-
els in metaverse. The scenario-based approach is considered
a promising way for achieving intelligent management. Thus,
we first divide the scenarios into different cases. More impor-
tantly, these different cases utilize the parallel management
method to capture critical scenarios (with key scenario param-
eters) for system design, safety analysis, C&C, and V&V, with
a potential risk of harm. Here, calibration refers to the iden-
tification of suitable values for model parameters so that the
internal dynamics best fit reality. If good calibration results
are obtained, the internal parameters of the system are proven
to be at a reasonable level. Next, the management layer uses
blockchains and nonfungible token [61] (NFT) to issue certi-
fications for third-party checks. In SE, C&C is the process of
checking the overall performance of the managed methods and
devices. In the post-development phase, V&V checks whether
the management system has correctly achieved performance
and functionality. Particularly, verification is a process wherein
the product, service, and management system continuously
meet practical requirements or specifications, and validation
procedures involve regular critical tests to ensure that the prod-
uct or management functions meet customer requirements. The
calibration of SE can be represented as

θ∗ = argmin
θ

K∑

t=1

[
y(t, θ) − ŷ(t)

]T · V · [
y(t, θ) − ŷ(t)

]
(2)

where y(t, θ) = [ y1(t, θ) · · · yn(t, θ) ]T and ŷ(t) =
[ ŷ1(t) · · · ŷn(t) ]T are the intermediate outputs of modules
or components for test systems and elaborate scenarios in time
step t. The positive symmetric matrix V represents the impor-
tance of each output. Clearly, the objective here is quadratic
distance but it can be easily extended to other metrics as well.

6) Interaction Layer: The interaction layer defines the way
in which humans interact with the system as well as the nature
of the inputs and outputs that the system accepts and produces.
The interaction layer includes interdisciplinary fields, such
as VR, human–computer interaction, cognitive psychology,
human factors, and cognitive science. Here, human–computer
interface and AR provide researchers with various functions,
including temperature, light intensity, object contour empha-
sis, thermal, and 3-D map, etc. These functions help humans,
foundation models, and devices function together in concrete
scenarios. In this layer, the human–machine interface is a very
important part, and the improper design may lead to seri-
ous problems. For instance, a classic example is the Three
Mile Island nuclear meltdown accident, where a misdesigned
human–machine interface was partly to blame. Scientifically,
human–computer interactions and AR are attempts to imple-
ment CPSS, with the goal of enabling the closed-loop virtual–
real or human–machine interactions and feedback. With the
advances in computer graphics, VR, programming languages,
cognitive psychology, industrial design discipline, human fac-
tors, and cognitive science, a deep and solid theoretical and
societal foundation is provided for human–computer interac-
tions in metaverse.
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This section proposes a theoretical framework SEEFMM
for foundation models research in metaverse. The strengths
of SEEFMM include: 1) we can construct simulators and
automatically generate controllable simulated data; 2) the
framework provides the best indices and goals for foundation
models; and 3) the foundation model can be validated and
calibrated in closed-loop, virtual–real, and human–machine
environments.

IV. INDUSTRIAL APPLICATION CASES OF SEEFMM

The research of foundation models has advanced in the
last few years. On the human side, decision makers imme-
diately want to see the business value after a new technology
has been implemented, like foundation models because of the
mass changes that are caused by it. Based on the SEEFMM
framework, a combined hardware and software solution called
industrial metaverse is created to add to our industry-leading
foundation model design tools, and some specific examples
are provided. Next, the specific method and technical details
for the industrial application cases of SEEFMM are provided.

A. Technical Details for SEEFMM in Industrial Metaverse

1) Generate Critical Scenarios: Advanced high-quality
industrial data enables state-of-the-art foundation models and
software to well train, reason, and produce. Statistical realism
in simulated industrial scenarios can be ensured by creat-
ing realistic conditions for industrial production technology.
Therefore, to construct realistic simulation of industrial sce-
narios, the best infrastructure needs to be built that acquires
information from sensors (monitoring sensors, image sen-
sors, biochemical sensors, etc.), 5G, stereoscopic display,
VR-Platform, and IoT. Additionally, the implementation of
new technologies in the operation layer, such as OCE, DAO,
and DAS, enables our framework to automatically generate
critical scenarios [62] and collect large amounts of local data.
Therefore, industrial scenarios can provide real or simulated
local data, greatly facilitating the deployment of foundation
models tasks. Therefore, if a worker finds a crack in a boiler
in a New York at night, we can recreate it in Beijing or any-
where on simulation industrial scenarios, and we can even
simulate other minute details, such as the dimming light and
temperature variation. We can then train the algorithm with
local data samples (held in multiple scattered edge servers).

2) Indices and Goals: Every major task of our foun-
dation models, whether it is perception, semantic under-
standing, sentiment analysis, information extraction, behavior
prediction, instruction following, or planning, leverages pow-
erful learning-based models that benefit from our trustable
knowledge and reliable intelligence layer. Our knowledge layer
is based on knowledge automation research, and we are con-
tributing to the industrial research community through our
large cyber data initiative, which we are constantly expand-
ing to include new data and new intelligences in several key
areas of research ranging from perception to prediction, safety,
security, sustainability, and society.

As foundation models are pervasively applied in high-risk
industry fields, some intelligence flaws could be magnified

and could cause harm. If English speakers with strong accents
cannot reliably use speech recognition technology, machines
will not be able to get correct voice commands. We are con-
tinuously innovating and pushing the index and goals of the
best foundation models and incorporating those advances into
our production stack to handle the complexities of industrial
scenarios.

3) Compounding Human Experience With AI Tech Stack:
Since we operate in multiple environments, from coal to
steel, machinery, and chemicals, we collate human experi-
ences to create a robust generalizable AI tech. With the
help of the management and interaction layers, foundation
models can provide real-time machine information to people
with interactive devices. This means that our framework can
enhance the quality of the entire industrial life cycle by apply-
ing different task assignments. Particularly, Bellalouna [63]
presented a dynamic section view function that creates cross
sections through the gearbox to display the state of the interior
assembly and parts in 3-D space. If an engineer is equipped
with a human–computer platform and temperature, humidity,
and pressure sensors, which transmit data via an IoT device to
the foundation models in real time, the engineer will receive
all the information from certified and validated foundation
models. Moreover, they will be able to follow the life-cycle
production process from different perspectives. This feature
provides valuable support to maintenance engineers during
transmission reconfiguration.

B. Industrial Application Cases of SEEFMM

To elucidate the possible use and advantages of our frame-
work that are decisive for strategic planning, examples of
automotive industry metaverse use cases are provided (see in
Fig. 5). Note that the foundation models are pretrained, cali-
brated, and validated on multimodal data generated by various
sources (real or virtual scenarios) in the automotive ecosystem.

1) Staff Training: Metaverse in the automotive industry can
be used to create virtual–real environments that allow workers
to practice their job skills. Foundation models enable various
staff training tasks in the automotive staff training indus-
try when fine-tuned on multimodal data in the downstream
tasks (e.g., question and answering and information extrac-
tion). Through metaverse-related advanced technology, staff
(wearing AR glasses) can assemble a vehicle, break down its
essential parts for study, and master prototyping. Using foun-
dation models (applied for maintenance, repair, and assembly
in downstream tasks), multisensual learning contents (visual,
auditory, and kinesthetic models) enable high immersion into
the learning scenery. For instance, instructions for performing
maintenance activities are displayed to the user, and the user
can also directly communicate with the foundation models to
obtain correct assembly techniques. Importantly, the founda-
tion models correct employee mistakes in a timely manner.
Thus, the staff training process is reliant rely on both the
employee and the foundation models to do all the work, num-
ber of trainers is reduced, waiting times are minimized, and
machine availability is increased.
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Fig. 5. Examples of using our framework in the automotive industry. Left: Staff training (maintenance, repair and assembly downstream tasks). Middle:
Product appearance design and development (realistic images generated by the ERNIE-ViLG model [64] in cyberspace from a text description). Right: Quality
control.

2) Product Appearance Design and Development: In the
product appearance development process, foundation models
and interaction layer are used for the interactive visualiza-
tion of the design of technical systems. Visualization or visual
thinking is a type of perception that designers can learn from.
Particularly, visualization is the mental imagery that is created
using our imagination. With the advancement of the education
system, designers usually receive formal design education in
universities, which helps improve the quality and speed of
product design. However, the rules of design education limit
the imagination of people, leading to a lack of personalization
in products. Foundation models and interaction layer are a
human-centric design solution where the art robot and human
language collaborate with human decisions to enable personal-
izable autonomous design and development through metaverse
social networks. For instance, foundation models can create
original and realistic images and art in cyberspace from a text
description, as shown in Fig. 5. These realistic images are gen-
erated by ERNIE-ViLG model [64], which combine different
concepts, attributes, and styles. The foundation models aim to
allow machines to replace people so that the machines can
provide enough space for the human imagination to accom-
plish the design tasks. Additionally, AR design allows us to
input our thoughts onto a screen and fully display them in the
real world. Unsurprisingly, foundation-model-powered graphic
generators combined with human intelligence that can create
original works of product have been fabricated.

3) Quality Control: Foundation models assisting quality
control [65] have the potential to become a standard in meta-
verse for performing various quality control tasks. Foundation
models and metaverse-related advanced technologies provide
contactless assistance in use-cases where workers need to
visually inspect products. In the traditional AI development
process, a series of steps, such as model selection, data
processing, model optimization, and model iteration, are inde-
pendently completed for each scenario. This process tends to
often be inefficient due to the differences in the debugging

methods for each task. Foundation models are usually pre-
trained with very-large-scale defect data at various stages;
thus, they can well judge the subtle differences of products,
which improves their quality control ability. For instance,
when vehicle molds come out of the steel furnace with the
unbearable heat for human beings, visual models can be used
to detect more than 1000 types of cracks on vehicle surfaces in
batches. Therefore, employees can focus on multiple specific
decision-making quality control tasks in a more comfortable
environment and step-by-step complete the tasks without refer-
ring to paper-based instructions. In other words, foundation
models perform repetitive and monotonous tasks of quality
control in harsh environments and humans perform the tasks
that need critical.

V. OPEN RESEARCH TOPICS

As an emerging technology, our proposed framework shows
raw potential, but is still in its early stages. Based on the
proposed framework, this section presents open research topics
in this area.

A. Domain Diversity

Our framework builds on decades of research and advanced
in AI, intelligent science, instruments, optimization, network
engineering, software engineering, computer graphics, VR,
and other fields. Most of these contributions stem from the best
science and engineering research laboratories [66]. In fact, the
Internet, globalization, and digital platforms have changed our
lives and crossed the borders of countries and customs. Owing
to the Internet and social media, connecting with anybody
in the world, living in a different culture, living in a differ-
ent social context, living with different social norms, living
with different habits, and speaking a different language have
become easy. We believe that subject domain diversity could
play a vital role in the development of our framework to facil-
itate the development of the industrial scenario. Therefore, we
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need to assemble scientists, workers, engineers, ethicists, legal
scholars, and others to obtain useful suggestions for improving
our frameworks.

B. Source Accessibility

We are currently in an era where the data, computations,
and algorithms that are absolutely necessary to make small
models a reality are abundant. However, similar to the early
days of computer technology, the use of our framework is lim-
ited to a small number of industrial developers [67]. This is
because the most popular foundation models and correspond-
ing datasets or other metaverse-related advanced technologies
have not been released or are not easily accessible to more
academia researchers. We can expect that the development of
SE and metaverse for foundation models will lead to incredible
growth in almost every industry and it offers new hopes for the
future. However, the research will rapidly grow only if more
people participate in it. Therefore, governments, businesses,
and universities are working closely together to promote pub-
lic infrastructure, personnel training, and industry services to
address current resource access issues.

C. Ethical Challenges

Foundation models, SE, and metaverse are digital tech-
nologies that will significantly impact on the development of
humanity in the near future. They have raised some basic ques-
tions: what should we do with these systems? what should
the systems themselves do [68]? and what ethical challenges
do they involve? Here, our framework faces a comprehen-
sive ethical challenge, including robot ethics, machine ethics,
and AI ethics. Broadly speaking, ethics can be defined as the
discipline dealing with right versus wrong and the moral obli-
gations and duties of entities. However, the new issues that
might arise from the confluence of so many ethical challenges
are unclear. One thing is clear, we need to be cautious, and
new ethics need to be established.

D. Protection Against Attacks

The methods underpinning the best intelligent systems are
systematically vulnerable to cybersecurity attacks. Using these
attacks, adversaries can manipulate the systems to alter their
behavior to serve a malicious end goal. As our framework
is further integrated into critical components of the industry,
these cybersecurity attacks represent an emerging and sys-
tematic vulnerability with the potential of significant effects
on safe production [69]. These attacks can be divided into
multiple parts and require the full attention of the developer.
On the one hand, traditional cyberattacks caused by “bugs”
or human errors in the code can cripple the hardware and
software associated with the metaverse. On the other hand,
as the defects of the foundation models are inherited by all
the adapted models downstream, these defects are vulnerable
and cannot be fixed. Moreover, data can be weaponized in
different ways using these attacks. This requires SE to better
design, calibrate, and validate the foundation models as well
as to change how data is collected, where it is stored, and
when it is used.

VI. CONCLUSION

This study presented a novel framework of SEEFMM. The
framework represented the visibility, observability, and inter-
activity of the collaborative work of human and intelligent
systems and aimed to realize trustworthy foundation models.
With the continuing research of AI and metaverse, foundation
models have become a research hotspot in the SE com-
munity. The virtual–real, controllability, manageability, and
verifiability characteristics of SE enabled foundation models to
complete design, training, calibration, verification, and appli-
cation tasks in metaverse. Specially, the research framework
comprised a six-layer architecture: 1) infrastructure; 2) oper-
ation; 3) knowledge; 4) intelligence; 5) management; and
6) interaction layers. First, the advanced infrastructure and
operation layers enabled the foundation models and software
to better train, reason, and produce. Second, the trustable
knowledge and reliable intelligence layers helped new data and
new intelligence conduct research in several key areas. Third,
the management and interaction layers improved the quality of
the entire life cycle by using a new task assignment method.
Finally, we provided recent examples of the automotive indus-
try metaverse use cases and discussed the open research topics,
providing a path toward further research requirements.
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