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Abstract—The printed circuit boards (PCBs) industry is one of
the fastest-growing industries in recent decades. The PCB man-
ufacturing process is highly complicated and severely affected
by social factors, which makes it very important to conduct
integrated inspection, assuring and improving the production
quality. In this article, we propose an artificial systems, com-
putational experiments, and parallel execution-based integrated
inspection method in cyber–physical–social systems (CPSS) to
realize smart manufacturing. In this inspection system, rather
than simply performing modeling, analysis, and control, we per-
form descriptive intelligence to construct production processes
with limited multimodal information, perform predictive intel-
ligence to conduct defect detection and defect prediction, and
perform prescriptive intelligence to achieve defect diagnosis and
defect management. In this way, our inspection system could
offer a learning and training platform for workers to master
professional inspection skills, provide an experimentation and
evaluation platform for product defect monitoring and early
warnings, and supply guidance about defect management and
control to improve manufacturing processes. For technical imple-
mentation, we leverage a Transformer-based foundation model to
achieve knowledge reasoning and human–computer interaction.
As a result, we provide an innovative solution to cope with the
challenges of quality inspection in current smart manufacturing,
and expect its further applications in the PCB industry.

Index Terms—Artificial systems, computational experiments,
and parallel execution (ACP) method, cyber–physical–social
systems (CPSS), foundation models (FMs), integrated inspection.

I. INTRODUCTION

W ITH the rapid development of the global electronic
information industry, the printed circuit boards (PCBs)
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industry has shown explosive growth. PCB is characterized by
high precision, high product customization, complex manufac-
turing processes, intensive human labor, and high end-of-life
costs [1]. And this fuels the drive for integrated inspection
of the entire PCB manufacturing process and participat-
ing entities, including operators, equipment, materials, and
environments.

However, there are two major problems that hinder the
further development of PCB inspection. The first is current
inspection devices automated optical inspection (AOI) that
simply focus on product defect inspection, ignoring defect
diagnosis. For defect diagnosis, relating defect types to defect
causes could make workers aware of potential problems and
take precautions the error-prone manufacturing processes,
which is very advantageous for manufacturers to improve
product quality and production process. However, defect diag-
nosis highly relies on a holistic knowledge system of the
whole manufacturing process, which is difficult to obtain in
physical PCB systems. The second is, there is a lack of pro-
fessional guidance for inspection workers. In spite of the quite
high detection accuracy of current AOI devices, there is still
a necessity for human workers to complete defects filtering
tasks. However, this work requires professional skills and
consistent judgment, which cannot be conducted nicely and
quickly enough at present.

Therefore, in this article, we propose an artificial systems,
computational experiments, and parallel execution (ACP)-
based integrated inspection [2], [3], [4] method in cyber–
physical–social spaces. In this inspection system, rather than
simply performing modeling, analysis, and control, we per-
form descriptive intelligence to construct the whole PCB
production process with limited multimodal information, and
iteratively optimize the models through physical and cyber
world interactions. For predictive intelligence, based on the
massive data generated in artificial systems, we perform suf-
ficient model training and complete defect detection and
defect prediction. For prescriptive intelligence, we construct
knowledge graphs to build relationships between wrong behav-
iors and defect types, achieve knowledge representation, and
conduct knowledge reasoning for defect diagnosis.

In this way, our inspection system could offer a learning and
training platform for workers to master professional inspection
skills, provide an experimentation and evaluation platform for
product monitoring and early warnings, and supply guidance
about defect management and control to improve manufactur-
ing processes. For knowledge reasoning and human–computer
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Fig. 1. PCB manufacturing process and AOI.

interaction [5], [6] (HCI), we propose a vision–language-task
(ViLT) Transformer-based foundation model (FM) perform
multimodal data fusion, data analysis, and results generation.
Thereby, in addition to defect detection, we could realize
defect prediction, diagnosis, and inspection auxiliary capabil-
ities for integrated inspection, which is an innovative quality
inspection for smart PCB manufacturing.

The main contributions of our proposed integrated inspec-
tion are as follows.

1) We perform an integrated inspection on the entire PCB
manufacturing process in the artificial system, taking
participating entities and social factors into full consid-
eration and provide defect prediction, defect diagnosis,
and defect management guidance for the actual manu-
facturing system.

2) We exploit digital humans to facilitate biological work-
ers as personal assistant to complete skills train-
ing and inspection filtering, thereby improving work
performance, and reducing workload.

3) We propose a ViLT Transformer-based FM to realize
knowledge automation and drive the behavior of digital
workers.

The remainder of this article is organized as follows. In
Section II, we position the related work. In Section III, we
propose the overall framework of integrated inspection and its
three important components. In Section IV, we elaborate on
the key functions of integrated inspection. In Section V, we
describe the technical underpinning of integrated inspection.
In Section VI, we draw a conclusion about this article.

II. RELATED WORK

In this section, we first give a brief introduction to PCB
manufacturing and AOI. Then, we introduce the theoretical
support of our method, ACP and cyber–physical–social system
(CPSS) approach. Finally, we discuss the technical support of
our method, Transformer-based FMs.

A. PCB Manufacturing and AOI

PCBs are laminated sandwich structures of conductive and
insulating layers, which affix electronic components and pro-
vide reliable electrical connections. As the core element in
all electronic units, PCBs are commonly used in consumer
electronics, military applications, medical equipment, etc. In

recent decades, the high demand for consumer electronics like
smartphones has boosted the growth of the PCB industry.

PCBs are characterized by high precision, high product
customization, complex manufacturing processes, intensive
human labor, and high end-of-life costs [1]. The manufactur-
ing process of PCBs involves multiple complicated processes,
and during the manufacturing process of PCB, there may
exist a variety of defects, such as open, short, nick, pin-
hole, and copper. These defects can arise for a variety of
reasons, ranging from operator error to pollutants. And defects
will directly impact the performance of electronic devices.
Therefore, defect detection should be an indispensable process
in the whole production line.

Traditional defect inspection is carried out by human work-
ers. Due to the inefficiency and error-prone shortages of
manual inspection, AOI equipment [7], [8] is designed and
used in manufacturing that largely replaces human labor
in defect defection. AOI is an automated noncontact visual
inspection device, which autonomously scans PCB with cam-
eras, compares collected PCB images with their templates, and
exploits deep neural networks (DNNs)-based defect detection
models [9], [10], [11], and produces detection results. In spite
of current AOI devices, there is still a necessity for human
workers to perform defects filtering task [12], assuring 100%
appearance detection accuracy, as shown in Fig. 1.

B. ACP and CPSS

To model, analyze, and control complex systems, Wang
first proposed the ACP approach [13], [14]. Basically, A
denotes artificial systems for modeling, C denotes compu-
tational experiments for analysis, and P denotes parallel
execution for control. During parallel execution, the models in
the artificial systems are used to guide the physical systems, in
turn, the performance of the physical systems is used as feed-
back for the artificial systems to further optimize the modeling
process.

Wang first proposed CPSS [15], [16], [17] as an exten-
sion of cyber–physical systems (CPS) [18], [19] that inte-
grates human-related social information. Practical complex
systems often involve human behaviors. However, in tradi-
tional “Newton systems,” there is no need to consider human
or social factors. Since the outputs can be precisely predicted
given the inputs. In CPSS-oriented “Merton” societal systems,
human factors, including behavior and mentality must be fully
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considered. Since these factors will definitely influence the
outputs, given the same inputs. Combined with ACP, CPSS
could find solutions with agility, focus, and convergence to
address human-related issues with uncertainty, diversity, and
complexity. Up till now, the combination of ACP and CPSS
has been successfully applied to transportation [20], [21],
agriculture [22], and healthcare [23].

C. Foundation Models

Vaswani et al. first proposed the encoder–decoder
Transformer architecture in 2017 [24] to replace long short-
term memory (LSTM) [25], [26] and recurrent neural network
(RNN) on machine translation tasks. Thanks to the mul-
tiheaded self-attention mechanism [27], [28], Transformers
could draw global dependencies between input and output,
thereby achieving superior performance over existing best
models. Furthermore, based on the Transformer architecture,
Devlin et al. first proposed bidirectional encoder representa-
tions from transformers (BERTs) [29], which is pretrained on
broad unlabeled text, then fine-tuned on task-specific labeled
data. This training mechanism creates state-of-the-art models
for 11 downstream natural language processing (NLP) tasks,
including question answering (QA), language inference, etc.

Inspired by the strong representation of Transformer,
researchers turn their attention to computer vision (CV)
tasks [30]. Abandoning convolutional neural networks
(CNNs), Dosovitskiy et al. [31] split an image into
patches, feed the resulting sequence of vectors to a stan-
dard Transformer encoder, and perform image classification.
Transformers have also been applied to a variety of other CV
tasks, including object detection [32], [33], semantic segmen-
tation [34], etc. Because of the versatility of Transformers,
the concept of FM [35] is proposed, which makes full use
of unlabeled data on Transformers and is adapted to achieve
better performance on downstream tasks. In addition, FM also
achieves strong performance in joint vision-and-language rea-
soning tasks such as visual QA [36], [37], [38] relying on
massive multimodal data.

III. OVERALL FRAMEWORK

The overall framework of our ACP-based integrated inspec-
tion in CPSS is shown in Fig. 2. It comprises artificial
manufacturing systems and actual manufacturing systems pro-
viding learning and training, experimentation and evaluation,
and management and control capabilities. These three sets
of capabilities are iteratively optimized in both artificial and
actual systems, influencing and gradually reinforcing each
other. In integrated inspection, rather than simply perform-
ing modeling, analysis, and control, we need to actively guide
the co-evolution of actual and artificial manufacturing systems
based on descriptive intelligence, predictive intelligence, and
prescriptive intelligence. It is important to emphasize that
only by building the virtual–real interaction and closed-loop
iteration based on ACP in cyber, physical, and social systems
at the same time, we can realize the parallel intelligence and
finally solve the integrated inspection on PCB manufacturing.

A. Descriptive Intelligence

PCBs with defects prone to be subpar and malfunctioning,
which need to be repaired or scrapped, and this will cause a
waste of production costs. Therefore, ensuring product quality
and eliminating production defects are the topmost priorities
of PCB manufacturers. However, conventional inspection only
focuses on product defect detection, ignoring the inspection
of participating entities, such as human operators, production
equipment, and production processes. Information about these
defect sources is not recorded and analyzed by manufactur-
ing systems, thereby this kind of inspection could not provide
enough information about defect prediction, defect diagnosis,
and production improvement.

For descriptive intelligence, we construct artificial PCB man-
ufacturing systems leveraging digital twin (DT) [39], [40] tech-
nology and model-based design (MBD) [41], [42]. Specifically,
we model the whole PCB manufacturing process involving
materials, equipment, processes, operators, and environments.
For three-dimensional (3-D) architecture modeling, we could
utilize software, such as SolidWorks, computer-aided design
(CAD), and 3ds Max if we have entity prototypes. Without
these prototypes, we could generate 3-D models by a data-
driven method. Based on RGB-D images, or point clouds data
collected from physical manufacturing systems, we could use
state-of-the-art deep learning methods [43], such as generative
adversarial network (GAN) [44] or structure from motion (SfM)
3-D reconstruction method [45] to achieve automatic modeling.

For the kinematics, dynamics, mechanics, and chemistry
characteristics modeling, we could utilize simulation software,
such as MATLAB, Multiphysics, and Unity 3-D to build
the exact mathematical model if we have the full knowl-
edge about the mechanism. With incomplete information,
we could also integrate knowledge-driven and data-driven
modeling approaches to conduct modeling [46], [47]. For the
knowledge-driven method, we exploit human expert knowl-
edge [48] as a form of imprecise natural language. Thereby
we could construct a knowledge base and use knowledge
graph [49] to perform knowledge representation and knowl-
edge reasoning [50].

Meanwhile, we iteratively optimize the models through the
feedback from the physical world. Specifically, we rectify the
models by minimizing the errors between the physical world
output and the artificial system output under the same input,
making artificial models converge to physical entity models
over time.

B. Predictive Intelligence

In this artificial manufacturing system, we perform an inte-
grated inspection of the entire PCB manufacturing process,
taking participating entities and human workers into full con-
sideration. With the broad multimodal data (images, videos,
text, and audio) generated in the artificial system, we com-
plete multitask learning (defect detection, defect prediction,
and defect diagnosis) for predictive intelligence, which plays
a significant role in smart manufacturing [51], [52].

Currently, visual quality inspection is carried out by defect
detection using supervised or unsupervised methods to obtain
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Fig. 2. Framework of the ACP-based integrated inspection for PCB industry in CPSS.

defect type and defect localization. Common supervised
methods are object detection [53] and semantic segmenta-
tion [54] methods. Major unsupervised method is anomaly
detection [55], [56], [57], also known as outlier detection [58]
or novelty detection [59]. An anomaly detection model is
trained on defect-free images and tested on images with
defects. However, since defects in the physical world may have
large variations in size, orientation, and shape, the detection
results of these methods could not satisfy the demand for PCB
manufacturing. In spite of the high accuracy achieved by the
state-of-the-art supervised and unsupervised methods on exist-
ing public datasets, these methods have poor generalization
performance in physical manufacturing systems.

With the artificial PCB manufacturing process, all of the
settings are controllable, thus, we could adjust the settings as
we need and generate corresponding multimodal data. By this
means, we could enrich the training data, especially, defect
data. Based on these multimodal data, we could perform a

large number of computational experiments to train the model
for multitasks and exploit this model to make analyses and
predictions in the physical world. The model we use to achieve
multitasks is discussed in Section V.

Given the product image information of each manufac-
turing process, we could perform defect prediction and
defect diagnosis like fault prediction [60] and fault diag-
nosis [61], [62], [63], [64]. For defect prediction, we could
perform video prediction [65], [66] on a sequence of product
frames, learn spatiotemporal information, and generate future
frames. In this way, utilizing sufficient and accessible data in
the artificial manufacturing system, we could perform defect
monitoring by defect prediction.

C. Prescriptive Intelligence

Achieving intelligent defect management [67] and control
could be the ultimate goal for PCB manufacturers. Current
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Fig. 3. Training and learning, experimentation and evaluation, and management and control for integrated inspection.

inspection only focuses on product defects, ignoring the defect
reasons appearing in the manufacturing process. Wrong opera-
tions, aging, corrosion, and wear operations could cost massive
defects, and lead to enormous production costs. For pre-
scriptive intelligence, we aim to perform defect management
and control in our integrated inspection system. To be spe-
cific, we conduct defect diagnosis to determine the defect
locations, defect reasons, and defect severity. Considering
different operations could cause the same defect type, we con-
struct a knowledge graph to realize knowledge representation.
Different manufacturing processes and defects are the entities.
Components settings are the attributes of the manufacturing
process, and type and severity are the attributes of defects. By
this means, we build the relationships between manufacturing
processes and defects, and complete defect diagnosis through
knowledge reasoning, i.e., deducing improper manufacturing
behaviors from defects.

With the diagnosis information, we could perform predictive
maintenance, wrong operation alert, and targeted repair of the
manufacturing process. In this way, we could realize intelligent
management and control of all entities participating manufac-
turing process, including equipment and operators. Thereby,
we could minimize defects and even provide improvement
suggestions for better PCB production.

IV. KEY FUNCTIONS

In this section, we discuss the key enabling functions pro-
vided by integrated inspection, i.e., learning and training,
experimentation and evaluation, and management and control.

As shown in Fig. 3, visual inspection auxiliary and knowl-
edge graph are two important tools to achieve integrated
inspection. Through visual aids, we help biological work-
ers to visualize and filter defects, while gradually integrating
this knowledge into the knowledge graph, which helps subse-
quent workers’ learning and training. In addition, through the
reasoning and analysis of the knowledge graph, it can give
production guidance at the macro level and manage to reduce
the defect rate.

A. Learning and Training

Inspection verification (i.e., defects filtering) workers are
one of the most precious resources for a PCB enterprise. These
workers are equipped with professional knowledge and practi-
cal experience. Therefore, regular training is a basic necessity,
which is also cubersome work and consumes massive time
and cost. In addition, traditional training is only dependent on
defect images with low resolution collected by field engineers.
Accurate defect diagnosis always requires multiview observa-
tion, but current training methods only provide a very limited
perception of defect images.

To deal with these problems, we take full advantage of
the artificial manufacturing system we built in descriptive
intelligence and spatial immersive extended reality (XR) [68]
technology, which provides a virtual learning and training
platform for biological workers. With the help of metaverse
interaction devices, such as helmets, headsets, and glasses, vir-
tual training is promoted through the modalities of vision,
sound, touch, and movement. Moreover, active interaction
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devices, such as grips and thumbsticks, could also support
touching and manipulating virtual entities.

In addition, we also exploit digital humans as personal
teachers and mentors for each biological worker. The modeling
of digital humans requires the use of 3-D modeling, graphic
rendering, NLP, speech synthesis, and other technologies to
achieve character generation, character expression, recognition
and perception, analysis, and decision making. Therefore, dig-
ital humans have the ability to “see,” “hear,” “understand,” and
“speak,” which is discussed in detail in Section V.

During learning and training, digital workers also care about
personal learning ability and mental health. By observing
and analyzing the facial expression, working performance,
and sentiment [69] of biological humans, digital humans
could identify distraction, fatigue, and burnout conditions, and
develop targeted interventions [70], [71]. Instead of replac-
ing biological humans, digital humans will release biological
humans from tedious and laborious work, largely reduce
workload and provide pertinent guidance.

B. Experimentation and Evaluation

Integrated inspection of the entire PCB manufacturing
process provides an experimentation and evaluation plat-
form. Specifically, we conduct massive experiments in the
cyber world to train FMs and achieve high-accuracy defect
prediction with defect type and severity information. Current
AOI only outputs approximate defect localization information,
verification workers should reclassify the exact defect local-
ization and verify its severity. Based on these FMs, we have
developed a visual auxiliary tool for biological workers to
complete defect filtering by providing defect type and sever-
ity information, as shown in Fig. 3. Common defect types
include open (break in the conductor), short (copper bridges
between conductors), nick (partial open of conductor), protru-
sion (copper spurs), and island (spurious metal) [72], [73]. For
verification step, we visualize the defect type and segmentation
information with different colors, help workers determine the
repair measures, which largely saves work time, and improve
filtering quality.

C. Management and Control

Integrated inspection could provide guidance about intel-
ligent defect management and control. PCB manufacturing
involves massive entities, which means it is difficult to con-
duct defect management in the physical world. However, with
the artificial manufacturing system integrating all production-
related information as a whole, integrated inspection could
conduct defect diagnosis, thereby achieving intelligent defect
management, as shown in Fig. 3. Given the real-time data of
product, personnel, equipment, process, and environment in
artificial systems, we construct a knowledge graph to repre-
sent the relationships between defect type, defect cause, and
solution to the defect. And the defect causes are always human
misoperation, equipment misconfiguration, process underper-
formance, and environmental pollutants. According to the
defect causes, we perform corresponding remedial measures

to achieve defect management, including defect repair, person-
nel retraining, equipment maintenance, process improvement,
regular cleaning, etc.

V. MULTIMODAL MULTITASK FOUNDATION MODEL

In this section, we discuss Transformer-based FM as the
most important technical underpinnings in integrated inspec-
tion to realize knowledge reasoning as well as HCI. The
Transformer has an encoder–decoder structure based on the
global attention mechanism. And it has the capability of
unified representations extracted from multimodal data.

To handle the vision and language data collected both in
the physical and cyber world, we need to perform multimodal
data fusion [74], data analysis [75], and results generation. To
achieve this multimodal multitask learning, we propose a ViLT
FM, as shown in Fig. 4. Based on the Transformer encoder
architecture, we take images, videos, text, and audio as inputs,
encode each modality with a separate encoder, concatenate
encoded modalities, and feed modalities into task-specific out-
put heads. And the entire ViLT model is trained end-to-end
with losses from each task. These tasks include HCI tasks and
knowledge reasoning tasks. HCI contains video classification,
text classification, speech recognition, QA, sentiment recogni-
tion [76], etc. Knowledge reasoning contains defect detection
and defect prediction.

For HCI, conventional chatbot [77], [78], [79] follows a
general pipeline: speech recognition, natural language under-
standing (NLU), dialog management, and natural language
generation (NLG) to complete conversation. However, as is
known to us all, images speak louder than words. Without
visual information, there is a tendency to miss key cues
and make an incorrect judgment. Therefore, acting like a
visual chatbot, ViLT considers nonverbal information, such
as facial expressions, gestures, and actions [80], [81], to bet-
ter understand worker behavior and generate more appropriate
responses.

Equipped with ViLT, digital workers possess visual percep-
tion, NLU, and reasoning capabilities within a single model,
therefore, realizing knowledge automation as well as human–
digital workers interaction. And instead of simply handling
queries and maintaining conversations, digital workers own
a knowledge base and could provide real-time professional
guidance for each human worker as personal assistance. They
make personalized strategies about work schedules, operation
guidance, and distraction overcoming, thereby increasing the
work efficiency of human workers.

VI. CONCLUSION

Stepping into the smart manufacturing era, a brand new
inspection system is urgently needed for PCB manufactur-
ing. In this article, we propose an ACP-based integrated
inspection method in CPSS for quality assurance and quality
improvement. In this inspection system, we perform descrip-
tive intelligence to construct an artificial PCB manufacturing
system, perform predictive intelligence to conduct defect
detection and defect prediction, and perform prescriptive intel-
ligence to achieve defect diagnosis and defect management.
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Fig. 4. Multimodal FM for knowledge automation and human–digital workers interaction.

In this inspection system, we could provide a learning and
training platform for workers to master professional inspec-
tion skills, provide an experimentation and evaluation platform
for product defect monitoring and early warnings, and supply
guidance about defect minimization. For knowledge reason-
ing and HCI, we leverage a ViLT FM utilizing multimodal
data simultaneously. As a result, stepping toward intelligent
inspection, we extract inspection knowledge from the artificial
system, perform knowledge reasoning to obtain comprehensive
defect information, and provide guidance about diagnosis and
improvement for human workers to enhance efficiency and
improve productivity.
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