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Abstract—Each year there are nearly 57 million
deaths worldwide, with over 2.7 million in the United
States. Timely, accurate and complete death reporting is
critical for public health, especially during the COVID-19
pandemic, as institutions and government agencies rely
on death reports to formulate responses to communicable
diseases. Unfortunately, determining the causes of death
is challenging even for experienced physicians. The novel
coronavirus and its variants may further complicate the
task, as physicians and experts are still investigating
COVID-related complications. To assist physicians in
accurately reporting causes of death, an advanced Artificial
Intelligence (AI) approach is presented to determine a
chronically ordered sequence of conditions that lead
to death (named as the causal sequence of death),
based on decedent’s last hospital discharge record.
The key design is to learn the causal relationship among
clinical codes and to identify death-related conditions.
There exist three challenges: different clinical coding
systems, medical domain knowledge constraint, and data
interoperability. First, we apply neural machine translation
models with various attention mechanisms to generate
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sequences of causes of death. We use the BLEU (BiLingual
Evaluation Understudy) score with three accuracy metrics
to evaluate the quality of generated sequences. Second,
we incorporate expert-verified medical domain knowledge
as constraints when generating the causal sequences of
death. Lastly, we develop a Fast Healthcare Interoperability
Resources (FHIR) interface that demonstrates the usability
of this work in clinical practice. Our results match the
state-of-art reporting and can assist physicians and experts
in public health crisis such as the COVID-19 pandemic.

Index Terms—Cause of death, COVID-19 pandemic, deep
learning, fast healthcare interoperability resources (FHIR),
population health data analytics.

I. INTRODUCTION

THERE are more than 2.7 million deaths in the United
States [1] and nearly 57 million deaths around the world per

year.1 As of March 23rd, 2022, coronavirus has taken the lives
of nearly 6.1 million people among 472 million confirmed cases
globally.2 Even though COVID-19 is ranked as the third leading
cause of death [2][3], detailed information on COVID-19 related
complications and causes of death are still under investiga-
tion [4]–[7]. Therefore, accurate death reporting is essential for
public health institutions such as the U.S. National Center for
Health Statistics (NCHS) and the Centers for Disease Control
and Prevention (CDC) to formulate effective recommendations.

The U.S. death reporting system requires two types of causes
of death to be filled on death certificates: a single medical
condition that is the underlying cause of death, and an ordered
sequence of medical conditions (a sequence of ordered causes,
which is termed “causal sequence” in our context) that lead to
the death. These sequences of causes of death form the basis of
the NCHS Multiple Causes of Death data, which is a critically
valuable data source in public health.

A causal sequence of death consists of one underlying cause
of death, and other potential immediate causes of death. The
immediate causes of death are typically caused by the underlying
cause of death. An example causal sequence of death is “chronic
obstructive pulmonary disease, unspecified (ICD10: J44.9) →
other disorders of lung (ICD-10: J98.4)”. Here ICD-10 stands
for “10th revision of the International Statistical Classification

1[Online]. Available: https://www.who.int/news-room/fact-sheets/detail/the-
top-10-causes-of-death

2[Online]. Available: https://covid19.who.int/
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TABLE I
SUMMARY OF CHALLENGES IN GENERATING THE CAUSAL SEQUENCE OF

DEATH AND PROPOSED SOLUTIONS

of Diseases and Related Health Problems,” a common coding
system used in death reporting.3

The process of determining causal sequences of death is
challenging, even for experienced physicians, as this process
involves careful reasoning using medical domain knowledge and
experience. In addition, limited electronic health records in cases
of sudden death may significantly complicate the determination
of correct sequences.

Complete and accurate reporting of condition sequence lead-
ing to death provides an invaluable public health resource for
tracking disease prevalence, developing public health interven-
tions, and tracking intervention efficacy over time. Thus, it im-
proves both clinical care and patient well-being. For physicians
and public health experts, frequently reported sequences can as-
sist in grouping disease conditions, and discovering underlying
causal relationships that have not been previously observed. At
the patient level, such sequences can alert individual patients for
early actions before symptoms shown.

To assist in timely, accurate, and complete reporting of deaths
and to reduce the subjectivity by reporting physicians, we de-
velop a decision support system with deep learning approaches
that learns the causal relationship between death and available
clinical codes, and generates the causal sequence of death based
on the decedent’s disease histories. Table I summarizes three
challenges and the proposed solutions.

The first challenge is due to the use of different coding
systems of clinical conditions. The existing causes of death in
the U.S. have been using the tenth revision (ICD-10) codes since
January 1999 [8]. On the other hand, healthcare institutions and
practitioners in the U.S. were still filing patients’ health record
using the ninth revision (ICD-9) codes until October 2015 [9].
ICD-10 codes are quite different from ICD-9 codes in both
coding structure and quantity: ICD-10 has nearly five times as
many diagnosis codes as ICD-9.4

One solution to this challenge is natural language translation.
The input sequence to our model is diagnosis codes from the
last hospital discharge record of the deceased, and the output
sequence is the corresponding causes of death for that decedent.
Similar to translating English sentences to French sentences, we
propose a succinct causal sequence of death in ICD-10 codes
from the priority-based discharge records of ICD-9 codes. The
area of Natural Language Processing (NLP) contains extensive
studies for machine translation, such as autoregressive [10]–[13]
and autoencoder models [14]–[16]. The former factorizes the
probability of a given corpus into a series of conditional proba-
bilities while the latter generates output through reconstructing
corrupted input.

3[Online]. Available: https://www.cdc.gov/nchs/icd/icd10 cm.htm
4[Online]. Available: https://www.cdc.gov/nchs/icd/icd10cm_pcs_faq.htm

The second challenge is the domain knowledge requirement.
As a data-driven approach, a deep learning model can sometimes
generate confusing sequences to the physicians or results con-
tradicting medical domain knowledge. Consequently, the physi-
cians may find it difficult to trust the generated results. To solve
this problem, we incorporate medical domain knowledge in the
deep learning framework. Particularly, we use an external source
of expert-curated rules, which are pairs of causal relationships
between clinical condition codes. When the deep learning model
searches for the next clinical condition in generating the output
sequence, only clinical conditions following medical domain
knowledge can serve as candidates.

The last challenge is the data interoperability in death report-
ing. Currently, the U.S. National Center for Health Statistics
coordinates with 57 reporting jurisdictions across the United
States to aggregate mortality data [17]. These reporting jurisdic-
tions have different regulations and local laws. To streamline the
data storage and transmission between hospitals and these public
health institutions and to make data comprehensive for future
Big Data analytics, we use Fast Healthcare Interoperability
Resources (FHIR) [18] to standardize mortality data reporting.
We have developed one web-based FHIR application [19] to
access electronic health records data. The newly developed
Android version mobile application is FHIR compatible; it can
pre-populate different sections of death certificate to extract
essential information of health history of the decedents. Further-
more, it serves as a graphical user interface for physicians that
the mobile application can automatically query the deep learning
models to provide clinical decision support. Implementation
details, graphic user interface and video demo information are
included in the supplementary file.

In this work, we predict the sequence of causes of death from
decedent’s last hospital discharge record using encoder-decoder
models with attention mechanism. We also visualize the
attention scores to identify death-related conditions from
unrelated symptoms. We further demonstrate the feasibility of
the encoder-decoder models for ICD-10 input data by mapping
ICD-9 codes to ICD-10 codes to meet current electronic health
records (EHRs) data. In addition, we learn the expert domain
knowledge graph from an ACME (Automatic Classification of
Medical Entry) decision table to constrain model predictions to
known relationships. The overall structure is shown in Fig. 1.

In summary, this work has the following contributions:
1) This is the first work to develop encoder-decoder mod-

els for predicting causal sequences of death based
on death reports and decedents’ last hospital visit
records;

2) This is the first work to identify death-related conditions
from available health records using attention visualiza-
tion. Our approach improves model interpretation and
can potentially benefit physicians in predicting causes of
death;

3) This is the first work to use the modified BLEU (BiLin-
gual Evaluation Understudy) score, a popular score for
sequence-to-sequence translation task in natural language
processing, to evaluate the performance of deep learning
prediction of causal sequence of death;

4) This work improves data interoperability by implement-
ing a user-friendly, FHIR-based application to utilize AI
solutions.
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Fig. 1. Overall Structure of this paper. The encoder-decoder model is the main framework for generating sequences of causes of death. Validity
check is an optional preprocessing step and domain knowledge constraint is an optional step in decoding.

II. RECENT WORK

Intelligent death reporting has been a rising research theme
in recent years. Jiang et al. [20] applied topic modeling on
the multiple causes-of-death U.S. mortality data from NCHS
between 1999 and 2014. The authors successfully grouped co-
morbidities based on their correlation and explore the temporal
evolution of these morbidity groups. Unfortunately, due to the
nature of unsupervised learning, the author failed to determine
the optimal number of topic groups, reducing its potential impact
on clinical practice. Wu and Wang [21] designed a convolutional
neural network (CNN) with dynamic computation graph to infer
the underlying cause of death using the same NCHS mortality
data. Using a list of relevant medical conditions, the proposed
CNN model was able to achieve 75% accuracy in predicting the
single underlying cause of death. Meanwhile, Hoffman et al.
[22] revealed the poor quality of death reporting data by showing
20.1% discordance of cause of death. The author also proposed
validity checking on death reporting data to remove invalid
causal pairs of death codes. One limitation is that, the author did
not validate any downstream tasks, such as predicting the single
underlying cause of death, to further demonstrate the value of
validity checking.

A recent yet interesting work published on Journal of Biomed-
ical and Health Informatics [23] is to automatically extract the
single cause of death from verbal autopsy questionnaire using
recurrent neural network (RNN) with attention. The RNN model
with attention is able to learn the textual representation from
the free-text questionnaire data and visualize attention scores to
improve outcome interpretation. RNN models are also applied
to mortality prediction. Yu et al. [24] proposed a multi-task
RNN model with attention mechanisms that predicts patients’
hospital mortality and achieved higher sensitivity than the sim-
plified acute physiology score (SAPS-II). The auxiliary task in
the proposed multi-task RNN model is the reconstruction of
patients’ physiological time series data.

III. CAUSAL SEQUENCE OF DEATH

A. Data

In this work, we use last hospital visit discharge records from
Michigan Vital Statistics Data that covers 181,137 decedents.

This dataset was collected by CDC and its collaborators be-
fore 2017 and contains important demographic information,
diagnostic codes and procedural codes. However, this dataset
does not include decedents’ past medical histories (no temporal
information; last hospital visits only). As shown in Fig. 2, each
decedent has exactly one line of last hospital visit essential
information, including up to 45 clinical diagnosis codes, one
underlying cause of death and up to 17 related causes of death.
On average, each decedent has 18.84 diagnosis codes and 2.25
causes of death (including the underlying cause of death). In
line with the ICD-9-CM Official Guidelines for Coding and
Reporting,5 the diagnosis codes are in priority-based sequence
of ICD-9 codes. The causes of death are in ICD-10 codes.
Typically, we have a longer input source sequence around 16
to 20 codes, and a much shorter output target sequence with
roughly two to three codes. Such a short sequence of death
codes is expected in death reports. We accessed the ten years’
(2009 to 2018) NCHS Mortality Multiple Cause Files database6

and calculated that the average length of death code sequence
among 26,322,220 decedent samples to be 2.95 codes. (Note that
discharge codes on last hospital admission may contain previous
admission discharge codes.)

ACME (Automatic Classification of Medical Entry) is an on-
tology of medically valid causal relationships between ICD-10
codes developed, improved, and promulgated by an international
team of medical experts [25]. The ACME decision table was
used to learn the medical domain knowledge constraint [22].
It contains 95,321 lines of causal relationship. Specifically, if
rules are of length 2, it can be interpreted as F2 → F3 (cause of
death code F2 leading to cause of death code F3); if rules are
of length 3, it can be represented as (F1:F2) → F3 (all codes
within the subset are cause of death that lead to cause of death
code F3). The ACME decision table was transformed into a
knowledge graph; nodes are diagnosis codes and directed edges
were pairwise rules.

5[Online]. Available: https://www.cdc.gov/nchs/data/icd/icd9cm_guidelines
_2011.pdf

6[Online]. Available: https://www.cdc.gov/nchs/data_access/vitalstatsonline.
htm#Mortalit_Multiple
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Fig. 2. Sample data from the Michigan data set. The casual sequence of death in ICD-10 for this decedent is I500 > R688 (Heart failure > Other
general symptoms and signs), outlined in green. This decedent had a total of 30 ICD-9 diagnostic codes assigned during the last visit to hospital,
outlined in blue.

Fig. 3. Neural machine translation consists of an encoder (stacked
recurrent networks in blue) and a decoder (stacked recurrent networks
in red). The symbol < eos > is a special token referring to the end of a
sentence. Adapted from [13].

B. Generating Causal Sequences Through Translation

We can define the generation of causal sequences as follows:
Definition 1: [Generation of Causal sequences] Given a de-

ceased’s medical history represented as a collection of clinical
codes x = x1, . . . , xm, the goal of causal sequence generation
is to identify a list of clinical codes y = y1, . . . , yn that orders
the conditions leading to death.

The objective is to generate the causal sequence of death,
an ordered sequence of causes of death codes in ICD-10. The
input is a sequence of diagnosis codes in ICD-9. To generate the
output sequence from one domain based on the input sequence
from another domain, we apply the state-of-the-art algorithms
from neural machine translation.

Input and output sequence data are split into training, valida-
tion and testing set at the ratio of 7:1:2. We applied five-fold
cross validation. We achieved similar results using ten-fold
cross validation (the split is 8:1:1). More results are in the
supplementary file.

IV. METHODOLOGY

A. Neural Machine Translation: Encoder and Decoder

The goal of translation is to find a target sentence y =
y1, . . . , yn which maximizes the conditional probability p(y|x)
given a source sentence x = x1, . . . , xm. Neural machine trans-
lation (NMT) aims to maximize this conditional probability of
source-target sentence pairs by using a parallel training corpus
to fit a parameterized model. As shown in Fig. 3, there are two
basic components of an NMT system:

1) An encoder encodes the input sequence x into represen-
tation s

2) A decoder generates the output sequence y
The conditional probability of the decoder is formulated as:

log p(y|x) =
n∑

t=1

log p(yt|y1, y2, . . . , yt−1, s) (1)

The probability of the next generated word yi, is jointly
decided by the learned representation vector s and all previously
generated words y1, . . . , yt−1.

1) LSTM Encoder - LSTM Decoder: In an long short-term
memory (LSTM) Encoder-Decoder framework [26], [27], the
encoder reads and encodes an input sequence of embedded
vectors x. The encoder will then generate a hidden state ht at
time t from the current input xt and the previous hidden state
ht−1:

ht = f(xt, ht−1) (2)

The source input representation vector s shall have the form:

s = q(h1, . . ., hm) (3)

Here f and q are some non-linear functions. For the basic
recurrent neural network RNN/LSTM model, the conditional
probability of output sequence y at time t can be written as:

p(yt|y1, . . ., yt−1, s) = g(yt−1, ht, s) (4)

Here g is a (multi-layered) nonlinear function.
Generic RNN or LSTM encoder-decoder framework has to

process the sentence word by word using fixed length vectors,
failing to preserve long-term dependency. Bahdanau et al. pro-
posed soft alignment (soft attention) [10] in a bi-directional RNN
model that enables the model to search for a (sub)set of input
words or encoded representation vectors when generating each
target word. The soft attention score is calculated as:

score(st, hi) = vTa tanh (Wast−1 + Uahi) (5)

Where st = f(st−1, yt− 1, ct) is the hidden state of output
word yt at position t, the context vector ct is the weighted sum of
hidden states of the input sequence, andWa, Ua, va are trainable
matrices.

Luong et al. [12] proposed global attention which predicts the
position of alignment for the current word before computing the
context vector using the window centered around that source
position. The general attention score, a sub-category of the
global attention mechanism, is calculated as:

score(st, hi) = sTt Wahi (6)

Here Wa is a trainable weight matrix in the attention layer.
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Fig. 4. Overall structure of a transformer. Here we have five identical
encoders and five identical decoders in this transformer.7

Global attention [12] and soft attention [10] are “similar in
spirit,” but there is a major difference. Global attention uses
hidden states from the top LSTM layers of both encoders and
decoders, while soft attention uses the concatenation of forward
and backward hidden states in the bi-directional RNN encoder.

Overall, the LSTM encoder-decoder model is easy to under-
stand, and can be applied on most sequence-to-sequence tasks.
Yet such a model has limited performance, especially on long
sentences.

2) Bidirectional RNN Encoder - LSTM Decoder: A major
disadvantage of the traditional encoder-decoder model is that
the neural networks compress source sentences into fixed-length
vectors. This may significantly limit the capability of trans-
lating long sentences [28]. Bahdanau proposed a bidirectional
RNN [10] with soft alignment so that the model can learn to align
and translate jointly. A bi-directional RNN encoder model can
better learn the embedding of words, but it is less efficient than
the LSTM encoder-decoder framework, and has less accurate
results than transformer models.

3) Transformer Model: Still, RNN-based encoder-decoder
models fail to perform well on long sentences. To overcome this
problem, Vaswani et al. proposed the transformer framework
with multi-head self attention module [29] that enables encoding
words of the same sentence in parallel. As shown in Fig. 4, a
transformer consists a stack of encoders and the same number
of decoders. The embedded input is passed to the encoder at the
bottom; the output from the encoder on the top will be passed
to all decoders. The decoder on the top will pass the output to a
linear layer and a softmax layer to generate a predicted sentence.
The encoder has two layers: a multi-head self-attention layer
and a feed forward layer. The decoder has an extra multi-head
attention layer that processes both the output from the encoder
stack and the output from previous attention layer.

The self attention module is the core component of the trans-
former model. The attention score is a scaled dot-product of
matrices Query, Key matrices Q,K, or the weighted sum of the
Value matrix V .

Attention(Q,K, V ) = softmax

(
QKT

√
dk

)
V (7)

The Query, Key and Value matrices are generated through
linear transformation Q = XWQ,K = XWK , V = XWV ,
Where WQ,WK ,WV are learnable parameters.

7Adapted from https://towardsdatascience.com/transformers-141e32e69591

The transformer model is more time-consuming to train than
RNN-based encoder-decoder frameworks, but can achieve far
better results [29]. BERT (Bidirectional Encoder Representa-
tions from Transformers) [14] is a transformer encoder model
that has been pre-trained on large datasets (BooksCorpus with
800 M words and English Wikipedia with 2,500 M words). The
pre-trained BERT model can be further fine-tuned to improve
performance on multiple NLP tasks.

B. Decoding and Translation

A straightforward method of decoding is to predict only one
word with the highest score based on previous steps. It is efficient
and easy to understand; yet a small mistaken output might
corrupt all remaining predictions. Thus, a better strategy named
“beam search” [30] is adopted. In each step of the decoding
process, the decoder generates multiple candidates based on a
previous output, and each of these candidate has a non-zero
probability value. Beam search keeps the top k candidates for
each step, keeps track of all paths of candidate outputs, and
selects the path of highest overall probability when reaching the
end of the sequence. Here, k is the beam size. The larger the
value of k is, the more robust the decoding process is; yet this
may require more memory and increase computational time.

We also include medical domain knowledge as constraints
during translation. The ACME decision table specifies all the
“feasible” pairwise causal relationships between ICD diagnosis
codes [22][25]. Using this decision table, we construct a domain
knowledge graph on all diagnosis codes from Michigan data
before training. With diagnosis codes as nodes, we add directed
paths between them only if such causal relationship can be
found in the ACME decision table. When decoding, the networks
are required to look up the knowledge graph and only include
“feasible” codes in the top k hypotheses.

C. Evaluation

For quantitative evaluation, we evaluate how well our pro-
posed causal chain Ŷ = {Ŷ1, .., ŶM1

} aligns with the physi-
cians’ decision, i.e., Y = {Y1, .., YM2

}. Here Yi is the indi-
vidual codes, and M1,M2 are the respective length of the
chains. A perfect alignment means M1 = M2, and Ŷi = Yi, for
i = 1, . . .,M1. However, this is rarely the case, thus we compute
a weighted average precision of our alignment in sub-sequences
of variable lengths, i.e., the BLEU score [31]. Following natural
language processing literature, we call sub-sequence of length i
“i-grams”. BLEU score ranges from 0 to 1 or (or from 0 to 100
if multiplied by 100), and the higher BLEU, the higher we have
an alignment with physicians clinically.

A simple example follows illustrates the computation of the
BLEU score. In our proposed candidate sequence, the under-
lying cause of death, Asphyxia and Hypoxemia (R909) leads
to Pneumonia, Unspecified Organism (J189) which leads to
Respiratory failure, unspecified (J969).

Ŷ = R909 → J189 → J969

The reference sequence, determined by the physician, consists
of Asphyxia and Hypoxemia (R909), Pneumonia, Unspecified

https://towardsdatascience.com/transformers-141e32e69591
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TABLE II
AN EXAMPLE OF 1-GRAM PRECISION AND 2-GRAM PRECISION IN BLEU

SCORE

Organism (J189) and then Acute Respiratory Failure (J960).

Y = R909 → J189 → J960

As shown in Table II, we first list 1-grams and 2-grams from
Ŷ and Y , and we compute the precision for the two cases. Here
the definition of precision is similar in the classification setting:
among all the predictions we made in candidate sequence Ŷ , the
number of candidate sequences we get correct in the reference
sequence Y . After we compute all the precision metrics, we
calculate the geometric average of them as the BLEU metrics,
approximately 0.47.

In natural language settings, people usually calculate BLEU
score for the geometric average up to 4-gram precision. In our
case, however, we only compute the geometric average up to 2-
gram precision, and apply clipping to each of the precision. This
is due to the fact that the average length of causal chain of death
in Michigan dataset is 2.25 codes so including 3-gram precision
will lead to substantially inaccurate evaluation. Furthermore, we
also include a brevity penalty to penalize sentences that are too
short.

According to [31], the modified i-gram precision is defined
as:

pi =
∀ i-grams in Ŷ that appear in Y

∀ i-grams in Ŷ
(8)

The brevity penalty BP is defined as:

BP =

{
1, if c > r

exp (1− r/c), if c ≤ r
(9)

Here c is the length of candidate sequence (the number of
words in the proposed candidate sequence), and r is the length
of the reference sequence (the number of words in the reference
sequence).

Then the BLEU score is defined as:

BLEU = BP · exp
(

N∑
u=1

wi log pi

)
(10)

In this equation, exp is the natural exponential function; log
is the natural logarithm function; the weight is wi = 1/i; we set
N = 2.

For clinical interpretation, our modified BLEU score indi-
cates how well our proposed sub-sequences of causal conditions
match the physicians’ results. The 1-gram precision emphasizes
individual condition codes matching, while 2-gram precision
evaluates the causal relationship between two neighboring con-
dition codes. Physicians can manually check whether the gener-
ated causal relationship between any two neighboring condition
codes fulfills or contradicts their medical domain knowledge;
in addition, a data-driven algorithm can incorporate ACME

TABLE III
OUR MODIFIED BLEU SCORE FOR DIFFERENT CANDIDATE SEQUENCES

decision table as medical domain ground truth to assess the
validity of two neighboring condition codes.

In Table III, we show an example of different candidate se-
quences that have perfect 1-gram precision but different 2-gram
precision. The reference sequence from underlying cause of
death to immediate cause of death is: I251 (Atherosclerotic heart
disease of native coronary artery), I38 (Endocarditis, valve un-
specified), I429 (Cardiomyopathy, unspecified) and I469 (Car-
diac arrest, cause unspecified). The 2-gram precision in the
modified BLEU score favors candidate sequences that have more
feasible condition codes with pairwise casual relationship.

In addition to our modified BLEU score, we also include three
other evaluation criteria: the accuracy for predicting the entire
output sequence correctly, the accuracy of predicting individual
codes correctly in the output sequence (sequence order not con-
sidered), and the accuracy for predicting the underlying cause
of death correctly.

V. EXPERIMENTS

By using OpenNMT package [32], We have trained the LSTM
encoder-decoder models and bi-directional RNN (BRNN)
encoder-decoder models with different attention mechanisms.
In addition, we also train and evaluate the transformer model
with multi-head self attention module on the Michigan dataset.
All these experiments are evaluated by BLEU score and three
accuracy metrics.

To extend the scope of this work, we explore the feasibility of
applying encoder-decoder frameworks on current EHRs data in
ICD-10 codes. As the input sequence of the Michigan dataset is
coded in ICD-9, we choose to map the input ICD-9 codes into
ICD-10 codes using General Equivalence Mappings published
by Centers for Medicare & Medicaid Services (CMS).8 Specif-
ically, we conduct four experiments on ICD-9 input codes (four
combinations with or without validity check, with or without
knowledge constraint) and one experiment on ICD-10 input
codes without validity check or knowledge constraint.

In addition to OpenNMT, we incorporate the state-of-the-
art pretraining model named cross-lingual language model
(XLM) [16] on our data set. Lastly, we visualize the attention
scores and mapped the relationship between source sequence
and output sequence.

A. Opennmt

OpenNMT serializes the training, validation, and vocab-
ulary data into PyTorch files for preprocessing. As the

8[Online]. Available: https://www.nber.org/research/data/icd-9-cm-and-icd-
10-cm-and-icd-10-pcs-crosswalk-or-general-equivalence-mappings
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TABLE IV
AVERAGE BLEU AND ACCURACY SCORES AND STANDARD DEVIATION IN PARENTHESES ACROSS FIVE FOLDS

Michigan dataset has a relatively small sample size comparing
with datasets used in similar natural language processing tasks,
our models have a small number of parameters but similar
architecture as the state-of-the-art models. During training, we
use the 2-layer LSTM model, with 500 hidden units in each layer
for the LSTM encoder-decoder framework (Luong et al. used
4-layer LSTM model with 1000 units [12]). For bidirectional
RNN encoder, a 2-layer bidirectional LSTM with 500 and 250
hidden units is implemented. The transformer has six stacking
layers, with 2,048 hidden units in feed forward layers and eight
heads in multi-head attention layers.

We use one Nvidia GPU Tesla K80 to train and evaluate the
models. Typically it takes around one hour to train an LSTM or
bidirectional RNN model for 10,000 steps, and about six hours
to train a transformer model. Yet it takes less than five minutes
to translate all 36,000 testing data using any of these models.

B. Optional Preprocessing: Validity Check

In search for better prediction performance, we add an extra
pre-processing step, the validity check. For training and valida-
tion data, we adapt the same algorithm in [22] to remove the pairs
of sentences that include “invalid” causal relationship between
diagnosis codes in target sentence. In this way we reduce the
number of sentences in the training set from 136,753 to 107,711
and those in the validation set from 34,385 to 27,009. We then
follow the same pipeline to train and translate with the same
encoder-decoder models.

C. XLM: Pretraining

XLM [16] incorporates masked language modeling (MLM)
proposed in BERT (Bidirectional Encoder Representations from
Transformers) [14] with the transformer model to improve
translation performance. The preprocessing includes tokenizing
and applying fastBPE (byte pair encoding) [33] to monolingual
and parallel data. MLM is the core strategy in monolingual
language model pretraining. Training consists of three major
steps: denosing auto-encoder, parallel data training, and online
back-translation.

Due to the limited size of our data set, we concatenate all
training, validation, and testing data into two corpora for mono-
lingual pre-training. MLM perplexities are used for validation
during pre-training. We train the cross-lingual model with par-
allel validation data and predict on parallel test data. We set the
transformer framework with 512 embedding size and 4 attention
heads. We vary the encoder-decoder stacking size from 6 layers
to 1 layer. The drop out rate was set to 0.1, attention dropout
to 0.1, batch size to 32, and sequence length to 128. We used
GELU for activation and adam as optimizer.

VI. RESULTS

A. Attention Comparison

As shown in Table IV, bi-directional RNN (BRNN) encoder-
decoder model with soft attention achieves the highest BLEU
score, followed by the transformer model and BRNN with
no attention. When comparing different attention mechanisms,
LSTM model with soft attention or with general attention has
higher BLEU scores than without attention; BRNN models
with different attention mechanisms have similar BLEU scores.
Comparing LSTM models against BRNN models, LSTM with
no attention or with soft attention has lower BLEU scores
than BRNN model counterparts, but LSTM model with general
attention has very close BLEU score to the BRNN model with
general attention. The best model performance has a BLEU
score of 17.87, better than the performance of the state-of-the-art
in the natural language domain (English-Czech translation task
achieving BLEU score 17.7 with same vocabulary size around
10,000) [13].

In addition, we also include the results for the other three
evaluation criteria. BRNN model with general attention has the
highest accuracy in generating the entire sequence correctly and
the highest accuracy in generating individual codes correctly.
BRNN model with soft attention has the highest accuracy in
predicting the underlying cause of death correctly.

One thing to notice is that all these models with different
attention mechanism have very close performance (less than
5% difference). Comparatively, BRNN models with either soft
attention or general attention have the best performance among
all these frameworks.

B. Validity Check, Domain Knowledge Constraint and
ICD-10 Input Sequence

As shown in Table V, we calculate the average BLEU score
and its standard deviation (in parenthesis) for each encoder-
decoder framework across five folds. For Experiment 1 (no
validity check in training/ validation data and no knowledge con-
straint in decoding), the transformer model achieves the highest
BLEU score. Comparing Experiment 1 and Experiment 2,
validity check, the preprocessing step on training and validation
data increases the average BLEU score for LSTM and BRNN
models, but decreases the performance of the transformer model.
This indicates that validity check has mixed impact on average
performance of different models.

It is worth noticing that in Experiment 3 and Experiment
4, the average BLEU score drops significantly for LSTM and
BRNN models, while their standard deviation increases signif-
icantly. As for the transformer models, knowledge constraint
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TABLE V
AVERAGE BLEU SCORES AND STANDARD DEVIATION IN PARENTHESES FOR FIVE EXPERIMENTS

decreases the average BLEU score. Consequently, we show that
the encoder-decoder frameworks can learn the causal relation-
ship between diagnosis codes well enough that it is not nec-
essary to learn and incorporate the medical domain knowledge
constraint from the ACME decision table during the decoding
process.

In addition, it is interesting to compare the results in Experi-
ment 1 and Experiment 5. After mapping the input ICD-9 codes
into ICD-10 codes, LSTM, BRNN and transformer models have
similar average BLEU scores with those in Experiment 1. These
results are significant: 1) the encoder-decoder frameworks are
promising and stable in generating the causal sequence of death,
no matter whether we have input and output data in the same or
different coding systems. 2) When having no access or limited
access to the newest EHRs data, we can use data before 2015 to
train the models and generate the causal sequence of death.

C. Attention Visualization: A Case Study

To better understand the causal relationship between clinical
conditions on the discharge records, we visualize the attention
scores generated by the bi-directional RNN model. In this case,
there are ten diagnosis codes in ICD-9 on the decedent’s dis-
charge record. The generated causal sequence of death is exactly
the same as the ground truth (annotated by physicians). We map
the attention scores for all diagnosis codes in the input sequence
(x-axis) against the causes of death codes in the output sequence
(y-axis). As shown in part (A) of Fig. 5, a higher attention score
is painted in darker blue, indicating that the input diagnosis code
is more related with the code in causal sequence of death. If we
empirically set a threshold of 0.1, we can identify five diagnosis
codes as death-related conditions (shown in part (B) of Fig. 5).
Four of five are severe cardiac conditions, aligned with the causes
of death. The other five diagnosis codes are not considered as
death-related conditions due to lower attention scores.

The attention scores improve model interpretation by showing
the relationship between diagnosis codes and causes of death.
Attention visualization also helps the researchers and clinicians
identify death-related conditions from available symptoms on
discharge records.

D. XLM

To our surprise, the state-of-the-art algorithm XLM performs
much worse than the other encoder-decoder frameworks. All
BLEU scores are less than 1 after trying different combinations
of hyper-parameters.

The core algorithm behind BERT and XLM, masked language
model, may not work on our data set. The idea of masked
language modeling is to randomly mask a few words in the sen-
tence (either source or target sentence) during the training stage

and then to recover these masked words based on surrounding
context. Since, on average, our target sentence has 2.25 words,
masking one word can make it extremely difficult to recover.
Even worse, over 31% of our target sentences consist of only one
word: masking the only word makes it impossible to recover.

VII. DISCUSSION

According to [13], larger vocabulary size tends to allow
models to achieve higher BLEU scores. Their proposed hybrid
NMT model achieved 17.7 BLEU score with 10,000 vocabulary
size on English-Czech translation task. Our vocabulary size in
source set is 7616 and that in target set is 2649. Thus, our results
are better than the state-of-the-art results in natural language
processing with similar vocabulary size. Even compared with
other neural machine translation models [10] [33] with larger
vocabulary size (except English-French translation), our results
are very similar. A possible extension to the causal relationship
is to apply causal inference algorithms [34][35] on causes of
death codes and evaluate the average treatment effect.

Wu et al. [21] sought to predict the underlying causes of death
achieves higher accuracy (75%), but our accuracy in generating
individual codes is higher (81%). Blanco’s recent publication on
Journal of Biomedical and Health Informatics [23] used similar
RNN model to predict the single cause of death codes from ver-
bal autopsy questionnaire data. Their work achieved accuracy of
45.6% and 53.3% for adult and children groups correspondingly,
similar to our accuracy for predicting the underlying cause of
death. We argue that our models are able to generate most of the
individual causes of death codes while covering the underlying
cause of death.

Meanwhile, medical domain knowledge as constraint is incor-
porated when generating output sequence. Even though domain
knowledge constraint has a negative impact on the encoder-
decoder models, we show that the encoder-decoder frameworks
can learn the causal relationship between diagnosis codes from
the data. Meanwhile, we demonstrate that validity check can be
a critical step in the pipeline which may slightly improve results.

Still, there are a few limitations with this work. First, the
medical domain knowledge constraint has a negative impact on
generating causal sequence of death. As the causal relationship
learned from ACME decision table was only applied on beam
search process during decoding, domain knowledge constraint
failed to influence the model performance in a positive direc-
tion. Alignment or attention mechanism, the core component
of encoder-decoder framework, did not use with the domain
knowledge constraint. Furthermore, even though that XLM has
proven its efficacy in natural language translation, it fails on our
task. One potential cause is that the masked language modeling
might not work on extremely short sentences (average 2.25
words per sentence).
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Fig. 5. Attention visualization and explanation. In part (a), the attention score matrix is visualized. From top to bottom are the underlying cause of
death and immediately causes of death. Darker blue color indicates higher attention scores (the input code is more related with the output code).
In part (b), we provide human-readable description to all ICD codes. The identified causes of death for this decedents are cardiovascular diseases.

One potential solution is to apply more recent models and
pretrained embeddings. Specifically, Med-BERT [36] is a pre-
trained embedding of the BERT model on diagnosis codes from
structured electronic health records of over 28 million patients.
Med-BERT is pretrained on in-hospital length of stay (LOS)
prediction tasks and fine tuned with disease prediction tasks.
This pretrained embedding of a more advanced model may
potentially improve the performance of generating the causal
sequence of death.

One unsolvable problem is the one-word target sentence.
Rarely do we see sentences consisting just one word in natural
language processing tasks; yet 31.77% of our training data,
31.68% of validation data and 31.27% of testing data are one-
word target sentences. These samples significantly undermine
the perceived efficacy of neural machine translation models.

VIII. CONCLUSION

In this paper, we are the first to successfully predict the causal
sequence of death using neural machine translation frameworks

to support the timely, accurate, and complete death reporting.
We also evaluate the model performance using three different
accuracy scores, achieving 81.68% accuracy in generating the
individual codes in output sequence. Furthermore, we visualize
the attention scores to interpret the causal relationship of diagno-
sis codes from the discharge records. Specifically, we identify the
death-related conditions from available symptoms by mapping
all diagnosis codes in the input sequence against all causes of
death codes in the output sequence. Lastly, we demonstrate a
FHIR-based mobile app to retrieve, modify, and upload cause
of death data to improve clinical integration.

There are multiple potential directions for future work. 1) The
clinical domain knowledge constraint may be implemented to in-
teract with the attention scores in order to constrain the casual re-
lationship during the model learning stage. 2) Using more recent
models or pretrained embeddings, such as Med-BERT. 3) As our
dataset does not include temporal diagnosis codes, future work
may find data with time-stamped information. 4) Our dataset was
collected before 2017 and thus has no COVID-related death.
Future collaboration will include discharge records and death
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certificate records collected during and after the pandemic. In
this way we can test our approach to identify COVID-related
severe symptoms and causes of death.

ETHICS APPROVAL

The Institutional Review Board (IRB) of Georgia Institute of
Technology, Atlanta, Georgia, USA granted the ethics approval
in 2018 (Protocol H18383). All research data are de-identified
and securely stored. Data access is limited to approved study
personnel.

ACKNOWLEDGMENT

The authors would like to thank Paula Braun (CDC) for her
invaluable assistance and support in shaping this project. The
authors would like to thank Felipe Giuste of Georgia Insitute
of Technology for proofreading this draft. This article does not
reflect the official policy or opinions of the CDC, NIH or NSF
and does not constitute an endorsement of the individuals or
their programs. The supplementary file is also available online.9

REFERENCES

[1] J. Xu, S. L. Murphy, K. D. Kochanek, B. Bastian, and E. Arias, Deaths:
Final Data for 2016 (Series : National Vital Statistics Reports). DHHS
Publication, No. (PHS) 2018.1120, vol. 67, no. 5, 2018. [Online]. Avail-
able: https://stacks.cdc.gov/view/cdc/57989

[2] H. K. Koh, A. C. Geller, and T. J. VanderWeele, “Deaths from COVID-19,”
J. Amer. Med. Assoc., vol. 325, no. 2, pp. 133–134, 2021.

[3] S. H. Woolf, D. A. Chapman, and J. H. Lee, “COVID-19 as the leading
cause of death in the United States,” J. Amer. Med. Assoc., vol. 325, no. 2,
pp. 123–124, 2021.

[4] M. C. Castro, S. Gurzenda, C. M. Turra, S. Kim, T. Andrasfay, and
N. Goldman, “Reduction in life expectancy in Brazil after COVID-19,”
Nature Med., vol. 27, no. 9, pp. 1629–1635, 2021.

[5] S. Elezkurtaj et al., “Causes of death and comorbidities in hospitalized
patients with COVID-19,” Sci. Rep., vol. 11, no. 1, pp. 1–9, 2021.

[6] P. Qin and L. Mehlum, “National observation of death by suicide in the first
3 months under COVID-19 pandemic,” Acta Psychiatr. Scand., vol. 143,
no. 1, pp. 92–93, 2021.

[7] D. Contou, R. Cally, F. Sarfati, P. Desaint, M. Fraissé, and G. Plantefève,
“Causes and timing of death in critically ill COVID-19 patients,” Crit.
Care, vol. 25, no. 1, pp. 1–4, 2021.

[8] World Health Organization, ”International statistical classification of dis-
eases and related health problems: Alphabetical index,” vol. 3, 2004.

[9] R. Khera, K. B. Dorsey, and H. M. Krumholz, “Transition to the ICD-
10 in the United States: An emerging data chasm,” J. Amer. Med. Assoc.,
vol. 320, no. 2, pp. 133–134, 2018.

[10] D. Bahdanau, K. Cho, and Y. Bengio, “Neural machine translation by
jointly learning to align and translate,” 2014, arXiv:1409.0473.

[11] A. M. Dai and Q. V. Le, “Semi-supervised sequence learning,” in Proc.
Adv. Neural Inf. Process. Syst., 2015, pp. 3079–3087.

[12] M.-T. Luong, H. Pham, and C. D. Manning, “Effective approaches to
attention-based neural machine translation,” in Proc. Conf. Empirical
Methods Natural Lang. Process., 2015, pp. 1412–1421.

[13] M.-T. Luong and C. D. Manning, “Achieving open vocabulary neural
machine translation with hybrid word-character models,” in Proc. 54th
Annu. Meeting Assoc. Comput. Linguistics, 2016, pp. 1054–1063.

[14] J. Devlin, M.-W. Chang, K. Lee, and K. Toutanova, “BERT: Pre-training
of deep bidirectional transformers for language understanding,” 2018,
arXiv:1810.04805.

[15] Z. Yang et al., “Xlnet: Generalized autoregressive pretraining for language
understanding,” Adv. Neural Inf. Process. Syst., vol. 32, 2019.

9[Online]. Available: http://miblab.bme.gatech.edu/wp-content/uploads/〈?PMU
?〉2022/03/CDC-JBHI-Supplement.pdf

[16] A. Conneau and G. Lample, “Cross-lingual language model pretraining,”
Adv. Neural Inf. Process. Syst., vol. 32, pp. 7059–7069, 2019.

[17] D. C. Cowper, J. D. Kubal, C. Maynard, and D. M. Hynes, “A primer and
comparative review of major us mortality databases,” Ann. Epidemiol.,
vol. 12, no. 7, pp. 462–468, 2002.

[18] W. Shi et al., “A FHIR-compliant application for multi-site and multi-
modality pediatric scoliosis patient rehabilitation,” in Proc. IEEE Int. Conf.
Bioinf. Biomed., 2021, pp. 1524–1527.

[19] R. A. Hoffman, H. Wu, J. Venugopalan, P. Braun, and M. D. Wang,
“Intelligent mortality reporting with FHIR,” IEEE J. Biomed. Health
Informat., vol. 22, no. 5, pp. 1583–1588, Sep. 2018.

[20] H. Jiang, H. Wu, and M. D. Wang, “Causes of death in the United States,
1999 to 2014,” in Proc. IEEE EMBS Int. Conf. Biomed. Health Informat.
2017, pp. 177–180.

[21] H. Wu and M. D. Wang, “Infer cause of death for population health
using convolutional neural network,” in Proc. 8th ACM Int. Conf. Bioinf.,
Comput. Biol., Health Informat., 2017, pp. 526–535.

[22] R. A. Hoffman, J. Venugopalan, L. Qu, H. Wu, and M. D. Wang,
“Improving validity of cause of death on death certificates,” in
Proc. ACM Int. Conf. Bioinf., Comput. Biol., Health Informat., 2018,
pp. 178–183.

[23] A. Blanco, A. Pérez, A. Casillas, and D. Cobos, “Extracting cause of
death from verbal autopsy with deep learning interpretable methods,”
IEEE J. Biomed. Health Informat., vol. 25, no. 4, pp. 1315–1325, Apr.
2021.

[24] R. Yu, Y. Zheng, R. Zhang, Y. Jiang, and C. C. Poon, “Using a multi-task
recurrent neural network with attention mechanisms to predict hospital
mortality of patients,” IEEE J. Biomed. Health Informat., vol. 24, no. 2,
pp. 486–492, Feb. 2020.

[25] T.-H. Lu, “Using ACME (automatic classification of medical entry) soft-
ware to monitor and improve the quality of cause of death statistics,” J.
Epidemiol. Community Health, vol. 57, no. 6, pp. 470–471, 2003.

[26] K. Cho et al., “Learning phrase representations using RNN encoder-
decoder for statistical machine translation,” 2014, arXiv:1406.1078.

[27] I. Sutskever, O. Vinyals, and Q. V. Le, “Sequence to sequence learning with
neural networks,” in Proc. Adv. Neural Inf. Process. Syst., 2014, pp. 3104–
3112.

[28] K. Cho, B. van Merriënboer, D. Bahdanau, and Y. Bengio, “On the
properties of neural machine translation: Encoder-decoder approaches,”
in Proc. SSST-8, 8th Workshop Syntax, Semantics Struct. Stat. Transl.,
2014, pp. 103–111.

[29] A. Vaswani et al., “Attention is all you need,” in Proc. Adv. Neural Inf.
Process. Syst., 2017, pp. 5998–6008.

[30] P. Koehn, “Pharaoh: A beam search decoder for phrase-based statistical
machine translation models,” in Proc. Conf. Assoc. Mach. Transl. Ameri-
cas, 2004, pp. 115–124.

[31] K. Papineni, S. Roukos, T. Ward, and W.-J. Zhu, “BLEU: A method for
automatic evaluation of machine translation,” in Proc. 40th Annu. Meeting
Assoc. Comput. Linguistics, 2002, pp. 311–318.

[32] G. Klein, Y. Kim, Y. Deng, J. Senellart, and A. M. Rush, “OpenNMT:
Open-source toolkit for neural machine translation,” in Proc. ACL 2017,
Syst. Demonstrat., 2017, pp. 67–72. [Online]. Available: https://doi.org/
10.18653/v1/P17-4012

[33] R. Sennrich, B. Haddow, and A. Birch, “Neural machine translation of rare
words with subword units,” in Proc. 54th Annu. Meeting Assoc. Comput.
Linguistics, 2016, pp. 1715–1725.

[34] H. Wu and M. D. Wang, “An information theoretic learning for causal
direction identification,” in Proc. IEEE 44th Annu. Comput., Software,
Appl. Conf., 2020, pp. 287–294.

[35] Y. Zhu, H. Wu, and M. D. Wang, “Feature exploration and causal inference
on mortality of epilepsy patients using insurance claims data,” in Proc.
IEEE EMBS Int. Conf. Biomed. Health Informat., 2019, pp. 1–4.

[36] L. Rasmy, Y. Xiang, Z. Xie, C. Tao, and D. Zhi, “Med-BERT: Pretrained
contextualized embeddings on large-scale structured electronic health
records for disease prediction,” Native Plants J. Digit. Med., vol. 4, no. 1,
pp. 1–13, 2021.

https://stacks.cdc.gov/view/cdc/57989
http://miblab.bme.gatech.edu/wp-content/uploads/2022/03/CDC-JBHI-Supplement.pdf
http://miblab.bme.gatech.edu/wp-content/uploads/2022/03/CDC-JBHI-Supplement.pdf
https://doi.org/10.18653/v1/P17-4012
https://doi.org/10.18653/v1/P17-4012


<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Gray Gamma 2.2)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Warning
  /CompatibilityLevel 1.4
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /sRGB
  /DoThumbnails true
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 0
  /ParseDSCComments false
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo false
  /PreserveFlatness true
  /PreserveHalftoneInfo true
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts true
  /TransferFunctionInfo /Remove
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
    /Algerian
    /Arial-Black
    /Arial-BlackItalic
    /Arial-BoldItalicMT
    /Arial-BoldMT
    /Arial-ItalicMT
    /ArialMT
    /ArialNarrow
    /ArialNarrow-Bold
    /ArialNarrow-BoldItalic
    /ArialNarrow-Italic
    /ArialUnicodeMS
    /BaskOldFace
    /Batang
    /Bauhaus93
    /BellMT
    /BellMTBold
    /BellMTItalic
    /BerlinSansFB-Bold
    /BerlinSansFBDemi-Bold
    /BerlinSansFB-Reg
    /BernardMT-Condensed
    /BodoniMTPosterCompressed
    /BookAntiqua
    /BookAntiqua-Bold
    /BookAntiqua-BoldItalic
    /BookAntiqua-Italic
    /BookmanOldStyle
    /BookmanOldStyle-Bold
    /BookmanOldStyle-BoldItalic
    /BookmanOldStyle-Italic
    /BookshelfSymbolSeven
    /BritannicBold
    /Broadway
    /BrushScriptMT
    /CalifornianFB-Bold
    /CalifornianFB-Italic
    /CalifornianFB-Reg
    /Centaur
    /Century
    /CenturyGothic
    /CenturyGothic-Bold
    /CenturyGothic-BoldItalic
    /CenturyGothic-Italic
    /CenturySchoolbook
    /CenturySchoolbook-Bold
    /CenturySchoolbook-BoldItalic
    /CenturySchoolbook-Italic
    /Chiller-Regular
    /ColonnaMT
    /ComicSansMS
    /ComicSansMS-Bold
    /CooperBlack
    /CourierNewPS-BoldItalicMT
    /CourierNewPS-BoldMT
    /CourierNewPS-ItalicMT
    /CourierNewPSMT
    /EstrangeloEdessa
    /FootlightMTLight
    /FreestyleScript-Regular
    /Garamond
    /Garamond-Bold
    /Garamond-Italic
    /Georgia
    /Georgia-Bold
    /Georgia-BoldItalic
    /Georgia-Italic
    /Haettenschweiler
    /HarlowSolid
    /Harrington
    /HighTowerText-Italic
    /HighTowerText-Reg
    /Impact
    /InformalRoman-Regular
    /Jokerman-Regular
    /JuiceITC-Regular
    /KristenITC-Regular
    /KuenstlerScript-Black
    /KuenstlerScript-Medium
    /KuenstlerScript-TwoBold
    /KunstlerScript
    /LatinWide
    /LetterGothicMT
    /LetterGothicMT-Bold
    /LetterGothicMT-BoldOblique
    /LetterGothicMT-Oblique
    /LucidaBright
    /LucidaBright-Demi
    /LucidaBright-DemiItalic
    /LucidaBright-Italic
    /LucidaCalligraphy-Italic
    /LucidaConsole
    /LucidaFax
    /LucidaFax-Demi
    /LucidaFax-DemiItalic
    /LucidaFax-Italic
    /LucidaHandwriting-Italic
    /LucidaSansUnicode
    /Magneto-Bold
    /MaturaMTScriptCapitals
    /MediciScriptLTStd
    /MicrosoftSansSerif
    /Mistral
    /Modern-Regular
    /MonotypeCorsiva
    /MS-Mincho
    /MSReferenceSansSerif
    /MSReferenceSpecialty
    /NiagaraEngraved-Reg
    /NiagaraSolid-Reg
    /NuptialScript
    /OldEnglishTextMT
    /Onyx
    /PalatinoLinotype-Bold
    /PalatinoLinotype-BoldItalic
    /PalatinoLinotype-Italic
    /PalatinoLinotype-Roman
    /Parchment-Regular
    /Playbill
    /PMingLiU
    /PoorRichard-Regular
    /Ravie
    /ShowcardGothic-Reg
    /SimSun
    /SnapITC-Regular
    /Stencil
    /SymbolMT
    /Tahoma
    /Tahoma-Bold
    /TempusSansITC
    /TimesNewRomanMT-ExtraBold
    /TimesNewRomanMTStd
    /TimesNewRomanMTStd-Bold
    /TimesNewRomanMTStd-BoldCond
    /TimesNewRomanMTStd-BoldIt
    /TimesNewRomanMTStd-Cond
    /TimesNewRomanMTStd-CondIt
    /TimesNewRomanMTStd-Italic
    /TimesNewRomanPS-BoldItalicMT
    /TimesNewRomanPS-BoldMT
    /TimesNewRomanPS-ItalicMT
    /TimesNewRomanPSMT
    /Times-Roman
    /Trebuchet-BoldItalic
    /TrebuchetMS
    /TrebuchetMS-Bold
    /TrebuchetMS-Italic
    /Verdana
    /Verdana-Bold
    /Verdana-BoldItalic
    /Verdana-Italic
    /VinerHandITC
    /Vivaldii
    /VladimirScript
    /Webdings
    /Wingdings2
    /Wingdings3
    /Wingdings-Regular
    /ZapfChanceryStd-Demi
    /ZWAdobeF
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 150
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages false
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 900
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.00111
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages false
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /ColorImageDict <<
    /QFactor 0.40
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 150
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages false
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 1200
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.00083
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages false
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /GrayImageDict <<
    /QFactor 0.40
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 1200
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages false
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 1600
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.00063
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /CreateJDFFile false
  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e55464e1a65876863768467e5770b548c62535370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc666e901a554652d965874ef6768467e5770b548c52175370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000650067006e006500720020007300690067002000740069006c00200064006500740061006c006a006500720065007400200073006b00e60072006d007600690073006e0069006e00670020006f00670020007500640073006b007200690076006e0069006e006700200061006600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200075006d002000650069006e00650020007a0075007600650072006c00e40073007300690067006500200041006e007a006500690067006500200075006e00640020004100750073006700610062006500200076006f006e00200047006500730063006800e40066007400730064006f006b0075006d0065006e00740065006e0020007a0075002000650072007a00690065006c0065006e002e00200044006900650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000520065006100640065007200200035002e003000200075006e00640020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f0073002000640065002000410064006f00620065002000500044004600200061006400650063007500610064006f007300200070006100720061002000760069007300750061006c0069007a00610063006900f3006e0020006500200069006d0070007200650073006900f3006e00200064006500200063006f006e006600690061006e007a006100200064006500200064006f00630075006d0065006e0074006f007300200063006f006d00650072006300690061006c00650073002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f006200650020005000440046002000700072006f00660065007300730069006f006e006e0065006c007300200066006900610062006c0065007300200070006f007500720020006c0061002000760069007300750061006c00690073006100740069006f006e0020006500740020006c00270069006d007000720065007300730069006f006e002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA (Utilizzare queste impostazioni per creare documenti Adobe PDF adatti per visualizzare e stampare documenti aziendali in modo affidabile. I documenti PDF creati possono essere aperti con Acrobat e Adobe Reader 5.0 e versioni successive.)
    /JPN <FEFF30d330b830cd30b9658766f8306e8868793a304a3088307353705237306b90693057305f002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a3067306f30d530a930f330c8306e57cb30818fbc307f3092884c3044307e30593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020be44c988b2c8c2a40020bb38c11cb97c0020c548c815c801c73cb85c0020bcf4ace00020c778c1c4d558b2940020b3700020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken waarmee zakelijke documenten betrouwbaar kunnen worden weergegeven en afgedrukt. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d002000650072002000650067006e0065007400200066006f00720020007000e5006c006900740065006c006900670020007600690073006e0069006e00670020006f00670020007500740073006b007200690066007400200061007600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f00620065002000500044004600200061006400650071007500610064006f00730020007000610072006100200061002000760069007300750061006c0069007a006100e700e3006f002000650020006100200069006d0070007200650073007300e3006f00200063006f006e0066006900e1007600650069007300200064006500200064006f00630075006d0065006e0074006f007300200063006f006d0065007200630069006100690073002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f0074002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002c0020006a006f0074006b006100200073006f0070006900760061007400200079007200690074007900730061007300690061006b00690072006a006f006a0065006e0020006c0075006f00740065007400740061007600610061006e0020006e00e400790074007400e4006d0069007300650065006e0020006a0061002000740075006c006f007300740061006d0069007300650065006e002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d00200070006100730073006100720020006600f60072002000740069006c006c006600f60072006c00690074006c006900670020007600690073006e0069006e00670020006f006300680020007500740073006b007200690066007400650072002000610076002000610066006600e4007200730064006f006b0075006d0065006e0074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Use these settings to create PDFs that match the "Suggested"  settings for PDF Specification 4.0)
  >>
>> setdistillerparams
<<
  /HWResolution [600 600]
  /PageSize [612.000 792.000]
>> setpagedevice


