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Interpretable and Lightweight 3-D Deep
Learning Model for Automated ACL Diagnosis
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Abstract—We propose an interpretable and lightweight
3D deep neural network model that diagnoses anterior cru-
ciate ligament (ACL) tears from a knee MRI exam. Previous
works focused primarily on achieving better diagnostic ac-
curacy but paid less attention to practical aspects such
as explainability and model size. They mainly relied on
ImageNet pre-trained 2D deep neural network backbones,
such as AlexNet or ResNet, which are computationally ex-
pensive. Some of them tried to interpret the models using
post-inference visualization tools, such as CAM or Grad-
CAM, which lack in generating accurate heatmaps. Our
work addresses the two limitations by understanding the
characteristics of ACL tear diagnosis. We argue that the
semantic features required for classifying ACL tears are
locally confined and highly homogeneous. We harness the
unique characteristics of the task by incorporating: 1) at-
tention modules and Gaussian positional encoding to re-
inforce the seeking of local features; 2) squeeze modules
and fewer convolutional filters to reflect the homogeneity
of the features. As a result, our model is interpretable: our
attention modules can precisely highlight the ACL region
without any location information given to them. Our model
is extremely lightweight: consisting of only 43 K trainable
parameters and 7.1 G of Floating-point operations per sec-
ond (FLOPs), that is 225 times smaller and 91 times lesser
than the previous state-of-the-art, respectively. Our model
is accurate: our model outperforms the previous state-of-
the-art with the average ROC-AUC of 0.983 and 0.980 on the
Chiba and Stanford knee datasets, respectively.
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I. INTRODUCTION

MRI is a widely accepted imaging technique for Anterior
Cruciate Ligament (ACL) tear diagnosis. However, the

current diagnosis process requires time-consuming manual ex-
amination by radiologists that is also error-prone at scale. A
radiologist is required to examine each slice of the MRI scan,
looking for ACL ruptures and other secondary complications,
such as bone marrow edema and anterior tibial translation [3].
To improve the diagnosis productivity and accuracy, several
AI models have been proposed to automate the ACL tear
classification [1], [2], [4], [5]. Though the proposed models
achieve good diagnostic accuracy, they suffer from two main
limitations:

1) They employ Class Activation Map (CAM) to interpret
learned features. However, the technique fails to isolate
ACL from other neighboring ligaments and meniscus that
are non-significant.

2) The models are heavily parameterized and computation-
ally expensive. Thus, they are not suitable for resource-
constrained devices and Federated Learning (FL).

A. Needs for Explainable Models

We need an interpretable AI for effective human-machine
collaboration. The risk of model mis-classification is high in
healthcare as it could directly affect a patient’s well-being.
To minimize the risk, we are required to understand the AI’s
decision-making process and discard if it is deemed illogical or
does not coincide with radiologist’s opinion [6].

The most common interpretation techniques adopted by state-
of-the-art ACL tear classification models [1], [2] are CAM [7]
and Grad-CAM [8], [9]. However, as shown in the bottom two
rows of Figure 1, they produce imprecise ACL localization. The
heatmaps only roughly highlight the central part of the knee that
contains both ACL and other lesions (meniscus and posterior
cruciate ligaments) that are non-significant. As a result, the
heatmaps provide insufficient evidence for clinicians to accept
the model’s prediction. Furthermore, the techniques are compu-
tationally expensive. They are post-inference visualization tools
that require additional computation overheads on top of model
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Fig. 1. Comparison of our proposed interpretation technique (top)
to previously proposed techiques (middle and bottom). Our tech-
niques achieves much sharper and accurate localization of torn ACL
compared to previous state-of-the-arts: MRNet [1] (middle) and EL-
Net [2] (bottom).

inference, making the techniques less suitable for practical de-
ployments.

B. Needs for Smaller Models

Smaller deep neural networks (DNNs) [10]–[12] are preferred
over bigger models if they have comparable performances. As
illustrated in Figure 2, smaller DNNs are not only suitable
for resource-constrained devices but also accelerate Federated
Learning (FL). They require much fewer memory and Floating-
point operations per second (FLOPs); thus, they are more suit-
able for budget devices with limited computational power. Also,
small DNNs solve the communication bandwidth problem of FL
without having to compress the models [13], [14].

Despite the apparent benefits that small DNNs could offer,
most AI applications in healthcare ignore the matter. With the
ACL tear classification task, we show that it is not only possible
but also more effective to build much smaller DNNs for medical
imaging tasks.

C. Characteristics of ACL Tear Classification

Natural images are subjected to huge external variations such
as lighting, viewpoint, and scale. Also, the object of interest
can appear at any location. A strong DNN is a model that is
robust to all of such variations. DNNs commonly solve the
issue by introducing more parameters, as is evident from the
ever-growing model size [11], [15]–[18]. With more parameters,
DNN is capable of memorizing a wider range of variations [19],
[20].

In contrast to the natural image tasks, ACL tear classification
relies only on a handful of highly localized low-level features
such as ACL fibers discontinuity, ACL angle, and bone mar-
row edema [3]. Also, Knee scans have a consistent viewpoint,

lighting, and scale. These imply that a small DNN is sufficient
to memorize the small set of variations while not harming the
model performance.

D. Contributions

We construct an interpretable and lightweight 3D Convolu-
tional Neural Network (CNN) for ACL tear diagnosis based on
our in-depth understanding of the task.

We introduce lightweight attention modules to visually inter-
pret prediction outcomes instead of relying on post-inference
visualization techniques such as CAM or Grad-CAM. Our at-
tention module has several advantages over the post-inference
visualization techniques. As aforementioned, features for ACL
tear classification are highly localized. Our module is designed
to focus only on locally confined features. Also, the technique
introduces negligible computation overheads, making our tech-
nique more ideal for budget devices.

Also, we show that a small DNN is sufficient for achieving
a near-human-level ACL detection performance. We minimize
the model size by replacing standard convolutional modules
to squeeze modules and using fewer convolutional filters. Our
squeeze module, inspired by Fire module [11] and Ghost mod-
ule [21], addresses the homogeneity characteristic of ACL tear
classification task by re-using convolutional filters after trans-
forming them with cheap linear operators.

II. RELATED WORKS

A. Explainable AI

Recent advancements in AI have led to widespread adoption
of the technique in various industrial applications such as text
translation [22], speech recognition [23] and recommendation
system [24]. However, we observe a much slower adoption rate
of AI from industries, such as healthcare, autonomous vehicle,
and recruitment, that involve bigger risks or potentially raise
ethical problems. For healthcare, in particular, we have a huge
gap between the number of newly proposed techniques and their
actual implementation cases. Explainability of AI models is
regarded as the main reason for the slow adoption rate of AI [6].
Therefore, to accelerate the adoption rate of AI in healthcare, we
not only have to focus on attaining better diagnostic accuracy
but also improving its explainabilty [25].

1) Explainable AI in Imaging Tasks: In computer vision,
given a grayscale image x ∈ RH×W , where H and W are
the Heights and Width of the image, we interpret a CNN
model fθ by generating a saliency mask a ∈ [0, 1]H×W . The
saliency mask assigns higher values to regions with greater
feature importance and vice versa. We group various saliency
mask generation techniques into two: 1) model diagnosis and
2) attention approach. The model diagnosis approach does not
require any modification to a CNN model. However, apart from
the main classification task, it requires an additional computation
in generating the saliency mask. On the other hand, the attention
approach generates a saliency mask by embedding attention
modules into a CNN model. The attention module is trained
to deactivate non-significant regions in an image automatically.
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Fig. 2. Broader AI application with smaller DNNs. (a) Small deep neural nets (DNNs) integrate seamlessly to various devices, reducing the
financial burden for health institutes in deploying AI systems. (b) Small DNNs accelerate Federated learning (FL) by minimizing the required
communication bandwidth for parameter transfer.

2) Model Diagnosis Approach: One of the first attempts to
interpret a CNN model via a saliency mask was proposed by
Zeiler et al. [26]. The technique censors a small portion of an
image x with a binary mask mh,w, where h,w denote the center
of masking region. Saliency mask is generated by mapping
the classification accuracy measured across different masking
locations (i.e. ah,w = 1− fθ(mh,w � x)).

Local Interpretable Model-agnostic Explanations (LIME),
proposed by Ribeiro et al. [27], produces non-rigid masking in-
stances of an image with a super-pixel method. A saliency mask
is generated by selecting the masking instance that produces the
highest classification score.

CAM, proposed by Zhou et al. [7], generates the mask by
computing the weighted sum of the final embedding z with the
weights from a linear projection head w (i.e. ah,w =

∑
k w ·

zh,w), wherek is the code size of the final CNN embeddingz. For
Grad-CAM [8], [9], the weightsw are obtained by computing the
derivatives of model prediction ŷ with respect to the embedding
(i.e. w =

∑
h,w

∂ŷ
∂zh,w

).
The model diagnosis approaches were used extensively in

various medical imaging tasks. CAM and Grad-CAM were ap-
plied for interpreting chest radiograph diagnosis [28]–[30], bone
fracture [31]–[33] and Alzheimer’s disease [34], [35]. LIME was
applied for interpreting lymph node classification [36], as well
as non-imaging tasks such as diabetes prediction [6].

3) Attention Approach: Wang et al. [37] proposed Residual
Attention module. The proposed attention module is divided into
two branches: mask branch and trunk branch. The mask branch
is a small encoder-decoder architecture to produce an attention
map with large receptive field size. The trunk branch performs
a feature extraction that is indifferent to other CNN models.

Woo et al. [38] proposed Convolutional Block Attention Mod-
ule (CBAM). CBAM has two modules that separately handle
spatial and channel attentions. The spatial attention module is
constructed similarly to the Residual Attention module. The

channel attention module is constructed with Squeeze-and-
Excitation (SE) module [39].

Seo et al. [40] proposed progressive attention network (PAN).
PAN introduces a query-guided attention module that suppresses
irrelevant regions in an input image. However, the attention mod-
ule is not applicable to a general classification task as it requires
an additional query label. As a remedy to the problem, Jetley
et al. [41] proposed a refined version of PAN that substitutes the
query vector with a learnable representation.

For medical imaging, Oktay et al. [42] and Schlemper
et al. [43] proposed attention gating (AG), a modified attention
module from PAN, for fetal ultrasound screening and pancreas
segmentaion tasks. Hu et al. [44] modified CBAM for pediatric
echocardiography segmentation task. Li et al. [45] applied at-
tention module for grading cancer from a high-res whole slide
image.

B. Small Models

AlexNet [46] revolutionized the way we view computer vision
problems. Similar CNN models have been proposed ever since,
mainly focusing on achieving better classification accuracy [11],
[15]–[18]. However, the models have evolved to become more
complex with newly proposed techniques and layers [16], [47],
[48]. Simultaneously, there were attempts to oppose against the
ever-growing complexity of CNN models. Cp-decomposition
method, proposed by Lebedev et al. [49], reduces the computa-
tional cost of a 2D CNN model by decomposing a multi-channel
2D convolution operation into three separate 1D convolution
operations. Forrest et al. [11] derived a CNN model that is 50
times smaller than AlexNet with Fire modules. Fire module
computes the next hidden feature by first “squeezing” input
features to a lower dimension and passes the squeezed feature
to [1×1] and [3×3] convolutional layer simultaneously. The
outputs from the two layers are then concatenated to form
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Fig. 3. Model Illustration. The two cubes on the left represent the inputs to our model: a 3D knee scan (bottom) and Gaussian feature (top), each
with shape [D ×H ×W ], where D, H, W denotes the Depth, Height and Width of the scan. Our model outputs two values: an ACL tear prediction
score p(tear|scan) and a slice with highest attention score argmaxD(a). Different computational units are represented with colored blocks. In the
“Conv” and “Squeeze” units, c denotes the output channel size and (k, k, k) denotes the convolutional filter size. Though not explicitly mentioned,
we introduce “ReLu” layer for every “conv” and “squeeze” units. In the “Attention” block, a denotes the number of [1× 1× 1] convolution filters in the
module. In the “Pool” block, (p, p, p) denotes pooling size. (:, :, :) denotes a global max-pooling. Lastly, the (out, in) in the “Dense” layer denotes
the size of output and input feature.

the final feature. ShuffleNet [10] proposed channel-wise Group
convolution that splits input features into groups of features and
applies convolution to each group. Channel shuffling is applied
subsequently to promote the exchange of information across the
groups. Han et al. [21] proposed a Ghost module that reuses
convolutional filters by slightly transforming them with cheap
operations.

C. Models for ACL Tear Detection

Bien et al. proposed MRNet [1]: a 2D CNN classification
model that can predict three kinds of diagnosis (ACL tear,
Meniscus tear, and Abnormality) from 3 different knee scans
(Sagittal, Coronal, and Axial). The model predicts each diagno-
sis by separately encoding each plane with a 2D CNN model
such as AlexNet and aggregating the encoded features with a
linear classifier. The model has approximately 9 M parameters.

Liu et al. [5] proposed a two-step approach that first segments
cartilage lesions from a scan and finds diagnostic abnormalities
from the segmented region. The segmentation is performed
using 2D-UNet [50]. Small image patches are extracted around
the segmented cartilage lesions. The extracted patches are used
to fine-tune the encoder of 2D-UNet for ACL tear prediction.
2D-UNet is a huge architecture with 7 M parameters.

Tsai et al. proposed ELNet [2]. The model achieves higher ac-
curacy than MRNet by introducing two additional computational
layers: Multi-Slice normalization and Blur-pool. The model
currently achieves state-of-the-art accuracy in ACL detection
with a ROC-AUC of 0.96 on the Stanford knee dataset. ELNet

is the smallest ACL tear classification model of all with 0.3 M
parameters.

III. METHODOLOGY

A. Architecture

As illustrated in Figure 3, our model takes two input features:
a knee MRI scan and a Gaussian positional feature. Based on
the two features, our model not only learns how to diagnose
ACL tears but also highlights parts of the scan that contribute
strongly to the diagnosis. Broadly, our model consists of 5 fea-
ture extraction modules, 2 attention modules that are branched
out from the 3 rd and 4th feature extraction modules, and a dense
layer. The feature extraction modules progressively map the raw
features (a knee MRI scan and a Gaussian positional feature) into
a new set of features that represent more abstract meanings, such
as ligaments, muscle, and bone. The attention modules compare
the semantic similarity of the embedded features across different
feature extraction modules. The dense layer maps the outputs
from the two attention modules to a final diagnosis score. We
provide a more detailed explanation of different learning blocks
in the next sections.

1) Attention Module: Let’s denote the set of features ex-
tracted across L different feature extraction blocks by {z}Ll=1

and assume that the features have identical spatial size (i.e.
zl ∈ RCl×D×H×W ). Our attention module learns to compute the
similarity al ∈ [0, 1]D×H×W between the last feature g = zL

and a feature from other layer zl , l �= L :

ald,h,w =< zld,h,w , gd,h,w > (1)
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Fig. 4. Illustrations of (a) squeeze module and (b) attention mod-
ule. (a) illustrates our proposed squeeze module that replaces the stan-
dard convolutional layer. Squeeze module computes the next hidden
feature zl+1 by first squeezing an input feature zl to a lower dimen-
sion using [1× 1× 1] convolution layer with Cl/r filters. The resulting
tensor passes through [1× 1× 1] and [k × k × k] convolutional layers,
both with Cl+1/2 filters. Figure (b) illustrates our proposed attention
modules that are mounted to the 3 rd and 4th feature extraction blocks.
The module generates an attention map by computing the similarity
between two features: feature from the last layer g and any feature
other previous layers zl. We define the similarity as al

d,h,w = σ(wout ·
ReLU(wT

in z
l
d,h,w + gd,h,w)), where win and wout are the only learnable

weights in the attention module.

We formulate the similarity function as :

ald,h,w = σ(wout · ReLU(wT
inz

l
d,h,w + gd,h,w)) (2)

ReLU is a non-linear activation function (i.e. ReLU(x) =
max(0,x)). We define the normalization function σ as the
softmax across spatial dimensions (D,H,W ) such that the
attention values across the spatial dimensions sums to 1 (i.e.∑

d,h,w ald,h,w = 1). This is to promote competition across the
features in space such that it results in a more confined attention
map. Our attention module is lightweight. win ∈ RL×l and
wout ∈ RL are the only learnable weights in the module. A
graphical illustration of our attention module is provided in
Figure 4 (b). As shown in Figure 3, We apply the attention
module to the outputs from the 3 rd and 4th feature extraction
block.

2) Squeeze Module: As shown in Figure 3, the first two
feature extraction modules are typical convolutional blocks,
each consisting of 2 3D convolutional layers (with Relu) and
a pooling layer. For the remaining feature extraction modules,
we replace convolutional layers with squeeze blocks to reduce
our model’s overall size.

Given a 3D feature zl ∈ RCl×D×H×W in layer l, a standard
convolutional layer computes the next hidden feature zl+1 ∈
RCl+1×D×H×W by convolving zl with Cl+1 convolutional fil-
ters, each with [k × k × k] kernel size. Therefore, a standard
convolutional layer requires a total of Cl · Cl+1 · k3 trainable
parameters.

As shown in Figure 4 (a), our squeeze module computes the
next hidden feature zl+1 by first “squeezeing” input features zl

to a lower dimension using [1× 1× 1] convolutional layer with

Cl/r filters. The constant r is a hyper-parameter that controls
the degree of dimension reduction. The squeezed tensor then
passes through [1× 1× 1] and [k × k × k] convolutional layers,
both with Cl+1/2 filters. The final feature zl+1 is computed by
concatenating the outputs from the two [1× 1× 1] and [k ×
k × k] convolutional layers. A squeeze module requires a total
parameter of:

[Cl · Cl/r] + [Cl/r · Cl+1/2] + [(Cl/r) · (k3 · Cl+1/2)]
(3)

If we set the reduction factor r = 4, the kernel size k = 3 and
double the output feature size Cl+1 = 2˜Cl, our squeeze mod-
ule attains 7 times reduction in paramater size, as compared to
the standard covolutional layer. Replacing convolutional layers
in the 3 rd, 4th, and 5th feature extraction blocks to squeeze
modules reduces the overall model size 4 times.

3) Gaussian Positional Encoding: Positional encoding is a
common technique in both computer vision [51] and natural
language processing [52], [53] to assist with the training of DNN
by providing a positional prior to an input feature.

One unique aspect of ACL tear classification task is that
the outer regions of a knee scan do not contain any valuable
information for prediction. It is mainly the central part of the
scan that contains valuable information for prediction, such as
ligaments, bone marrow edema, and anterior tibial translation.
Our model incorporates the prior information about the task
by adding a 3D Gaussian feature. 3D Gaussian feature softly
highlights the central part of a scan by assigning higher values.
As shown in figure 3, we concatenate a 3D Gaussian feature to
an input feature. We generate 3D Gaussian feature by quantizing
3D Gaussian distribution with μ = (D2 ,

H
2 ,

W
2 ) and σ2 = I3.

4) Top-Heavy I3D: To further reduce the model size, we
adopt Top-heavy [54] approach for our model design. The
top-heavy approach only introduces 3D convolution during the
last few feature extraction blocks. As shown in Figure 3, we
apply 3D convolution only at the 5th feature extraction block.

A Knee MRI scan has large slice thicknesses (≈ 4 mm). This
implies that there is relatively little information to gather across
slices than within a slice. Therefore, it is reasonable to adopt
a Top-heavy design that tries to gather inter-slice information
only when the features are more abstract. Also, a Top-heavy
design closely simulates a radiologist’s knee examination steps.
For each slice, a radiologist first seeks high-level features that
indicate the sign of ACL tear. The high-level features are aggre-
gated across neighboring slices only at the final decision-making
step.

B. Data

We evaluate our model on two knee MRI datasets: the Chiba
and Stanford datasets. Our study was approved by the NUS
Institutional Review Board (NUS-IRB).

1) Chiba Dataset: A total of 1177 Knee MRI scans were
collected from two institutions in Chiba, Japan, between April
1, 2014, and October 31, 2018. The common indications for the
knee MRI examinations in the study included acute, chronic pain
and injury, trauma. A 3.0 T MRI (Ingenia CX, Philips Medical
Systems) with 16 channel transmit/receive knee coil, and a 1.5 T



JEON et al.: INTERPRETABLE AND LIGHTWEIGHT 3-D DEEP LEARNING MODEL FOR AUTOMATED ACL DIAGNOSIS 2393

MRI (Excelart Vantage, Canon Medical Systems) with 7 channel
transmit/receive knee coil was used for Institute H and institute
K, respectively (the actual names of the institute were masked
following the local data protection guidelines).

2) Stanford Dataset: A total of 1370 knee MRI scans were
collected from Stanford University Medical Center between Jan-
uary 1, 2001, and December 31, 2012. The common indications
for the knee MRI scan in the dataset included acute and chronic
pain, follow-up or preoperative evaluation, injury/trauma, and
other/not provided. GE scanners (GE Discovery, GE Healthcare,
Waukesha, WI) with standard knee MRI coil were used for the
extraction. Further detail on the data demographics can be found
in the original paper [1].

C. Training

1) Loss: Both datasets have a severe class imbalance prob-
lem. The Stanford and Chiba datasets have approximately 4 and
2 times more positive cases (ACL tear) than negative cases, re-
spectively. There are various ways in treating the class imbalance
problem, such as oversampling of positive samples, undersam-
pling of negative cases, or weighted misclassification penaliza-
tion. To match with previous works’ training approaches, we
treat the class imbalance problem with the weighted misclassi-
fication penalization. Therefore, our loss function is a weighted
Cross-Entropy :

LCE = −Ex[β · y · log(P (y|x)) + (1− y) · log(P (y|x))]
(4)

Where β is the proportion between negative and positive cases
(i.e. β = Pnormal/Pacl).

2) Training Pipeline: We apply identical data-preprocessing
and augmentation schemes to all training instances to prevent
possible training biases. For both datasets, we preprocess each
scan to have a standardized voxel spacing of [4, 0.72, 0.72], and
per-scan intensity mean and variance of μx = 0 and σx = 1.

We apply two augmentation techniques: 3D affine transform
and random volume cropping. The affine transform performs
3 kinds of image distortions: rotation, translation, and scale.
We set the possible range of rotation, translation, and scale to
±15◦, ±10 pixel, and 1± 0.1, respectively. We randomly crop
the affine transformed volume to size [32× 256× 256].

We optimize all models using Adam optimizer [55]. How-
ever, we apply varying learning rates across different training
instances. A detailed explanation of how we obtain the learning
rates is discussed in the next section. We train all models for 150
epochs with a batch size of 10.

3) Model Evaluation & Parameter Tuning: The performance
evaluation on the Chiba dataset is executed with 5-fold cross-
validation, We apply a grid search method on the first iteration
of the 5-fold cross-validation to find the optimal learning rate
and apply the same learning rate for the remaining 4 iterations.
We attempt 3 learning rates: 1e-3, 1e-4 and 5e-5. The best
performing learning rate for our models and MRNet models
are found to be 1e-3 and 5e-5, respectively. We use prediction
outcomes from the 5 folds to estimate the mean and variance of
performance metrics (ROC-AUC, Sensitivity, and Specificity).

The Stanford dataset’s performance evaluation is executed on
the validation set since the test set is sequestered. An identical ap-
proach was taken in other works that use the Stanford dataset [2],
[56]. Hence, we find the best learning rate with the train set and
test directly on the validation set. The best performing learning
rate for our models and MRNet models is found to be 1e-3 and
1e-4, respectively.

IV. RESULTS & DISCUSSION

A. Accuracy & Model Size

Table I compares the diagnostic accuracy and the model
size of our proposed models to other ACL detection models.
“Our+squeeze” is the proposed model configuration illustrated
in Figure 3. The second model, “Our+conv,” is constructed by
replacing squeeze modules from the “Our+squeeze” model with
convolutional modules.

Our best performing model, “Our+conv,” outperforms all
previous models on the Stanford knee dataset evaluation.
“Our+conv” model achieves ROC-AUC of 0.983± 0.006 and
0.983 on the Chiba and Stanford knee datasets, respectively.
“Our+squeeze” model achieves ROC-AUC of 0.977± 0.004
and 0.963 on the Chiba and Stanford datasets, respectively.

“Our+squeeze” model has the smallest model size, requiring
merely 43 K parameters. Our model is smaller than MRNets
with different backbones: VGGNet, AlexNet, and SqueezeNet
by 367, 58, and 17 times, respectively.

From the results, we show that small models are sufficient to
achieve state-of-the-arts ACL tear diagnosis performance. We
also confirm our hypothesis that ACL tear diagnosis is an easy
task for AI models due to the low variability of knee scans and
locally confined features.

B. Computational Efficiency

Figure 5 shows the computational efficiency of our models
in 4 different aspects: inference Floating point operations per
second (FLOPs) utilization, inference & train time per scan (s),
and model size (MB).

FLOP(G) measures the number of floating-point calcula-
tions(such as addition and multiplication) performed per second
when running an application. Our proposed model requires only
7 GFLOPS: 4 times smaller than the original MRNet (”MR-
Net+AlexNet”) and 91 times smaller than “MRNet+VGGNet”.
We compute the inference & training time in Figure 5 by
measuring the average computation time required to iterate over
10 scans (batch size of 10) and divide the measured time by the
number of scans.

Our model takes 0.02 and 0.03 seconds to test and train on
one scan, respectively. Though our model is much smaller than
MRNets, we do not observe significant speed improvements
over the MRNets. We speculate that this is due to the multiple
sub-blocks in a squeeze module that can not be parallelized, as
illustrated in Figure 4.

The last plot measures the size of models in MB. We measure
the model size simply from PyTorch’s . pt extension. The plot
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TABLE I
DIAGNOSTIC ACCURACY AND MODEL SIZE. EVALUATION RESULTS OBTAINED ON THE CHIBA AND STANFORD KNEE DATASETS. THE TABLE COMPARES THE

DIAGNOSTIC PERFORMANCE OF OUR PROPOSED MODELS TO OTHER ACL TEAR DETECTION MODELS. THE HIGHEST PERFORMANCE FOR EACH
EVALUATION METRIC IS HIGHLIGHTED IN BOLD FONT. WE USE 5-FOLD CROSS-VALIDATION TO EVALUATE ON THE CHIBA DATASETS AND TRAIN & TEST SET
EVALUATION ON THE STANFORD DATASET. WE OMIT THE EVALUATION OF ELNET [2] AND OTHER WORKS [57], [58] ON THE CHIBA DATASET SINCE THEIR

IMPLEMENTATION CODES ARE NOT PUBLICLY AVAILABLE

Fig. 5. Computational cost, speed, and size. The figure displays the computational efficiency of our models and MRNets in 4 different aspects:
Floating point operations per second (FLOPs) utilization, inference & train time per scan (s), and model size (MB).

shows that our model is 15 times smaller than the original MRNet
configuration.

We obtain the values using a 3D input with size [16× 256×
256]. We carry out the experiment on a G560 V5 server with a
Tesla V100 GPU and an Intel(R) Xeon(R) Gold 6138 CPU. We
use PyTorch as our model framework.

C. Visual Interpretation

Figure 6 demonstrates our model’s ability to precisely locate
ACL regions from both the Stanford and Chiba knee datasets.
We generate the final attention mapa by adding the two attention
maps generated from the 3th and 4th feature extraction modules:

ad,h,w =< gd,h,w, z
3
d,h,w > + < gd,h,w, z

4
d,h,w > (5)

We automatically locate the slice with ACL by finding the depth
d which gives the highest attention value (i.e. argmaxd(a)).

Interestingly, the attention maps from the Chiba dataset are
noticeably sharper compared to the Stanford dataset. Both MR
sequences are water-sensitive sequences to detect edema or
hemorrhage from ACL tears. However, the Chiba dataset’s MR
sequence is a non-fat suppressed sequence, while that from
Stanford is a fat-suppressed sequence. With a non-fat suppressed
sequence, the contrast between ACL and surrounding fat is much
higher. That possibly helps our model to make a more confident
judgment.

TABLE II
EFFECT OF ATTENTION MODULE ON DIAGNOSTIC ACCRUACY

Figure 7 shows a more detailed evaluation of our model’s vi-
sualization capability and prediction capability. The percentage
is our model’s confidence that the scan has an ACL tear. For
the top row scan, our model is very sure, with 92 % confidence,
that the image has an ACL tear. For the bottom scan, our model
predicts that a tear is less likely with 21%. The attention map
does not highlight the torn area (arrows) to help radiologists
identify the missing ACL.

D. Ablation Studies

In this section, we access the effect of attention module and
squeeze module on diagnostic accuracy. All experimental results
are obtained with 5-fold cross-validation on the Chiba dataset.

Table II shows that adding attention modules not only helps in
generating heatmaps but also marginally improves performance.
Our model with attention module (“OUR+ATT”) achieves



JEON et al.: INTERPRETABLE AND LIGHTWEIGHT 3-D DEEP LEARNING MODEL FOR AUTOMATED ACL DIAGNOSIS 2395

Fig. 6. Heatmaps generated from our attention module. MR sequence from Chiba is a non-fat suppressed sequence, while that from Stanford
is a fat-suppressed sequence. The images are unbiasedly sampled from the test set of each dataset. Note the sharp attentions that correctly focus
on the ACL region in all cases.

Fig. 7. Automated ACL tear localization. Our attention module au-
tomatically selects the MR sequence with an ACL, and within the slice,
zooms in precisely to a location where ACL exists. The percentage is
our model’s confidence that the scan has an ACL tear. For the top row
picture, our model is very sure that the image has an ACL tear. For the
bottom picture, our model predicts that a tear is less likely with 21%.

higher performance than the model without attention (“OUR-
ATT”) in all metrics. “OUR-ATT” model makes a prediction
using the features from the last feature extraction block g = zL

by feeding the feature directly to a dense layer.

TABLE III
EFFECT OF SQUEEZE MODULE WITH VARYING REDUCTION RATE ON

DIAGNOSTIC ACCRUACY

Table III shows that increasing the squeeze module’s re-
duction factor (r) can greatly reduce the model size; however,
diagnostic performance is marginally sacrificed in return. Nev-
ertheless, we notice that the drop in performance is not drastic
compared to the drop in model size. From this observation, we
confirm that our squeeze module effectively reduces model size
while keeping the performance fairly consistent.

V. LIMITATION & FUTURE WORK

A. Generalization to Other Knee Injuries

There are four major ligaments of the knee: ACL, posterior
cruciate ligament (PCL), medial collateral ligament (MCL), and
lateral collateral ligament (LCL). In actual clinical settings, in
many cases, more than one ligament can be injured. Radiologists
are expected to diagnose these ligamentous injuries accurately,
and so is AI. We are planning to expand our lightweight algo-
rithm to multiple knee injuries. Our small and fast model will
allow us to makes this application widely accessible. Especially
in busy emergency departments, fast and accurate diagnosis of
multiple ligamentous injuries from acute knee trauma will help
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orthopedic surgeons plan patients’ treatment and surgery in a
timely fashion. We will implement our application in emergency
departments and prospectively evaluate the usefulness of AI
diagnosis of multiple knee ligament injuries after acute traumas
such as motor vehicle accidents.

Also, our lightweight AI algorithm is vendor-neutral. It can
learn from various MRI vendors quickly and implement any
machines easily. We will investigate the accuracy of our model
using multiple MRI vendors and different magnetic field ma-
chines.

B. Application to Other Medical Imaging Tasks

As aforementioned, our model makes two strong assumptions
about a task: 1) the task should rely on a small set of features,
and 2) the features should be well confined. These assumptions
can be met in many medical imaging tasks other than the ACL
injury tasks, such as bone fracture diagnosis and various chest
X-ray screening. These tasks commonly have fairly consistent
imaging quality (lighting, viewpoint, and scale) and have few
class labels to predict.

However, not all medical imaging tasks meet the require-
ments. Our model is expected to perform poorly on tasks that
require many non-local features and have poor imaging quality.
Such tasks include mammogram screening and skin lesion anal-
ysis. Unlike X-ray or MRI, mammography and dermoscopic im-
age have high inter-image variances. Also, a model should learn
to access non-local semantic features such as the distribution of
micro-calcifications and shapes of skin lesions.

VI. CONCLUSION

We have demonstrated the possibility to create an inter-
pretable and lightweight AI system for ACL tear diagnosis. Our
model can precisely locate ACL and only requires 43 K trainable
parameters. Our model’s diagnostic accuracy in detecting ACL
tear surpasses previously proposed models on the two knee MRI
datasets. The findings from our study confirms the importance
of having deeper understandings about medical imaging tasks
to achieve a model that is interpretable, small and accurate.
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