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Abstract—With the increasing amount of image data col-
lected from biomedical experiments there is an urgent need
for smarter and more effective analysis methods. Many
scientific questions require analysis of image sub-regions
related to some specific biology. Finding such regions of
interest (ROIs) at low resolution and limiting the data sub-
jected to final quantification at full resolution can reduce
computational requirements and save time. In this paper
we propose a three-step pipeline: First, bounding boxes
for ROIs are located at low resolution. Next, ROIs are sub-
jected to semantic segmentation into sub-regions at mid-
resolution. We also estimate the confidence of the seg-
mented sub-regions. Finally, quantitative measurements
are extracted at full resolution. We use deep learning for the
first two steps in the pipeline and conformal prediction for
confidence assessment. We show that limiting final quanti-
tative analysis to sub-regions with full confidence reduces
noise and increases separability of observed biological
effects.
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I. INTRODUCTION

M ICROSCOPY imaging is one of the most powerful tools
used to investigate complex biomedical processes, and

automated analysis methods are capable of measuring a large
number of parameters from a broad range of samples in parallel.
Rapidly developing high-throughput techniques are generat-
ing data at an unprecedented rate thus placing the biomedical
sciences on the verge of a digital explosion. Transformative
approaches to analyze this massive spatial and temporal mul-
tichannel image data are urgently needed, or there is a real risk
that the promised, rapid advancement in knowledge will not
materialize. In digital pathology, images generated by whole-
slide scanning often reach a couple of gigabytes in size and
can span ten to hundreds of thousands of pixels in both the x-
and y-direction. This full resolution is often needed to acquire
accurate stain quantification or patient diagnosis. Furthermore,
scientific and/or diagnostic information is often sparse, confined
to small regions of interest (ROIs). Specifically, analysis of lung
tissue remains a challenging task due to the heterogenous nature
of the lung with its myriad of sub-compartments, all with distinct
physiological functions and roles in pathophysiology of respira-
tory disease. Although there have been important advancements
made during the past decades in the management of lung disease
there is still a large unmet need in major lung diseases such as
chronic obstructive pulmonary disease (COPD) and idiopathic
pulmonary fibrosis (IPF).

Globally, COPD is the third leading cause of death [1] and
a major challenge with COPD is to subtype it into endo-
types that share underlying pathological mechanisms. How-
ever, two typical manifestations of COPD within different sub-
compartments are bronchitis and emphysema which affect the
airways and alveolar bed respectively. IPF is another delib-
erating lung disease with a 5-year survival rate of 20–40%
[2]. For IPF, the major affected lung sub-compartment is the
alveolar bed.

As of today, image analysis of histological lung samples
typically is conducted on either large scanned images with no
segmentation into different sub-compartments or directly on
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small selected or randomized areas for all of which the analysis
fail to be either specific, unbiased or based on the wealth of the
data in a whole slide scan.

We make two fundamental observations: (1) Not all data con-
tain valuable information. With datasets outgrowing resources
we cannot afford to analyze data that lack scientifically relevant
information. (2) Given limited resources, or if real-time deci-
sions are needed, we have to be smart about which subsets of
the data we use for detailed, costly analyses. We should therefore
focus on processing only the data that is most likely to answer
the scientific question under study.

Deep learning has become one of the most competitive
and successful machine learning approaches for exploring mi-
croscopy images of cells and tissue samples [3]–[5]. Deep
learning approaches used for detection of ROIs and semantic
segmentation often output scores between 0 and 1 defined via
a softmax function [6]. The highest scoring class defines the
predicted class. If these scores could be thought of as estimates
of prediction confidence, further analysis could be confined to
high-confidence regions. However, the softmax function has
been shown to produce overconfident predictions with uncal-
ibrated outputs [7], and softmax values should not be thought
of as confidence measures. Guo and Pleiss et al. [7] proposed a
temperature scaling where a constant temperature (T), optimized
with respect to a validation set, dampens the softmax output to
obtain calibrated confidence. This can however fail to produce
class-wise calibration which is important when the predictions
are to be used as a confidence measure [8]. An alternative
approach guaranteed to obtain valid measures of confidence is
to use the statistical learning theory of conformal prediction
(CP) proposed by Vovk et al. [9], where predictions are hedged:
They incorporate a valid indication of their own accuracy and
reliability. CP works atop any machine learning algorithm and
can be readily applied to deep learning applications at almost no
additional cost [10].

In this paper we present an approach for the analysis of
large-scale whole-slide lung tissue images aiming to limit costly
computations to the parts of the data most likely to answer a
given scientific question. Our main contribution is to combine
deep learning with CP for tissue sub-region prediction with
confidence. Using hierarchical identification of tissue regions
and a measure of confidence in sub-region detection, we quan-
tify region-specific drug response. A key objective is to start
from low resolution to predict and rank regions that should
be investigated at higher resolution, motivated by the fact that
analysis at lower resolution involves fewer pixels and is therefore
cheaper. Costly quantitative analysis of fluorescent markers is
thus limited to very few and small specific regions at the highest
resolution.

The work we present here, adds a valuable methodology to
address the understanding of both the drug target localization
and drug target engagement in specific lung compartments
of interest, based on whole lung slide data thus enabling di-
rect insight into the spatial effect of therapeutic compounds
and the relationship of this to histological and pathological
structures.

II. PROBLEM DESCRIPTION

We present a generalizable method for analyzing large-scale
image data applicable to a wide range of problems where
precision of region detection is prioritised over recall. This is
often the case when evaluating tissue specific drug response,
but may not be suitable for eg. detection of malignancies.
We evaluate the method by quantifying the distribution of
fluorescent signals in well-defined sub-regions of lung tissue.

More specifically, we first use low-resolution images to detect
bounding box ROIs of certain parts of the lung tissue (blood
vessels and airways). This is done using deep learning, but
without CP to maximize detections. Once ROIs are defined,
we move to medium resolution to do semantic segmentation
of ROIs consisting of background and four other sub-regions; 1.
blood vessels 2. alveolar bed 3. epithelial of conducting airways
and 4. sub-epithelial layer of conducting airways. All pixels
classified into these sub-regions are also given a confidence
score which tells us how likely it is that a pixel belongs to the
given class compared to the other classes. In the sub-regions a
fluorescent signal is quantified at full resolution by summing the
intensity values and dividing by the area of the region. Finally, we
investigate if more statistically significant results can be obtained
by focusing the analysis to well-defined ROI sub-regions defined
with high confidence. In other words, we hypothesize that we
can provide a better answer to our scientific question if we focus
our analysis to the part of the data that is most likely to provide
relevant information.

Assumption 1: There is a difference in drug response be-
tween cell layers (epithelium, sub-epithelium and alveoli)
around airways and blood vessels [11].

Assumption 2: These differences can be measured by defin-
ing these cell layers and quantifying fluorescent signals from
gene expression in response to drug uptake in fluorescence
microscopy images.

Hypothesis: The significance in the quantified difference will
be higher if we are more confident in the definition of the cell
layers.

III. RELATED WORK

The most common strategy when applying deep learning
based methods to large whole-slide images is to divide the
image into smaller patches and to make class predictions on
these individual patches. Hou et al. [12], for example, proposed
a patch-based approach where histograms of the patch predic-
tions are used as feature vectors for image-level predictions.
In [13] Graham et al. proposed a multi-step approach where
patch-wise prediction maps are extracted and their subsequent
feature vectors are fed through a random forest classifier for lung
cancer grading. Although promising, patch-based approaches
can become quite computational expensive and time-consuming
when applied to images of large tissue slides. Instead, by uti-
lizing the characteristics of convolutions, analysis can be done
in one pass of the network: All dense layers are replaced by
convolutional layers making the network fully convolutional,
referred to as Fully Convolutional Networks (FCNs) [14]. Thus,



WIESLANDER et al.: DEEP LEARNING WITH CONFORMAL PREDICTION FOR HIERARCHICAL ANALYSIS 373

the network is no longer restricted by a specific input image
size. As the size of the input image is increased the network
generates a coarse prediction map as output. One of their major
strengths is that these networks can be trained on patch-based an-
notations and subsequently utilized for semantic segmentation.
This was shown for example in [15] for quantifying biomarkers
and in [16] for cancer region segmentation. A more efficient
approach utilizing FCNs to detect lymph node metastasis in
whole slide breast images was proposed by Lin et al. [17]. This
idea was later extended showing that FCNs remove a lot of the
redundant convolutional operations in patch based methods [18].
They introduce anchor layers, which in contrast to standard
convolutional layers, can jump and move to a different position
when making dense predictions, thus increasing the speed even
further. Other learning-based methods for region localization
use ground truth annotations consisting of ROIs defined by
bounding boxes. With the annotated data limited to patch-based
annotations, architectures like Faster RCNN [19] and Yolo [20]
are unfortunately unfeasible.

In many cases, definition of ROIs is not sufficient. Within
defined ROIs, pixels have to be assigned to object-specific
classes or sub-regions by semantic segmentation. The problem
of segmentation of large whole-slide tissue images (and many
other image analysis applications), is that it requires making
accurate local predictions whilst accounting for global context.
One of the first applications of deep learning for segmentation
in medical images used CNNs with patch-based sliding win-
dows to classify pixels [21]. As deep learning requires larger
training datasets than are generally available for biomedical
applications, this patch-based representation of the input data
can be beneficial. However, there is a trade-off between local
and global information when using such patches, whereby small
patches sacrifice contextual information over location accuracy
and vice versa. Furthermore, the use of a sliding window results
in a large amount of parameter redundancy when computing
the feature maps of neighbouring pixels. U-Net [22], a popular
modified version of the FCN architecture combines global and
local information into one network. It uses contracting con-
volving encoder layers (learning global context) skip-connected
to expanding “up-convolving” decoder layers (learning high-
resolution location). The U-Net architecture has for instance
been utilized in epithelium segmentation in prostate cancer
whole slide images [23].

A major bottleneck when applying deep learning methods
to cell and tissue images is the lack of labeled data; manual
data annotation is time-consuming and requires a high level of
expertise, and few alternative approaches exist [24]. However,
studies have shown that reusing models pre-trained on different
tasks provides a good network initialization [25], [26]. This is
known as transfer learning, whereby the transferred parameter
values provide good initial values for gradient descent prior to
fine-tuning to fit the target data. This idea has been successfully
applied using large annotated datasets like ImageNet [27]. Oth-
ers have shown that pre-training on data from a similar task can
be even more beneficial [28].

Confidence estimates in deep learning have mainly focused on
Bayesian based methods. Gal and Ghahramani proposed using

Monte Carlo dropout [29] for model (epistemic) uncertainty
by using active dropout layers at test time to obtain a variance
around the predictions. This results in an approximate Bayesian
posterior distribution for the predicted probabilities. However,
these approximate Bayesian methods [30], being based on rather
limited distributional assumptions, are liable to underestimate
uncertainty. The Bayesian hypernetworks of Krueger et al. [31],
which combine Bayesian methods, deep learning and generative
modelling, provide one means of overcoming this problem of
uncertainty underestimation. Other methods propose letting the
model predict the variance [32] as a form of aleatoric (data
driven) uncertatinty. Test time augmentations together with
Monte Carlo dropout was investigated in [33] for fetal brain
segmentation in MRI slices and brain tumor segmentation in
MRI volumes.

As an alternative to Bayesian approaches there is a method
known as Conformal Prediction (CP). CP was initially devised
to work in an on-line transductive setting, such that learning
and prediction occur simultaneously. In this sense confidence
in a prediction is tailored both to the previously seen objects
(whose features and labels are known) and to the features of
the new object, whose label is to be predicted [34]. The fully
on-line mode of CP can be computationally demanding (with
the learning algorithm updated for each new data point). The
theory however extends easily to the off-line inductive mode
(which we use in this paper). CP has been used in moderately
sized problems, e.g. to predict quantitative structure-activity
relationships of molecules [35], to assess complication risks
following coronary procedures [36] and to detect anomalies
in fishing vessel trajectories [37]. It has also been shown to
scale up well on a distributed computing implementation to
very large datasets, such as the Higgs boson dataset [38], the
largest binary classification dataset in the UCI machine learning
repository [39].

IV. DATA

The dataset used in this work was created to investigate drug
distribution in lungs of rats as previously described in [11].
Briefly, rats were treated with different doses of the drug (flu-
ticasone propionate) and with two methods of administration;
either inhaled or intravenously. As response to drug uptake,
cells produce mRNA from glucocorticoid receptor response
genes. Rats were sacrificed followed by tissue fixation and
sectioning. Cell nuclei were stained with DAPI and two dif-
ferent fluorescent markers were applied to detect mRNA for the
glucocorticoid receptor response genes. Resulting tissue slides
were imaged in four fluorescent channels, one for each mRNA
detector, one for nuclei (DAPI) and one for auto fluorescence,
using a slide scanner. All image analysis, apart from the final
quantitative evaluation of drug response, was performed on the
image channels showing nuclei and auto fluorescence, in other
words representing general tissue morphology. Full resolution
images (each around 23000 px × 35000 px) were sub-sampled
to medium resolution (16% of the original size ≈ 9200 px ×
14000 px) and low resolution (4% of the original size ≈ 4600
px × 7000 px) for further processing as described below.
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Fig. 1. Example annotations of lung tissue divided into (a) Airway:
epithelium (yellow), sub-epithelium (red) and alveoli (orange) and (b)
blood vessels (green) and alveoli (orange).

TABLE I
NUMBER OF IMAGES USED FOR TRAINING IN THE DIFFERENT

STEPS OF THE PIPELINE

For model training ROIs were manually extracted and labeled
as ‘Airway,’ ‘Blood vessel’ or ‘Other’. The ‘Other’ class contains
large holes and broken tissue not belonging to either airways or
blood vessels. In total, 1159 ROIs from 58 tissue sections (58
different animals) were labeled.

Further annotations were needed for creating a deep learning
model for semantic segmentation of sub-regions within the
ROIs. These annotations were generated by a semi-automatic
method where images of ROIs were first binarized to cap-
ture large hole structures. Around each hole (representing an
airway or a blood vessel), a sub-region was defined by dila-
tion, and the width of the region was limited by the inten-
sity values in the nuclei and auto-fluorescence channels. This
method gave a rough label mask for both the epithelial and
sub-epithelial layers around airways and also for the blood
vessels. Since we were only interested in finding representative
areas of the different regions, we selected, for annotation only
one airway and one blood vessel from each tissue section,
thus reducing the amount of annotation work required. The
generated annotations were subsequently visually inspected and
filtered to remove images where the method produced sub-
optimal results, resulting in 40 annotated examples per class.
Cell layers representing alveoli were annotated by identifying
smaller hole regions and dilating a small region around those
(Fig. 1).

A test set was defined and removed from the dataset. This test
set was selected to include four images from different animals,
all treated with the same drug dose. The resulting number of
ROIs and annotated sub-regions used for training the different
models can be seen in Table I. For ROI localization, 10 images
per class were removed for validation and the rest were used for
training. For region segmentation, 10 images were removed for
validation/calibration.

Fig. 2. Illustration of proposed workflow. Regions of interest are lo-
cated, through Fully Convolutional Networks, in low resolution (a). The
located regions are mapped to a higher resolution where region seg-
mentation is performed with a U-net architecture (b). Conformal predic-
tions are applied to the output of U-Net to obtain confidence predictions
(c). Lastly, the segmented regions are mapped to the full resolution
where drug response quantification is done (d).

V. METHODS

For the proposed pipeline our focus lies on identifying the
most informative regions to answer the scientific question at
hand, namely if there are differences in drug response in different
cell layers. ROIs are located in low resolution, where finer
details are missing, but larger structures are still visible. A
finer-scale semantic segmentation of ROIs is then produced at
a medium resolution, and combined with a confidence measure
based on conformal predictions. In the final full resolution step
quantification of stains is performed (Fig. 2).

A. ROI Localization at Low Resolution

To make the analysis pipeline as general as possible we
aimed to make the number of tunable hyper-parameters small.
The network had to be able to learn from a small amount of
training data thus making large model architectures unfeasible.
We therefore decided to use ResNet 18 [40], which has, as
its name suggests, only 18 layers. We initialized the network
with pre-trained weights from ImageNet [41] and augmented
the training data by mirroring and 90 degrees rotations to create
eight times as many images. We used the Adam [42] optimizer
with the default learning rate of 0.001 and early stopping (with
a maximum of 100 epochs) based on the loss on a validation set.
We thus used the validation set only for determining how long
the network should be trained. After training, the weights of the
last fully connected layer were transferred and replaced by a 1×
1 convolutional layer making it fully convolutional [14] (Fig. 3).

At inference the large tissue image is unfortunately too large
to fit on a GPU and to be processed by the network. Thus,
smaller tiles of the image needed to be extracted. Since the
original network was trained with a predefined input size the
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Fig. 3. Illustration of the network for ROI localization at training and
inference time. The arrow from Training to Inference illustrates how the
weights of the last fully connected layer are transferred and replaced by
a 1 × 1 convolutional layer making the model fully convolutional.

Fig. 4. Overlapping cutouts were applied to account for loss in spa-
tial output size as the full tissue sample can not fit on a GPU during
inference.

network will output point predictions for this same fixed size.
Most pretrained ImageNet models have a spatial size of 224
px × 224 px, which results in, at inference, a 224 px × 224
px window being convolved over the larger input (Fig. 4). To
account for this, the tiles had to overlap. With a 224 px × 224
px model this overlap had to be 224 px. To produce a result for
the entire image, also the edges should be padded with 112 px.
In this work, this step was not needed since there is a large empty
space between the actual tissue and the edges of the image, and
no information was lost. Similarly, stitching and rebuilding the
full image required re-sizing the output to a width and height
224 px smaller than the input and then padding 112 pixels at
each side.

Due to the varying size of the training ROIs, the training
images had to be sub-sampled to 224 px × 224 px to fit the size
of the network. An average sub-sampling factor (Δxod, Δyod)
was calculated so that it could be used for sub-sampling the test
set. Inference was done by first down-sampling the test images to
a size ImageSizex ·Δxod, ImageSizey ·Δyod. The images
were then tiled into 1500 px × 1500 px patches (size chosen
based on hardware limitations) and passed through the network.
The outputs were finally re-sized and stitched together.

With the obtained ROI prediction maps a couple of post
processing steps were applied. First the prediction maps were

thresholded by 0.5 and ROI candidates were proposed via con-
nected components. Two filtering methods were applied to the
proposed ROIs:

1) Remove ROIs with an area smaller than 1000 pixels
2) Remove ROIs less than 100 pixels from the edge of the

tissue sample
The edge of the tissue was found through active contours

based on the implementation from [43] available at [44].
Lastly, bounding boxes were defined for the final ROIs and

boxes with intersection over union larger than 0.5 were removed
to avoid multiple copies of the same object being forwarded to
the next step.

B. Semantic Sub-Region Segmentation of ROIs at
Medium Resolution

Depending on the question at hand, ROIs may have to be
further divided into sub-regions at a higher resolution. This is
especially the case when structures of interest are comparably
small, such as cell clusters or epithelial layers. In the presented
case, we had to move to medium resolution to do semantic
segmentation of ROIs into sub-regions consisting of background
and four types of cell layers. To simplify the task, we used
knowledge of ROI class (airway or blood vessel), obtained from
the previous step to train two separate networks for sub-region
segmentation. Some initial experiments showed that a single
network with more classes made more errors than two separate
networks focusing only on a specific object.

The ROI segmentation was done with a U-Net architecture
with an encoder initialized with weights pre-trained on Ima-
geNet [27]. The training was based on weighted cross entropy
loss with the weight of the background class set to a third of
the other classes. This weight was set due to the fact that the
background class was not fully annotated and includes regions
from all different classes. A lower weight on the background
class encourages the network to get the actual annotated labels
correct.

The training data was sub sampled to twice the size of the test
images for the ROI localization step to simulate a medium reso-
lution (ImageSizex · 2 ·Δxod, ImageSizey · 2 ·Δyod). The
U-Net architecture is fully convolutional and thus not restricted
by any specific input size. However, to enable batch training,
the data has to have the same size. We therefore ensured all
training ROIs were larger or equal to 512 px × 512 px (based on
the maximum size not exceeding hardware limitation with batch
training). Images smaller than this size were padded with zeros.
The data was then loaded via random crops of size 512 × 512 to
make batches of similar sizes. Training set augmentations were
performed with shifting, scaling, rotating and applying random
re-sized crops. The scaling and shifting factors was limited to
10% of the image size [45]. The two different networks (one for
airways and one for blood vessels) were trained for a maximum
of 400 epochs (again early stopping was performed using the
validation set).

At inference the images were passed through the network
one by one and thus do not need to meet the same size criteria.
Instead, since the network has five pooling layers (each halving
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the size of its input) and skip connections from the encoder to the
decoder, the input sizes are required to be divisible by 25 = 32.
This was ensured by padding the test and calibration images
to the necessary size. As output, all pixels are given a Softmax
value, and the pixels are assigned to the class for which it has
the highest Softmax value.

C. Conformal Prediction for Pixel Classification
With Confidence

As described in the introduction, softmax values do not pro-
vide confidence values for a pixel belonging to the given class
compared to the other classes. Therefore, we apply CP to achieve
a confidence measure that can guarantee the prediction sets to
contain the true label of the object with a probability equal to a
user-defined significance level ε, under the weak assumption of
data exchangeability. We achieve this by comparing new objects
to previous examples of known outcome through a nonconfor-
mity function, indicating the “strangeness” of the new object.
We expand the binary classification setting, where classes 0 and
1 translate into four possible prediction sets: {0}, {1}, {0,1}
and Ø (the empty set) to multi class classification with three and
four classes resulting in additional prediction sets. For instance
three classes has eight prediction sets {0}, {1}, {2}, {0,1}, {0,2},
{1,2},{0,1,2} and Ø (the empty set). With guarantees of validity,
the efficiency of the predictor remains to be evaluated [46]. We
used the ratio of single-label prediction sets as our efficiency
metric, yielding a value between 0 and 1 whereby lower values
are preferable (more efficient). The efficiency is thus calculated
as the number of predictions with a multi-labeled prediction set
over the total number of observations.

We used the following nonconformity measure (here de-
scribed for a single prediction)

α = A(σt) =
maxj=0...c,j �=t(σj)

σt
(1)

where σ is the output from softmax, t the true class and c the
number of classes. In other words the maximum output of all
but the true class divided by the output for the true class, where
α ∈ [0,∞] [10].

Conformal prediction was originally developed in an online
transductive setting for which the model needs to be updated
or re-trained for each new example which is computationally
demanding. Inductive conformal prediction (ICP) operates un-
der the same assumptions and provides the same guarantees as
CP but with reduced computational load [10], [47]. In ICP, the
training dataset is first split into a calibration set C and a proper
training set P. The underlying machine learning model (such
as SVM, Random Forest, or DNN) is then trained only once
on P, yielding a single model that can be used to calculate the
nonconformity scores. The model is then applied on C to cal-
culate nonconformity scores for all calibration instances. In this
work we use Mondrian conformal predictors, where each label
category is treated individually with respect to the comparison of
nonconformity scores, yielding one set of nonconformity scores
(αl) per label l. The Mondrian approach has attractive properties

Algorithm 1: Calculate Alphas for Calibration Set.
Initialize:
αcal ε Rc×m

c = number of classes
m = number of sampled pixels per class
for Images in Calibration set do

random sample m pixels per class t
for pixel x in sampled pixels do

Calculate nonconformity measure:

A(σx
t ) =

maxj=0...c,j �=t(σ
x
j )

σx
t

αcal(t, x) append A(σx
t )

end for
end for

Algorithm 2: Calculate p-values for Test Image.
for Pixel x in test image do

for each possible classification u, u = 1..c do

αx,u = A(σx
u) =

maxj...c,j �=u(σ
x
j )

σx
u

px,u =
#{n=1...m:αcal(u,n)≥αx,u}

m
end for

end for

when e.g. data is unbalanced [48]. When making predictions on
new objects using ICP, the objects nonconformity score is first
calculated using the trained underlying model. P-values p(yj)
are then calculated for each class j as the fraction ofα - values in
the calibration set larger than the newly calculated value divided
by the total number of α - values in the calibration set (m):

p(yj) =
#{n = 1. . .m : αj ≥ αn}

m
(2)

For more details on conformal prediction, see [34].
To examine the calibration of the output from CP a separate

test was set up. All the data (except the test data) was randomly
shuffled and divided into three parts: calibration/validation;
proper training; and calibration testing. To examine the optimal
size for the calibration set, different sizes were explored. For all
experiments the calibration test size was kept fixed at 15 images.
The evaluation was done using five fold cross validation and the
final results were obtained by averaging across the folds. The
final model was then trained on all data with the calibration set
size chosen as the lowest amount showing sufficient resolution
(evaluated by comparing the calibration plots) in the calibration
to ensure valid results. With the softmax output for the images in
the calibration set, alpha values were calculated in a Mondrian
way as follows:

The images in the test set were first passed through the
sub-region segmentation network to obtain the softmax output.
The p-values were then calculated for each pixel position as
follows:

The predicted output being the class with the largest p-value.
The confidence in the prediction is defined as the largest p-value
minus the second largest p-value. Confidence is a measure of
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TABLE II
QUANTITATIVE RESULTS FOR THE RESNET 18 MODEL TRAINED FOR

CLASSIFYING AIRWAYS, BLOOD VESSELS AND OTHER, EVALUATED ON THE
VALIDATION SET

how likely the prediction of the current class is compared to
the other classes. A large measure of confidence means that
the predicted class conforms well to the calibration set, whilst
the other classes conform poorly. Lower confidence is obtained
when multiple classes conform similarly well to the calibration
set or if all classes conform poorly.

D. Quantification of Drug Response at Full Resolution

High image resolution is often required to get accurate quan-
tification of weak or small fluorescent signals only visible at full
resolution. We therefore mapped the sub-regions defined in the
previous step to the highest image resolution available. Different
binary mappings were created for a set of pre-defined confidence
levels. Per-region drug response was thereafter approximated as
the sum of pixel intensities belonging to a given region divided
by the area of the region. The measurements were made in the
image channels describing mRNA content.

VI. RESULTS

When training the network for ROI localization, it was ob-
served that the network converged quickly, hence limiting the
training to 100 epochs was sufficient. The average down sam-
pling factor of the training data was found to be approximately
20% of the original size in each direction (Δxod ≈
0.197,Δyod ≈ 0.206). In other words, the number of pixels
we process during ROI localization is only 4% of the original
amount. Quantitative results from the ROI localization step can
be seen in Table II.

In the semantic sub-region segmentation step, the networks
needed longer training to converge, hence a limit of 400 epochs
was set to reach a good convergence. An example of the output
from sub-region prediction can be seen in Fig. 5(a).

In CP confidence level estimation, varying the calibration
set size was shown to give similar results with the only differ-
ence being that using more than five images showed slightly
more stable results per fold, but similar results on average.
We therefore chose to use ten images in the calibration set to
not exclude too much data but to still reach stability in our
evaluation. The resulting calibration plot comparing the softmax
output, temperature scaling, and the CP output can be seen in
Fig. 6. This figure shows that using the softmax would result
in substantial underestimates of the actual error, whereas CP
produces valid results. The actual error is measured as the ratio
of incorrect predictions (at a given threshold) when measured
against the labeled examples. For each image 1000 pixels were
sampled for inclusion in the calibration set. Taking more or
fewer pixels changes the resolution in the calibration set but
has little effect on the results. Evaluation of the non-conformity

Fig. 5. Semantic segmentation results of tissue surrounding an airway,
with epithelium (yellow), sub-epithelium (red), alveoli (orange) and back-
ground (no color overlay) shown on top of the raw image. The regions
shrink (from a to c) as the threshold for the confidence level in pixel
classification is increased (i.e decreasing ε).

Fig. 6. Calibration plot for predicted and observed error comparing
direct output from the softmax, temperature scaling and the CP output.
The data was split so that 13 images were used for training, ten for
calibration and 15 for calibration testing. The method is evaluated with
five-fold cross validation and presented is the average of all folds.
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Fig. 7. Efficiency measured through single valued predictions (lower is
better) at different ε. The efficiency indicates how well the non-conformity
measure works for capturing the difference between new examples and
seen examples (i.e calibration set).

measure at different ε is presented in Fig. 7. A lower value
means a more efficient measure. This is achieved when the
non-conformity measure successfully captures the difference
between new examples and known examples, i.e, making single
valued predictions.

Using the final pixel confidence level output from CP, low-
confidence pixels can be excluded from each sub-region class
based on thresholding at the pixel class level. An example of the
resulting reduced regions at two different confidence thresholds
can be seen in Fig. 5(b and c).

For final quantification of drug response we show the ef-
fect of focusing measurements to regions with low confidence
(0.1− 0.2) and gradually increasing the confidence interval up
to (0.8− 1). For each confidence interval, drug response was
quantified in the corresponding tissues sub regions, and the
results from quantification of drug response per image sub-
region class are presented in Fig. 8a. The image data in the
presented result was not included during testing or validation
of ROI detection or sub-region segmentation, and represents
tissue slides from four animals exposed to the same drug con-
centration by inhalation. Values shown are means and standard
deviations across all regions within each sub-region class. The
plot indicates that the drug response is higher in the epithelium
of the airways as compared to the airway sub-epithelium and
blood vessel. The lowest level is observed in the alveoli. As the
analysis is confined to regions with higher confidence, larger
differences, with higher statistical significance are observed. To
evaluate the pixel classification performance of the models, 4
airways and 4 blood vessels where selected for more accurate
manual annotations (focusing on the epithelium, sub-epithelium
and blood vessel areas). The resulting precision and recall are
presented in Fig. 8b.

VII. DISCUSSION

The pipeline we present here is created in such a way that
for each part, the data could potentially be replaced with a
different dataset to explore alternative problems. With gener-
alizability, however, one sacrifices specificity, hence depending
on the problem, more tailored solution may be constructed to
outperform our proposed pipeline. We show that FCNs can
detect ROIs in low resolution reducing the amount of data
that needs to be analyzed (as compared to analyzing all data
at full resolution). An interesting approach would be to apply
the hierarchical approach with ROI detection already during
data acquisition at the microscope, and thereby limiting the
collection of irrelevant data. Furthermore, we show that U-Nets
can separate finer regions even with approximate ground truth
labels during training.

With the effectiveness of transfer learning our models were
able to learn from a rather limited training set (Table II, Fig. 8b).
The results (Fig 8b) show an increase in precision at a higher
confidence threshold, but with the sacrifice of recall. Thus, a
high confidence threshold results in a final readout with higher
detection precision, but lower recall, focusing the final measure-
ments on regions with more accurate predictions. The models
were pre-trained on ImageNet which consists of natural images.
Nevertheless, our baseline approach was able to distinguish
between the different tissue regions with a relatively low amount
of training data. Improved results could also be obtained with
networks pretrained on a (large) more domain specific dataset.

In deep learning, and machine learning in general, there are
often considerable uncertainties in many of the predictions. As
mentioned earlier the predicted probabilities from the softmax
output are also not well calibrated. This was shown clearly
in Fig. 6, where temperature scaling gave better calibrations,
but still far from the nearly perfectly calibrated results given
by CP. Furthermore, these probabilities are simply point esti-
mates without any information on their variability. In general,
for medical image data there also often exists a high level of
uncertainty in the annotated labels [49]. Indeed in our data the
annotations were done quite roughly and in some cases the
deep learning segmentation results were more accurate than the
annotations. Awareness of these various forms of uncertainty is
invaluable for accurate conclusions, and deep learning methods
that assign confidence to predictions may also be better received
by clinicians.

Our results show that the higher confidence regions mainly
enclose the most central part of the segmented regions, whereas
the transition between labels in the output often results in the
lowest confidence. With the rough annotations, for training, used
in this work, these pixels were the hardest to learn confidently.
Confidence based prediction methods like CP are therefore a
useful tool in applications where the user can adjust the amount
of errors he/she is willing to make. Allowing more errors equates
to including more uncertain regions and in the case of sparse
labels can also result in larger regions. Allowing less error results
in smaller regions but with more precision.

Furthermore, our results show a larger separation of drug re-
sponse mainly between the sub-epithelial and epithelial regions
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Fig. 8. Measurements of drug response, precision and recall for different pixel classification confidence intervals.

in airways when measured at a higher confidence level. Since
the epithelial region of the airway is narrower, more precision
is required in the segmentation results for accurate predictions.
For this type of region, high confidence predictions help ex-
clude noise. In contrast, the sub-epithelial cell layer is generally
wider and requires less precision for high confident sub-region
classification. This can be seen in Fig. 8a where the measured
drug response for sub-epithelial regions does not change as
much for the higher confidence regions. For the epithelial region
the concentration steadily increases with higher confidence, as
initially hypothesized.

Perhaps the optimal means of accounting for uncertainty will
come with the fusion of deep learning and Bayesian modelling,
permitting the inclusion of parameter, model and observational
uncertainty in a natural probabilistic manner. However, due to
their high computational cost and the need to specify prior
distributions on all the network weights, such fully Bayesian
approaches are currently unfeasible and alternative solutions
are required. One alternative and less computationally costly
approach is to use CP, as we have done here. CP does not
make any distributional assumptions, circumvents the need to
specify priors on the parameters, and interestingly can provide
stronger guarantees of validity than Bayesian methods, even
when based on the true probability distribution of the data [34].
Due to the limited amount of images available for training in
the presented experiment, we derive our calibration set from a
number of randomly sampled points in each image. This strategy
may have an effect on the exchangability assumption of the data
points. Further studies of the lowest number of images and the
highest number of pixels that is required (with unlimited data
one could sample a single point per class and image) are needed.
Since temperature scaling only dampens the softmax output it
is difficult to find an optimal temperature that gives calibrated
outputs for all classes. This is, however, a simpler method and
might work better for simpler problems, or when the ground truth
annotations are more complete. CP is a more powerful (but more
demanding) method where the prediction distribution is utilized

in a more efficient way. We here conclude that our empirical
studies show that for our methodology the predictions are valid
(Fig. 6) with an efficient non-conformity measure (Fig. 7) and
that using CP helps to calibrate the softmax output, giving valid
prediction regions.
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