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Multi-Sensor Fusion Approach for Cuff-Less
Blood Pressure Measurement
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Qing-Yun He, and Ye Li , Member, IEEE

Abstract—Ambulatory blood pressure (BP) provides
valuable information for cardiovascular risk assessment.
The present cuff-based devices are intrusive for long-
term BP monitoring, whereas cuff-less BP measurement
methods based on pulse transit time or multi-parameter are
inferior in robustness and reliability by using electrocardio-
gram (ECG) and photoplethysmogram signals. This study
examined a multi-sensor fusion-based platform and algo-
rithm for systolic BP (SBP), mean arterial pressure (MAP),
and diastolic BP (DBP) estimation. The proposed multi-
sensor platform was comprised of one ECG sensor and
two pulse pressure wave sensors for simultaneous signal
collection. After extracting 35 features from the collected
signals, a weakly supervised feature selection method was
proposed for dimension reduction because the reference
oscillometric technique-based BP are intermittent and can
be redeemed as coarse-grained labels. BP models were
then established using a multi-instance regression algo-
rithm. A total of 85 participants including 17 hypertensive
and 12 hypotensive patients were enrolled. Experimental
results showed that the proposed approach exhibited good
accuracy for diverse population with an estimation error of
1.62 ± 7.76 mmHg for SBP, 1.53 ± 6.03 mmHg for MAP, and
1.49 ± 5.52 for DBP, which complied with the association
for the advancement of medical instrumentation standards
in BP estimation. Moreover, the estimation accuracy is with
random daily fluctuations rather than long-term degrada-
tion through a maximum two-month follow-up period indi-
cated good robustness performance. These results suggest
that the proposed approach is with high reliability and ro-
bustness and thus provides a novel insight for cuff-less BP
measurement.

Index Terms—Blood pressure, multi-sensor fusion, fea-
ture selection, pulse pressure wave.
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ABBREVIATIONS

BP Blood pressure
PTT Pulse transit time
ECG Electrocardiogram
PPG Photoplethysmogram
SBP Systolic BP
MAP Mean arterial pressure
DBP Diastolic BP
PPW Pulse pressure waveform
ICG Impedance cardiogram
MIMICII Multi-parameter Intelligent Monitoring in Intensive

Care II
AAMI Association for the Advancement of Medical

Instrumentation
ICU Intensive care unit
PWV Pulse wave velocity
M-K Moens–Korteweg
PPWr Radial artery PPW
PPWa Ankle artery PPW
WSF Weakly supervised feature selection
ME Mean error
STD Standard deviation of the error
MAE Mean absolute error
CP Cumulative percentage
BHS British Hypertension Society
MCFS Multi-cluster feature selection
USF Unsupervised spectral feature selection

I. INTRODUCTION

G LOBAL hypertension prevalence is high and rising in
both developed and developing countries. Long-term hy-

pertension can result in various complications such as coronary
heart disease, stroke, and heart failure [1], [2]. However, aware-
ness of the risk of hypertension is low, and individuals with
hypertension rarely seek treatment; consequently, it is known as
the “silent killer” [3]. According to a recent large-cohort study
in China, awareness and treatment rates of hypertension was
only 36% and 22.9%, respectively [4]. Although blood pressure
(BP) can be accurately measured through invasive methods, such
measurement is impractical in daily life because it requires in-
sertion of a catheter, which means that professional intervention
is necessary; moreover, the procedure causes severe pain. To-
day, noninvasive BP measurement relies on inflation with a cuff,
including the auscultation method and oscillometric technique,
and these are the most common methods for routine examination
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of BP at clinics. However, cuff-based methods are inconvenient,
intrusive for long-term BP measurement. An unobtrusive device
for long-term BP monitoring would help improve awareness re-
garding the risks of hypertension, thereby helping to reduce the
incidence of cardiovascular disease [5].

Recently, several approaches have been proposed for cuff-less
BP measurement, including oscillometric finger pressing based
[6], [7], ultrasound based [8], [9], pulse transit time (PTT) based
[10]–[18] and multi-parameter based approaches [19]–[26]. In
2018, Chandrasekhar et al. firstly proposed an oscillometric
finger-pressing method for BP monitoring that can deployed
on smartphone platform [6], and then developed an iPhone ap-
plication with an accuracy of −4.0 ± 11.4 mmHg for systolic
BP (SBP) and −9.4 ± 9.7 mmHg for diastolic BP (DBP) [7].
Ultrasound-based method was also developed for continuous
BP measurement and showed promising results but with higher
complexity [8], [9]. PTT based approaches have been studied
extensively over several years and always been the most popular
methods for cuff-less BP measurement [10]–[18]. As a potential
indicator for BP, PTT refers to the time for a pulse wave to travel
between two locations in the cardiovascular system [10]. PTT
can be calculated from two pulse signals generated by the cardio-
vascular system, such as electrocardiogram (ECG) and photo-
plethysmogram (PPG) signal, two-channel PPG, or impedance
cardiogram (ICG) and PPG [11]–[13]. A novel approach for
obtaining PTT from ballistocardiogram (BCG) and PPG moni-
toring at the ear [26] was also proposed by He et al., which pro-
vided a novel insight to monitor BP in a wearable way. Based on
the potential relationship between PTT and BP, various models
have been proposed for BP estimation, such as nonlinear model
by Poon et al. [14] and model combining PPG intensity ratio and
PPT [17]. However, because of the fixed relationship hypothesis,
PTT-based models are marred by low accuracy and robustness,
meaning that frequent calibrations are required to ensure es-
timation accuracy [18] because other factors such as vascular
tone, physiological status and individual variability affect the
relationship between PTT and BP. Lin et al. demonstrated that
the addition of PPG indicators of vascular tone can improve
the accuracy of PTT based models [19]. Consequently, more
multi-parameter based approaches have been studied by merg-
ing various parameters that influence BP [20]–[25]. Numerous
features have been extracted from ECG and PPG signals in these
studies and used to construct BP models using machine learning
algorithms. In [20], physiological parameters and whole-based
representation of ECG and PPG signals were extracted to esti-
mate BP through supervised machine learning regression mod-
els. Experimental results based on the public Multi-parameter
Intelligent Monitoring in Intensive Care II (MIMICII) wave-
form database showed that the proposed method complied with
the Association for the Advancement of Medical Instrumenta-
tion (AAMI) standards for mean arterial pressure (MAP) and
diastolic BP (DBP) estimation. Miao et al. also verified the
performance of multi-parameter based BP models using data
mining techniques; the results showed that this type of method
outperformed PTT based methods in estimation accuracy [22].

However, most of PTT and multi-parameter based BP mod-
els were verified on young healthy populations and thus with

low reliability while applied to diverse population, while others
on intensive care unit (ICU) patients used the public MIMICII
database are weak in detailed experimental protocols and val-
idation for routine examination. In another aspect, robustness
must be improved because of the degradation to performance
seen after 1 day. Possible reasons for this degradation include,
the indistinctive pulse characteristic in PPG signals due to the
influence of peripheral microvascular tissue resistance smooth-
ing the PPG morphology [27]; as well as high-sensitivity in
PTT calculated from ECG and finger PPG. The pulse pres-
sure waveform (PPW), which is rich in significant characteristic
information such as dicrotic wave for diverse population, has
been well-studied for evaluation of arterial stiffness and cardiac
function [28], [29]. However, few studies exist regarding the
utility of the PPW for cuff-less BP estimation. Today, the PPW
can be collected in a wearable and stable manner because of
the development of electric fabrics and flexible pressure sen-
sors [30], [31], which can further strengthen the feasibility of
using the PPW for cuff-less and wearable BP estimation. More-
over, the combination of multiple sensors to calculate different
measures of PTT has the potential to discover that with high-
est stabilization and thus improve the robustness of PTT and
multi-parameter based models.

This study examined a novel concept for BP estimation based
on a multi-sensor platform comprising one-channel ECG and
two-channel PPW signals. To our best knowledge, this is the
first comprehensive study taking advantage of multi-sensor fu-
sion technique, diverse population and long-term follow-up to
make several contributions to the field of BP measurement. First,
different measures of PTT and various features extracted from
PPW signals were evaluated in BP estimation, with an emphasis
on a feature fusion to provide an accurate and robust model. Sec-
ond, the performance was validated by an elaborated designed
experimental protocol involving a large number of participants
(including hypertensive patients and hypotensive patients) and
followed up for a maximum of 2 months, and thus indicated
the reliability of our study. Finally, to resolve the weakly su-
pervised problem inherent to intermittent cuff-based BP as the
reference, a weakly supervised feature selection method was
proposed based on spectral analysis for dimension reduction.

The rest of the paper is organized as follows. After pre-
senting the principal of PPW measurement in Section II, the
multi-sensor platform and experimental protocol is introduced in
Section III. The proposed methodology is described in Section
IV. Experimental results are provided in Section V, and a discus-
sion on the implications of the proposed approach is presented
in Section VI. Section VII concludes the paper.

II. BACKGROUND

BP is produced by blood flow through the arterial vessels,
which are similar to elastic tubes. Several factors are respon-
sible for BP fluctuations, including vessel elasticity, peripheral
resistance, cardiac output, and blood volume [32]. In this sec-
tion, we provide a brief discussion of the principal of PPW
measurement and theory regarding the factors extracted from
ECG and PPW signals that can influence BP.



MIAO et al.: MULTI-SENSOR FUSION APPROACH FOR CUFF-LESS BLOOD PRESSURE MEASUREMENT 81

Fig. 1. Principal of pulse pressure wave measurement.

A. Principles of PPW Measurement

The pulse wave, which comes directly from the heart into
the blood vessel system, is one of the most critical signs of hu-
man life. Pulse wave analysis based on pulse contour and pulse
characteristics can be used to evaluate blood vessel function in
terms of cardiac output and conditions such as hypertension and
arterial stiffness [33]–[35].

Two common technologies to measure pulse wave including
photoplethysmography (i.e., PPG signal) and pressure sensing
(i.e., PPW signal). PPG signals are detected based on photoelec-
tric inspection technique to reflect the volume change in cap-
illary, while PPW signals are detected from superficial artery
via piezoelectric or piezoresistive effect to reflect the dynamic
pressure change during each pulse cycle. Compared with PPG,
PPW is an intuitive representative of pressure and with signifi-
cant characteristic information [36]. Fig. 1 depicts the principal
of PPW measurement. A piezoelectric or piezoresistive sensor
is applied to the skin overlying the artery. The PPW can be de-
tected by transforming the pulse pressure on the sensor (denoted
as P in Fig. 1) to electrical signal due to the change in artery
diameter during each pulse cycle while an externally applied
force is applied. It is different from arterial tonometry, in which
the artery should be partially flattened or applanated to reflect
intraluminal pressure; however, applanation has demonstrated
to be difficulty and thus frequent calibration is needed in arterial
tonometry technique [37].

B. Relationship Between PTT and BP

Vessel elasticity is one of the most important factors influ-
encing BP fluctuations. Hughes et al. [38] noted that vascular
elasticity E is related to the pressure P as

E = E0e
αP (1)

Where P is mean BP, E0 is a subject-dependent parameter
that denotes the vascular elasticity when the pressure is 0, and
α is the correction factor.

The pulse wave velocity (PWV) is the velocity at which the
arterial pulse propagates through the vascular system. From the
Moens–Korteweg (M–K) equation [39], the PWV is directly
related to the arterial wall stiffness as follows:

PWV =

√
Eh

2rρ
(2)

Where ρ is the blood density, r is the vessel radius, and h
is the vessel wall thickness. The M–K equation indicates that,

Fig. 2. Block diagram of the multi-sensor platform.

given constant ρ, h, and r, PWV is proportional to the square
root of vascular elasticity. Combining (1) and (2), we can obtain

PWV =

√
E0eαP h

2rρ
(3)

Which indicates that PWV has a positive correlation with
mean BP.

An alternative method for measuring PWV is utilizing the
feature points of the arterial waveforms measured from two sites
to calculate the time interval, that is, PTT, from the following
formula:

PTT = L/PWV (4)

Where L is the distance between the two sites from which
the arterial waveforms were collected. PTT can be measured
from the specific feature points in various pulse waves (i.e.,
ECG, PPG, and ICG) [11], [40]. The most common measure
is the time delay between an ECG R peak and the maximum
of the first derivative of PPG. However, this measurement of
PTT remains controversial because of the inclusion of the pre-
ejection period (PEP) [41], [42]. In this study, three measures
of PPT were calculated from three sensors and evaluated for BP
estimation: PTT from ECG to the radial artery PPW (PPWr),
PTT from ECG to the ankle artery PPW (PPWa), and PTT from
PPWr to PPWa.

III. MULTI-SENSOR PLATFORM AND

EXPERIMENTAL PROTOCOL

A. The Multi-Sensor Platform

The block diagram of the multi-sensor platform is presented
in Fig. 2. The multi-sensor platform is comprised of one ECG
module and two PPW modules for simultaneous signals collec-
tion. The detail information of the PPW module (HK-2000B,
Hefei Huake Electronic Technology Research Institute, Hefei,
China) was described in our previous work [43]. The acquired
signals were converted to digital signal by an analog-to-digital
converter inside the microcontroller unit (denoted as MCU in
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Fig. 3. Experimental scenario.

Fig. 2). Then, the digital signal was sent to the personal computer
for real-time display via USB port.

B. Experimental Protocol

A total of 85 participants (33 men and 52 women) with a mean
age of 49.94 ± 9.01 years were recruited for our study. Among
them, 17 participants are hypertensive patients (mean SBP
greater than 140 mmHg or mean DBP greater than 90 mmHg
over three measurements of BP using the oscillometric tech-
nique), and 12 participants are hypotensive patients (mean SBP
less than 90 mmHg or mean DBP less than 60 mmHg over three
measurements of BP). None of them had taken antihypertensive
drugs before the study was conducted. Fig. 3 illustrates the ex-
perimental scenario. Each participant was required to lie down
quietly for 5 minutes before the measurement and during data
collection to avoid interference caused by emotional and phys-
iological changes, and motion artifacts. The reference SBP and
DBP were measured using a cuff-based BP device (OMRON
HEM-7200, OMRON Industrial Automation, Japan) worn on
the right upper arm. Simultaneously, 1-minute ECG and two-
channel PPW were continuously and simultaneously acquired
using the multi-sensor platform during BP measurement. ECG
signals were collected in detail through ECG electrodes placed
on the left and right arms and right leg; two-channel PPW was
collected separately from the radial artery located in the left
wrist and ankle artery located in the left ankle. The sampling
frequency for ECG and the PPW was set to 2500 Hz.

The experimental procedure consisted of two sessions: a train-
ing session (calibration session) and a validation session, which
are presented in Fig. 4. Fig. 4(A) and Fig. 4(B) presents the ex-
perimental protocol and overall BP data points collected from
all the 85 participants, separately. In the training session, a total
of 16 measurements evenly distributed between 9 a.m. and 6
p.m. on the first day (D) were collected to form the training
dataset for each subject. Another 16 measurements with 4 mea-
surements distributed at a random time slot on D+1, D+3, D+6,
and D+8, separately, were collected to form the test dataset for
each subject. Ten participants were randomly selected for data
collection on D+60 to verify long-term performance. Herein
D+1, D+3, D+6, D+8 and D+60 means 1 day, 3 days, 6 days,
8 days and 60 days after the calibration session (D), separately.
For each measurement, reference SBP and DBP, 1-minute ECG

Fig. 4. Experimental procedures at D, D+1, D+3, D+6, D+8, and
D+60. (A) Experimental protocol. (B) Collected BP data.

and two-channel PPW were collected through their respective
methods. For each subject, the training dataset collected on day
D was employed to establish an individual BP model, and the
independent test dataset collected on the following days was
employed to verify the estimation accuracy and robustness of
the proposed model.

This study was approved by the Institutional Ethics Commit-
tee of the Shenzhen Institute of Advanced Technology, Chinese
Academy of Sciences. We obtained informed consent from all
participants before the experiment.

The collected database consisted of 2720 measurements with
a mean SBP of 120.91 ± 17.84 mmHg and DBP of 72.15 ±
10.36 mmHg. The statistical information regarding the distribu-
tion of the SBP and DBP is presented in Fig. 5(A). Fig. 5(B)
presents the distribution of dynamic range in SBP and DBP for
individuals, suggesting that BP is significantly changed during
the process with a mean dynamic range of 26 mmHg for SBP
and 18 mmHg for DBP.

IV. METHODOLOGY

Fig. 6 illustrates the block diagram of the proposed BP esti-
mation approach via multi-sensor fusion, which is comprised of
the following steps: 1) collect three-channel signals, including
ECG, PPWr and PPWa from a multi-sensor platform, as the
inputs of the approach; 2) extract the features from the collected
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Fig. 5. SBP and DBP. (A) Statistical distribution of BP measurements.
(B) Individual BP dynamic range distribution.

Fig. 6. Block diagram of the proposed BP estimation approach. PPWr:
PPW signals collected from the radial artery; PPWa: PPW signals col-
lected from the ankle artery.

signals, including physiological parameters and informative pa-
rameters; 3) select the crucial feature by a weakly-supervised
feature selection method; 4) develop the models for SBP, MAP
and DBP via multi-instance regression algorithm.

A. Feature Extraction

Two types of features can be extracted from each beat of
ECG and PPW signal: physiological parameters and informa-
tive parameters. Physiological parameters are calculated from
the feature points with physical significance (e.g., PTT and sys-
tolic time), whereas informative parameters are the whole in-
formative representation of the signal properties (e.g., low- and
high-power frequency of the signal).

1) Extraction of Physiological Parameters: These features
include the time shift between specific feature points of the ECG
and two-channel PPW signals (different measures of PTT) and
the shape parameters of the PPW signal inspired from physical
significance. The detailed definitions of the extracted physio-
logical parameters are presented as follows: 24 (numbered from
1 to 24 and listed in Table I) physiological features were calcu-
lated from the ECG and two-channel PPW signals, as shown in

TABLE I
DEFINITIONS OF EXTRACTED PHYSIOLOGICAL AND

INFORMATIVE PARAMETERS
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Fig. 7. Extracted physiological features.

Fig. 8. Definition of K value in PPW.

Figs. 7 and 8. Detailed interpretation and calculation methods
for the extracted features are presented in Table I.

Fig. 7 illustrates the extracted features. In Fig. 7 and Table I,
the letters A, C, D, and E represent the foot, peak, foot of
the dicrotic wave, and peak of the dicrotic wave in the PPWr,
respectively; the letters F, G, and H represent the start, peak,
and foot, respectively, in the first derivate of the PPWr signal
(first dPPWr); and the letters N, M, and L represent the start,
peak, and foot, respectively, in the second derivate of the PPWr
signal (second dPPWr). Point B and B′ are the maximum point
of the first dPPWr and the first derivate of the PPWa signals (first
dPPWa), respectively. PTT was calculated as the time interval
from the ECG R peak to the peak of the first dPPW in the same
cardiac cycle. The three K values are presented in Fig. 8 and
were calculated using the following formula:

K =
Pm − Pd

Ps − Pd
(5)

K1 =
Pm1 − Pd

Ps − Pd
(6)

K2 =
Pm2 − Pd

Ps − Pd
(7)

Fig. 9. Definition of features in the frequency domain.

Where Pm = 1
T

∫ T

0 P (t), Pm1 = 1
t1

∫ t1
0 P (t), Pm2 =

1
t2

∫ t1+t2
t1 P (t).

2) Extraction of Informative Parameters: These features are
whole representations of signal properties that have no clear
physical significance. In this paper, 11 features (numbered from
25 to 35 in Table I) based on time and frequency domain,
information theory, and wavelet domain were extracted from
PPWr signals. Given a PPWr sequence within a pulse cycle
PPW = {ppw1 , ppw2 , . . . , ppwn}, the computation method
for each index is as follows.

a) Time Domain: Four features were extracted from
time domain; mean, standard deviation, skewness, and kurtosis
(Table I); in which the skewness and kurtosis can be calculated
as (8) and (9), respectively.

Skewness =
n

(n − 1)(n − 2)

n∑
i=1

(ppwi − MN)3/SD3 (8)

Kurtosis =

n(n+1)
∑

(ppwi−MN)4−3
(∑

(ppwi−MN)2
)2

(n−1)

(n−1)(n−2)(n−3)SD4

(9)

Where MN and SD are the mean and standard derivation of
the signal PPW.

b) Frequency Domain: Four features were extracted
from frequency domain. Fig. 9 presents an example of the
Fourier transformation of the PPWr signal; we extracted
the four features as the amplitude at fundamental frequency
and the following three harmonics, which can detected from the
first four maximum-frequency amplitudes.

c) Entropy Properties: Entropy describes the confusion
degree of a system; greater entropy means higher confusion [44].
Two common indices, approximate entropy and sample entropy,
are features of entropy theory. The approximate entropy and
sample entropy for time series data can be calculated as follows.

For a time series of data u(1), u(2), . . . , u(N), fix the
length of compared run of data m and filtering level r. Then,
form a sequence of vectors x(1), x(2), . . . , x(N − m + 1),
where x(i) = [u(i), u(i + 1), . . . , u(i + m − 1)]. For each
i, 1 ≤ i ≤ N − m + 1, construct Cm

i (r) = (number of x(j)
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such that d[x(i), x(j) ≤ r]/(N − m + 1), in which d[x, x∗] =
max |u(a) − u∗(a)|.

Define Φm (r) = (N − m + 1)−1 ∑N −m+1
i=1 log(Cm

i (r))
and Bm (r) = (N − m + 1)−1 ∑N −m+1

i=1 Cm
i (r); approximate

entropy can be calculated as

ApEn = Φm (r) − Φm+1(r) (10)

Sample entropy can be calculated as

SampEn(m, r,N) = −log(Bm+1(r)/Bm (r)) (11)

d) Wavelet Domain: The wavelet energy entropy can
provide quantitative information regarding the complexity of
signals, and it has been used for arterial stiffness analysis [45].
To calculate the wavelet energy entropy, the wavelet coefficients
cj were first obtained at each resolution level j. The energy at
scale j = 1, 2, . . . J is defined as

Ej =
J∑
j

|cj (k)|2 (12)

Where cj (k) is the coefficient at time k at level j, and the
total energy is

Etol =
J∑
j

N∑
k

|cj (k)|2 =
∑

j

Ej (13)

The relative wavelet energy, which defines the energy’s prob-
ability distribution in scales, is given by

pj =
Ej

Etol
(14)

Thus
∑
j

pj = 1. The wavelet energy entropy is, in turn, de-

fined as

HW T (p) = −
J∑
j

pj · ln(pj ). (15)

In this study, the PPWr was decomposed to five decomposi-
tion levels with a coiflet3 mother wavelet, and the wavelet energy
entropy was subsequently calculated from wavelet coefficients.

B. Weakly Supervised Feature Selection Through
Spectral Analysis

The extracted features presented in the previous section were
highly correlated, and thus a feature selection method was re-
quired to improve the training efficiency. Existing feature se-
lection methods include supervised and unsupervised methods.
However, as presented in the experimental procedure, cuff-based
BP providing intermittent collection through the oscillomet-
ric method was used as the reference; during each BP collec-
tion interval, 1-minute continuous physiological signals were
collected. Accordingly, as in Fig. 10, one pair of BP values
corresponded to a batch of feature sets extracted from each
heartbeat. For this question, the task was to learn f : X �→ Y
from a training dataset T = {(X1 , y1), . . . , (Xm , ym )} , where
Xi = {xi1 , . . . ,xim i

} ⊆ X is called a bag, and mi is the num-
ber of instances in the ith bag; yi ⊆ Y is the label for the ith

Fig. 10. Illustration of the weakly supervised scenario for BP
estimation.

bag. We aimed to predict labels for unseen bags. Thus, it is a
weakly supervised question or multi-instance question because
only coarse-grained label information is available [46].

Spectral analysis can be employed in supervised and unsuper-
vised feature selection, demonstrating favorable performance
[47], [48]. Herein, we propose a weakly supervised feature
(WSF) selection method to select the most important features
for BP model development based on spectral analysis.

1) Similarity Assessment: Suppose we have dataset D and
bag label Y, for each instance xi in D, the corresponding label is
initialized as the bag label yi = YI for i ∈ I . The dissimilarity
between each pair of instances can be measured by the distance
between them. A good measure of distance to reflect instance
similarity is critical in feature selection. In this study, we first
defined four constraint sets that represented the distance level
between each pair of instances based on their weak labels, which
are denoted as M1 if |yi − yj | ≤ 5, M2 if 5 < |yi − yj | ≤ 10,
M3 if 10 < |yi − yj | ≤ 15, and M4 if |yi − yj |> 15. In this
case, instances belonging to the same bag are attributed to M1
constraints. According to the geometric structure of the data and
different constraint sets, a set of pairwise instances with similar-
ity S = {Sij} i, j = 1, 2, . . . n can be constructed to represent
the relationships among different instances, which can be de-
fined as follows:

Si,j = Sj,i

=

⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩

ω1e
−‖x i −x j ‖2

2 σ 2 , if xi ∈ M1 (xj) and xj ∈ M1 (xi)

ω2e
−‖x i −x j ‖2

2 σ 2 , if xi ∈ M2 (xj) and xj ∈ M2 (xi)

ω3e
−‖x i −x j ‖2

2 σ 2 , if xi ∈ M3 (xj) and xj ∈ M3 (xi)
0, otherwise

(16)

Where ω1 > ω2 > ω3 > 0 are the reward values for similar
constraints.

2) Feature Selection Based on Spectral Analysis: Given an
instance set X, we use G(V,E) to denote the undirected graph
constructed from S, where V is the vertex set and E is the
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TABLE II
MULTI-INSTANCE REGRESSION ALGORITHM

edge set. The ith vertex vi of G corresponds to xi , and there
is an edge between each vertex pair (vi, vj ) where the weight
is determined by S; that is, wij = Sij . Given G, its adjacency
matrix W is defined as W (i, j) = wij . The degree matrix D of
the graph G is defined by

D(i, j) =
{∑n

k=1 wik , if i = j
0, otherwise

. (17)

Given the adjacent matrix and degree matrix D, the Lapla-
cian Matrix L and the normalized Laplacian Matrix can be
defined as

L = D − W ;L = D− 1
2 LD− 1

2 . (18)

We then calculate the spectral decomposition (λi , ξi) of
the normalized Laplacian matrix, where λi is the eigen-
value and ξi is the eigenvector (0 ≤ i ≤ n − 1). Assuming
λ0 ≤ λ1 ≤ · · · ≤ λn−1 , according to spectral clustering theo-
ries, λi(0 ≤ i ≤ n − 1) measures the separability of the compo-
nents of the graph and the corresponding soft cluster indicators.
Therefore, we sort the top p ranked features {ξ1 , ξ2 , . . . , ξp} cor-
responding to the first p maximum eigenvalues as the selected
features.

C. Model Development and Validation

For the weakly supervised regression task, a multi-instance
regression algorithm was proposed. This algorithm trains a re-
gression function through an alternative optimization process
including a supervised regression and label updating process,
which is detailed in Table II.

We evaluated the agreement between the BP values esti-
mated by the proposed model and reference BP values on the
test dataset. Mean error (ME), standard deviation of the error
(STD), and mean absolute error (MAE) between estimated BP
with the proposed approach and reference BP were used as the
evaluation metrics. The agreement between estimated and ref-
erence BP were analyzed in terms of the following scores. First,
correlation and Bland–Altman analysis was performed to verify

TABLE III
PERFORMANCE COMPARISON BETWEEN THE PROPOSED WSF AND

BASELINE FEATURE SELECTION ALGORITHMS

the consistency between the model and reference. Furthermore,
two most widely used standards for evaluating the accuracy of
BP devices, including British Hypertension Society standard
(BHS) [49] and AAMI standard [50], were used to verify the
performance of the proposed approach. As a standard firstly
published by British Hypertension Society in 1990, the BHS
standard grades BP measurement devices based on the cumu-
lative percentage of estimated BP computed by the proposed
model falling within the reference BP values of ±5, ±10, and
±15 mmHg. While AAMI standard, which was approved in
2002 by American National Standards Institute, requires differ-
ence between the proposed model and the reference with mean
and standard value lower than 5 and 8 mmHg. We also evalu-
ated the estimation accuracy at different calibration intervals to
verify the robustness of the proposed model.

V. EXPERIMENTAL RESULTS

A. Feature Selection Results

To verify the performance of the proposed WSF approach,
three representative feature selection methods, ReliefF [51],
multi-cluster feature selection (MCFS) [52] and unsupervised
spectral feature selection (USF) [41], were chosen for com-
parison. A common hypothesis for evaluating the quality of a
feature subset is that if a feature subset is more relevant to the
target, learning should achieve lower estimation error. Smaller
correlation between each feature also indicates higher quality.
Therefore, we compared the estimation error in terms of MAE
and redundancy rate of the proposed feature selection method
and baseline methods.

Assume F is the selected feature set, and the redundancy rate
is measured by

RED(F) =
1

m(m − 1)

∑
fi ,fj ∈F ,i>j

ρi,j , (19)

Where ρi,j is the correlation between the i-th and the j-
th feature, and m is the number of features in the selected
feature set.

The MAE versus different numbers of selected features with
SBP as the example is shown in Fig. 11. As illustrated in the
figure, the proposed WSF is with consistent lower MAE than
the other three feature selection algorithms. Table III shows
the average MAE and redundancy rate for different numbers of
selected features. WSF outperforms baseline algorithms with
a maximum decrease of 0.34 in average MAE and decrease
of 0.1 in average redundancy rate. This observation suggests
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Fig. 11. Estimation error vs. different numbers of selected features.
Lower prediction error is preferred.

TABLE IV
TOP 15 IMPORTANT FEATURES CONTRIBUTE TO THE FINAL FEATURE SET

that the proposed WSF outperforms existing algorithms for BP
estimation.

We further evaluate the importance of each variable pre-
sented in Table I by computing their contribution ratio to
the final selected features. Assume, the final feature sets as
F = {F1 ,F2 , . . . ,FN }, where N is the number of features se-
lected; the original feature set as f = {f1 , f2 , . . . , fM }, where M
is the number of original features. The transformation between
f and F can be described as: F = Af , where A = {aij} i =
1, 2, . . . ,M and j = 1, 2, . . . , N . The contribution ratio for
variable fj to final feature sets can be computed as:

conj =
N∑

i=1

|aij |
/ M∑

j=1

N∑
i=1

|aij | (20)

Table IV presents the top 15 important features that contribute
90% to the final feature set sorting by importance in SBP. There-
fore, we recommend using the 15 features if there are fewer

Fig. 12. Correlation and Bland–Altman plots of SBP, MAP, and DBP
with reference cuff-based BP. (A) SBP estimation. (B) MAP estimation.
(C) DBP estimation.

training data. The results confirm the importance of some pre-
vious reported physiological parameters including PTT, PIR,
multiple features extracted from the 2nd PPW in BP estimation.
Furthermore, informative parameters extracted from the time
domain (SD, MN), frequency domain (Fre1, Fre3) and entropy
properties (Approximate entropy) are also demonstrated with
higher importance.

B. Accuracy Performance of the Proposed Models

We evaluate the accuracy performance by average recordings
for the whole population. Fig. 12 presents the overall correlation
and Bland–Altman plot for the proposed SBP, MAP, and DBP
estimations versus the reference cuff-based BP for all 85 par-
ticipants. The correlation plot shows that the correlation coeffi-
cients for the SBP, MAP, and DBP estimates and the cuff-based
measurements were 0.90, 0.88, and 0.84, respectively, which
suggested a high correlation between the estimated BP and the
reference. The Bland–Altman plot shows that most of the esti-
mated points for SBP, MAP, and DBP were within 1.62± 15.21,
1.53 ± 11.33 and 1.49 ± 10.83 limits. Therefore, BP estimated
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TABLE V
ACCURACY PERFORMANCE OF THE PROPOSED MODEL

C.P. 5 mmHg describes cumulative percentage of readings measured by the proposed
approach are within ±5 mmHg of the reference cuff-based device.

by the proposed approach has the power to approximate BP
measured using the cuff-based device.

Evaluation of the overall accuracy performance for both SBP
and DBP estimation according to AAMI and BHS criteria is
presented in Table V. Table V(A) and Table V(B) presents the
performance for the overall 85 subjects and 17 hypertensive pa-
tients, respectively. The proposed method has an accuracy of
1.62 ± 7.76 mmHg for SBP estimation, 1.53 ± 6.03 mmHg
for MAP estimation, and 1.49 ± 5.52 mmHg for DBP esti-
mation in terms of ME ± STD, indicating that the proposed
SBP, MAP and DBP model complies with AAMI criteria for
the whole population, which require ME and STD values lower
than 5 and 8 mmHg, respectively. Moreover, the SBP, MAP
and DBP models comply with AAMI criteria for hypertensive
patients, demonstrating the proposed method works properly in
hypertensive population without taking antihypertensive drugs.
According to the BHS standard, for both whole population and
hypertensive population, the proposed method satisfies the re-
quirements for grade A (CP at 5 mmHg > 60%, CP at 10 mmHg
> 85%, and CP at 15 mmHg > 95%) in MAP and DBP estima-
tion while satisfying grade B (CP at 5 mmHg > 50%, CP at 10
mmHg > 75%, and CP at 15 mmHg > 90%) in SBP estimation.

C. Robustness Performance of the Proposed Models

Fig. 13 presents a day-by-day analysis of compliance to
the BHS standard at D+1, D+3, D+6, D+8, and D+60 for
SBP, MAP, and DBP estimation. A significant degradation
of performance was observed from D+1 to D+3, but signif-
icant boosts were observed in performance from D+3 to D+6
and from D+8 and D+60. These results indicate that random
daily fluctuation exists in the relationship between the proposed
method and reference measurement, but it is not associated with
long-term degradation. Therefore, such daily degradation might
result from uncontrolled experimental conditions, such as mea-
surement bias of the devices, rather than deterioration of the
proposed approach. For example, the instructions for the sphyg-

Fig. 13. Day-by-day evaluation of the performance according to BHS
standard. (A) SBP estimation. (B) MAP estimation. (C) DBP estimation.
C.P. 5 mmHg describes cumulative percentage of readings measured by
the proposed approach are within ±5 mmHg of the reference cuff-based
device.

momanometer used as the reference stated a ±3-mmHg bias for
BP measurement.

D. Computational Complexity of the Proposed Approach

The computational complexity of the proposed approach in-
volved in three phases: the feature extraction, feature selection
and the model development process. In the feature extraction
process, the computational complexity depends on the number
of channel k used and the length of the each signal l during
one heartbeat. For feature extraction in one channel, the maxi-
mum computational complexity is O(llog(l)) due to frequency
transformation for each signal.

Thus the overall computational complexity is O(k × llog(l)).
The computational complexity in the feature selection process
depends on the number of data points T in training dataset
and the number of extracted features M for selection. As the
distance should be computed by each pairwise data points in
training dataset, the computational complexity is O(M 2 × T 2).
As multiple linear regression is used in model development
process, the computational complexity also depends on the num-
ber of data points T in training dataset due to solving normal
equation. The optimized computational complexity is O(T 2).
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TABLE VI
PERFORMANCE COMPARISON WITH OTHER WORKS

Commonly speaking, k, l and M are far less than T , thus the
overall computational complexity can be denoted as O(T 2).

E. Comparison With Other Works

We compared the proposed approach with other works includ-
ing multi-parameter and PTT based methods for BP estimation,
as presented in Table VI. From Table VI, the number of partici-
pants in our study was considerably higher than in other works
and involved diverse populations (17 hypertensive patients, 56
healthy participants, and 12 hypotensive patients) accompanied
by a long-term follow-up period, suggesting the proposed ap-
proach has high reliability. Despite the performance of the pro-
posed approach being below that in some studies examining
young healthy populations [14], [19], it greatly outperformed
work aimed at ICU patients [17], [18]. Moreover, existing stud-
ies for ICU patients were based on public MIMICII database,
which is not designed specifically for BP estimation in routine
life but only record information in the ICU cohort and with a
low sample rate (150 Hz for ECG and PPG signal). Although
3-channel signals are used in our study, the increase on the over-
all computational complexity is acceptable from the analysis in
Section V.D. Therefore, the proposed work is with high accu-
racy and reliability performance with an elaborately designed
experimental protocol.

VI. DISCUSSION

This study examined a novel concept for BP estimation using
a multi-sensor fusion method. Different measures of PTT were
employed in the proposed method, with an emphasis on the
combination of information from PPW signals.

A. Evaluation of Different Measures of PTT in BP
Estimation

PTT has recently been studied for use in cuff-less BP es-
timation; however, the most effective method for measuring
PTT remains controversial. The most commonly used PTT is
calculated as the time delay from ECG R-wave to the pulse
wave (i.e., PPG). This measurement can easily be implemented
in a wearable device, and several studies have demonstrated

TABLE VII
PERFORMANCE EVALUATION OF THREE MEASURES OF PTT

that PTT with PEP included has a positive effect on BP esti-
mation [42]. However, several researchers have found that PTT
calculated from two PPG sensors or ICG to PPG has greater
correlation with BP [12], [53]. Therefore, to better and fairly
compare the performance of different measures of PTT in BP
estimation with the same dataset, two channels of PPW signals
were selected in this study to compute three PTTs —PTTeb,
PTTea, and PTTba combined with ECG signal.

This study evaluated three measures of PTT—PTTeb, PTTea,
and PTTba—for BP estimation during daily activities among
middle-aged or elderly populations. Table VI presents the per-
formance comparison of estimation accuracy at different cal-
ibration interval among the three models developed based on
each PTT. From Table VII, PTTea had the best estimation ac-
curacy at different intervals after calibration for both SBP and
DBP. This finding supports the results in that the inclusion of
PEP led to greater estimation accuracy. However, during the two
measures of PTT that included PEP, PTTea was more stable be-
cause of the longer transmission distance and thus could better
describe the entire circulation system of human body.

The estimation accuracy comparison at different intervals
showed similar patterns of robustness between PTTea and PT-
Tba; that is, the performance fluctuated to a certain degree
for different time intervals. Nevertheless, long-term degrada-
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Fig. 14. Mean ± SD of the correlation coefficients for the extracted
physiological parameters and informative features for SBP and DBP.
(A) Correlation coefficient for each feature with SBP. (B) Correlation
coefficient for each feature with DBP.

tion was observed for PTTeb (from 2.53 ± 7.68 at day D+8
to −0.97 ± 9.02 at day D+60), explaining why frequent cal-
ibration was needed to ensure the estimation performance for
PTTeb-based methods [18].

B. Performance Evaluation of PPW Signals in BP
Estimation

Although various studies have demonstrated the feasibility of
PPG signals in improving PTT-based BP estimation [16], few
studies have been conducted on the verification of PPW signals,
which are an intuitive representation of the arterial BP waveform
with more redundant information than PPG signals provide, in
BP estimation. In our previous work, we presented a critical
evaluation of the PPW in BP estimation based on the feature
points in PPW signals, and the results showed that the PPW is
a potential method for BP estimation [49]. In the present study,
in addition to the physiological parameters extracted based on
feature points, informative parameters extracted based on sig-
nal property were evaluated for BP estimation. Fig. 14 shows
that compared with physiological parameters, informative pa-
rameters had slightly greater correlation with BP. Informative
parameters have stable properties, and thus there is no need
to extract feature points, which are highly influenced by sig-
nal quality. Therefore, informative parameters from the PPW
are favorable choices for BP estimation. PPW signals are nor-
mally inconvenient to record; however, with the advanced de-
velopment of electric fabrics and flexible pressure sensors, the
PPW can be stably collected through a wearable device com-
prising a flexible pressure sensor array attached to the skin to
collect multipoint pressure waveforms during daily activities
and home-care monitoring [26], [27]. Therefore, PPW is with
great potential for improving the performance of cuff-less BP
estimation.

C. Limitations

We finalize the discussion by presenting the limitations of this
study. First, recordings were collected in a controlled scenario

with participants required to lie down quietly to avoid movement
artifacts. The sitting posture is allowed in practical application.
Second, the current configuration of the sensors for collecting
signals restricted its application in un-obstructive BP measure-
ments; however, we believe that the sensors can be reconfigured
in a portable manner with the development of flexible pressure
sensor arrays.

VII. CONCLUSIONS AND FUTURE WORK

This paper proposed a multi-sensor fusion based approach
for cuff-less BP estimation with high reliability and robust-
ness, which is comprised of one-channel ECG and two-channel
PPW sensors. Physiological and informative parameters were
extracted from three-channel signals, and a WSF selection
method based on spectral analysis was proposed to obtain the
most promising indicators for each subject. A multi-instance
regression method was employed to develop the BP model. The
performance of the proposed approach was validated on 85
middle-aged or elderly participants (including 17 hypertensive
patients, 56 healthy subjects and 11 hypotensive patients). Ex-
perimental results showed that the proposed approach complied
with the AMMI standards in SBP, MAP and DBP estimation for
diverse population. Moreover, compared with PTT and multi-
parameter based methods, the proposed models achieves better
robustness through a maximum of 2-month follow-up period.
Overall, this paper provides a high reliable and robust method
for cuff-less BP measurement.

Future work will focus on a wearable system that apply an
advanced flexible pressure sensor array to provide a cuff-less BP
model in wearable manner. Moreover, a universal and simplified
calibration strategy should be studied to facilitate widespread
adoption.
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