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Learning Discriminative Spatiospectral Features
of ERPs for Accurate Brain–Computer Interfaces

Berdakh Abibullaev , Member, IEEE, and Amin Zollanvari , Member, IEEE

Abstract—Constructing accurate predictive models is at
the heart of brain–computer interfaces (BCIs) because these
models can ultimately translate brain activities into commu-
nication and control commands. The majority of the previ-
ous work in BCI use spatial, temporal, or spatiotemporal
features of event-related potentials (ERPs). In this study, we
examined the discriminatory effect of their spatiospectral
features to capture the most relevant set of neural activities
from electroencephalographic recordings that represent
users’ mental intent. In this regard, we model ERP wave-
forms using a sum of sinusoids with unknown amplitudes,
frequencies, and phases. The effect of this signal modeling
step is to represent high-dimensional ERP waveforms in
a substantially lower dimensionality space, which includes
their dominant power spectral contents. We found that the
most discriminative frequencies for accurate decoding of
visual attention modulated ERPs lie in a spectral range
less than 6.4 Hz. This was empirically verified by treating
dominant frequency contents of ERP waveforms as feature
vectors in the state-of-the-art machine learning techniques
used herein. The constructed predictive models achieved
remarkable performance, which for some subjects was as
high as 94% as measured by the area under curve. Using
these spectral contents, we further studied the discrimina-
tory effect of each channel and proposed an efficient strat-
egy to choose subject-specific subsets of channels that
generally led to classifiers with comparable performance.

Index Terms—Brain-computer interfaces, ERPs, P300,
EEG, signal processing, machine learning.

I. INTRODUCTION

BRAIN-COMPUTER Interface (BCI) systems have at-
tracted extensive attention in the past decade, because of

their potential in improving human life, especially for those
who are affected by severe motor disorders such as the amy-
otrophic lateral sclerosis (ALS) [1]–[3]. ALS is a neurological
condition which affects neurons responsible for voluntary move-
ments [4], [5]. As a result, patients rapidly lose the ability to
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move their arms, legs and face muscles, and gradually become
totally locked-in and unable to communicate, although their
brain is fully functional. The only means of communication for
those patients remains to be a BCI speller [6]–[9].

A BCI speller is a system that measures brain activity of
an individual and translates it into communication commands,
thereby bypassing the natural link between the central and pe-
ripheral nervous system [10]. BCI spellers mainly use event-
related potentials (ERPs)—the components of EEG signals—to
infer brain activity patterns [11], [12]. These ERPs are the neu-
ral responses time-locked to an external sensory stimulus event
such as a visual [13], [14], auditory [15], haptic or internal event
associated with a motor task execution [16].

A typical ERP waveform is composed of several sub-
components, each of which related to a positive or a negative
voltage deflection correlating with a distinct neural process. In
the BCI speller context, one is particularly interested in decod-
ing P300 components ERPs that reflect processing of a physical,
auditory, and visual stimulus. P300 is a positive wave evoked
300-400 milliseconds (ms) after the stimulus onset when a user
mentally attends to a rare target sensory event. Most P300 based
BCI spellers still use the row-column paradigm introduced by
Farwell and Donchin [17], [18] in which a rectangular grid of
alphanumeric characters (arranged in rows and columns) are in-
tensified for visual stimulus presentation. Depending on user’s
mental intent, a BCI system infers the presence of a P300 wave
after row/column stimulus intensification and selects characters
successively for spelling and communication. After experimen-
tal design, which is extensively discussed in [19]–[21], perhaps
the most salient aspects of BCI are: 1) development of signal
processing algorithms to extract sensitive signatures of ERPs
with which human mental intents are best encoded [22], [23];
and 2) applications of machine learning techniques for robust
decoding of extracted signatures [24]–[27].

From a machine learning point of view, the accurate decoding
of ERPs is challenging due to the poor signal-to-noise ratio, the
presence of non-task relevant features, enormous variability, and
high-dimensionality (i.e., the number of channels × the number
of time points [28], [29]). Significant variation of ERPs within
and between sessions and subjects, or even across trials renders
most BCI technologies inaccurate [30], [31]. Such variability
may be caused by the neurophysiological state of a user such
as the level of attention, drowsiness, tiredness, stress, and even
the level of caffeine or medicine intake [32], [33]. At the same
time, specific experimental setups such as the difficulty and task
relevance of a stimulus event, its emotional meaning, different
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presentation rate, as well as inter-stimulus interval, including
stimulus intensity and matrix size can cause great variation in
ERPs’ feature distributions. This can consequently lead to the
failure of a previously functioning BCI system.

The advent of BCI technologies in the past few decades has
brought a host of data-driven techniques to extract discrimina-
tive features from P300 waveforms [12], [25], [28], [34]–[38].
For example, Mowla et al. used wavelet transforms to extract
invariant temporal features by taking into account a latency jit-
ter and variation in P300 waves and showed an improved BCI
performance [36]. Bostanov has shown that decomposing P300
waves via t-statistics based continuous-wavelet transforms ex-
tracts reliable spectral and temporal ERP features [39]. In an-
other study, Yoon et al. proposed three features that composed of
the raw samples and the amplitude and negative area of P300,
and achieved an improved performance using a multiple ker-
nel classifier [35]. The design of spatial feature extractors has
been widely studied as well. This includes spatial whitening
[30], common spatial-temporal patterns [40], [41], nonlinear
principal-component analysis [42] and advanced spatiotempo-
ral beamforming techniques [43]–[45] in which every method
treats variability and noise in a particular way.

All these ERP based BCI studies generally follow a common
methodology: 1) conduct an ERP experiment to acquire EEG
data by placing an electrode cap on the scalp of the subject;
2) pre-process the collected data to remove the artifacts and
enhance the signal-to-noise ratio—for instance, restricting fre-
quency contents to a range of (0.1 Hz–30 Hz) as suggested by
[30], [46]; 3) extract raw temporal features with a predefined
window size of 600 ms or 1000 ms followed by a customized
spatiotemporal feature extraction method such as wavelets, spa-
tial filters, beamformers, etc.; and 4) use extracted features in a
classification rule [30], [31], [35], [47]–[50].

The majority of the previous studies use discriminative spa-
tial, temporal, or spatiotemporal features of ERPs. Some studies
attempted to characterize spectral information of P300 waves
by identifying an optimal cut-off frequency range for data pre-
processing [30], [46]. Nevertheless, even in these studies, after
the bandpass filtering stage, temporal features have been es-
sentially used for classification purposes. At the same time,
although the wavelet-based methods can extract combined time
and frequency features [39], [51], their computational load and
difficulty in identifying an optimal wavelet basis function render
their online BCIs applications limited.

In this investigation, we examine the discriminatory effect of
spatiospectral features to identify the most relevant set of neural
activities from ERPs that best represent users’ mental intent. In
other words, given ERPs from both target and non-target stim-
uli, we aim to extract discriminative spatiospectral patterns that
are useful for improving the accuracy of a BCI speller system.
In this regard, we first model EEG time-series using a math-
ematical form, which is the sum of sinusoids with unknown
amplitudes, frequencies, and phases. A nonlinear least square
technique is then used to estimate the unknown parameters of
this mathematical form [52]. The effect of this signal process-
ing step is to represent the high-dimensional ERP waveforms
in a substantially lower-dimensional space. We then use these
low-dimensional feature vectors in the state-of-the art machine

learning techniques to construct accurate predictive models of
users’ mental intent. We further study the discriminatory ef-
fect of each channel and propose an efficient strategy to choose
subject-specific subset of channels that generally leads to a lower
number of channels, while keeping the classifier performance
comparable. The focus of our study is warranted because de-
veloping accurate predictive models with a discriminative set
of neural features and a minimal number of sensors empowers
ERP-based BCI research and can potentially lead to accurate
and robust neural decoding systems.

II. MATERIAL AND METHODS

A. Participants

Seven healthy young adults (age range 22 ± 3 years) with no
history of neurological, physical, or psychiatric illness partic-
ipated in this study. All the participants were naive BCI users
who had not participated in any related experiments before. In-
formed consents were received from all participants. The study
has been approved by Institutional Research Ethics Committee
of Nazarbayev University.

B. Experimental Setup

1) Electroencephalography: Scalp EEG was recorded us-
ing a 16-channel, active Ag/AgCl electrodes (g.USBamp,
g.LADYbird, Guger Technologies OG, Schiedlberg, Austria)
with a sampling frequency = 256 Hz, resolution = 16-bit, dy-
namic range = ±3:2768 mV, and bandwidth = 0–1000 Hz. The
EEG electrodes were positioned according to the International
10–20 system. The right earlobe of participants were used for
a ground electrode, whereas the FCz location were used for a
reference electrode.

2) Data Acquisition: We implemented the Farwell &
Donchin style speller [17], using a 6 × 6 grid of alphanumeric
characters, presented via an LCD monitor as shown in Fig. 1(A).
Participants were seated in a comfortable chair facing an LCD
monitor with the distance about 60 cm in between, in a quiet
office. Each participant performed a single session during which
their EEG signals were measured.

Before starting the calibration session, each participant was
instructed that the target character on the visual stimuli matrix
(see Fig. 1(A)) is intensified in green for two seconds after
which columns and rows begin to flash. Once the session started,
participants were asked to concentrate on the target character,
attending to the number of times it flashed. Additionally, we
asked each participant to count the number of times the target
letter flashed to ensure their attentiveness.

The total number of target letters that a participant had to
attend was equal to five. These targets were presented in five
consequent sequences with an inter-sequence duration (ISD) of
two seconds. In total, five repetitions of each target character
were made where one repetition (or trial) consisted of a complete
set of 12 random flashes of every row and column (six rows and
six columns). Inter-stimulus interval (ISI) was set to 150 ms;
likewise, the stimulus duration was 100 ms (i.e., the time length
a row/col is highlighted). The minimum time between the same
target letter highlights was set to 600 ms, also denoted as a
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Fig. 1. (A) Visual stimuli character matrix used to evoke ERPs. (B) The electrode montage used in the current study shown along with target
and nontarget ERPs. Target ERPs are defined as events and characters that a user wants to communicate, and any other events are defined as a
non-target ERPs.

Fig. 2. The parameters of of the visual stimulus presentations during
the ERP experiment. ISD: inter-sequence duration, ISI: inter-stimulus
interval, TTI: target-to-target interval, SOA: stimulus onset asynchrony.

TABLE I
NUMBER OF TRAINING TRIALS FOR EACH OF THE SEVEN AVAILABLE

SUBJECTS FOR TARGET AND NON-TARGET CLASSES. WE TREAT
EACH TRIAL AS A SINGLE OBSERVATION IN DTRAIN

target-to-target (TTI) interval. The stimulus onset asynchrony
(SOA) was set to 250 ms. The SOA is the time period between
the start of one stimulus event, and the start of the next event.

For one of the subjects, we collected data from ten target
letters as he reported his attention shift during the experimental
session and agreed for more sequences to complete. This can be
observed in Table I where the number of targets and non-target
samples for subject VII is remarkably larger than others.

C. Pre-Processing

The following steps summarize the initial signal processing
steps applied for a single trial detection of ERPs:

� Segmentation: Continuous EEG data were segmented into
target and non-target trials with 600 ms duration after the
stimulus event onset. Further, for a signal modeling (de-
scribed in Section II-D), we only considered observations
in the interval of 200 to 500 ms where P300 waveforms
are prominent.

� Detrending: Arbitrary offsets in data were removed by
subtracting the total mean from each channel. This step
ensures the removal of noise in the form of slow drifts
which might occur due to sweating and a poor sensor-to-
head contact [53].

� Bad trial removal: EEG data trials were artifact edited
using a statistical thresholding procedure to eliminate bad
trials associated with egregious movement artifacts. The
criteria to detect bad trials was based on calculating the
mean absolute value per trial and excluding trials with
values greater than 3-standard deviations over the median
trial.

� Bad channel removal: All channels were analyzed across
trials to identify electrodes which are corrupted with ex-
cessive noise arising from improper connection to the
scalp of a participant. Channels with excessively high
power were identified by computing: 1) the total power
for each channel; 2) the mean channel power; and 3) the
variance of channel power over all epochs. We removed
any channels with power more than three standard devia-
tion and replaced them with a common-averaged reference
channel.

� Spatial Filtering: We employed a spatial whitening filter
to minimize noise due to source mixing and volume con-
duction. The whitening filter uses linear re-weighting of
the electrodes and maps raw electrode readings to a new
space where the sensors are uncorrelated and have unit
power.

� Spectral Filtering: EEG data was band-pass filtered be-
tween 0.1–15 Hz range. In this regard, the signal was first
Fourier transformed and then a weighting was applied to
suppress and remove unwanted frequency contents out-
side the frequency range of interest. Finally, the weighted
signal wave was inverse Fourier transformed to obtain the
filtered signal.

D. Signal Modeling

Let the set of pairs Dtrain = {(z1 , y1), . . . , (zn , yn )} denote
n trials of EEG recordings for each subject where yi is the
scaler class variable (target or non target) and zi ∈ R(pc)×1 is
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an instance of EEG observation over c channels and p time
points defined as

zi = [xT
i1 ,x

T
i2 , . . . ,x

T
ic ]

T , i = 1, . . . , n, (1)

with xij ∈ Rp×1 , j = 1, . . . , c, and T denoting the transpose
operator. Table I shows the number of training trials for each of
the seven subjects who participated in this study. Furthermore,
in our case, p = �256 Hz × (500 − 200)ms� = 77 time points
where �.� denotes the floor function. The purpose of signal
modeling is to represent xij , which is the ith observation vector
from the jth channel, by an estimated signal vector sij that
lives in a k-dimensional subspace such that k � p. In other
words, this estimation problem can be seen as a dimensionality
reduction or, equivalently, a feature extraction operation to train
our predictive model. As the signal model, we choose the sum
of sinusoids with unknown frequencies, phases, and amplitudes
[54]. That is to say,

sij [l] =
M∑

k=1

Ak cos (2πfk l + φk )

=
M∑

k=1

ξ1k cos (2πfk l) + ξ2k sin (2πfk l), l = 0, . . . , p − 1

(2)

where sij [l] denotes the lth element of sij , M is the model order
to be determined, ξ1k = Ak cos(φk ), ξ2k = −Ak sin(φk ), and
0 < fk < fk+1 < 0.5, k = 1, . . . , M . Note that all parameters
used in model (2) are functions of i and j because they can vary
for each trial in each channel; however, to ease the notation, we
have already omitted indices i and j from Ai,j,k , φi,j,k , fi,j,k ,
ξ1,i,j,k , and ξ2,i,j,k to write (2). The sinusoidal model (2) is linear
in terms of ξhk , h = 1, 2, and nonlinear in terms of fk . With-
out making any distributional assumption on the observations,
we follow the nonlinear least squares approach to estimate the
3M unknown parameters on each observation segment xij [52].
However, using separability property of parameters [52], we re-
duce the computational complexity by solving a M -dimensional
nonlinear least squares problem and a 2M -dimensional linear
one to estimate fk ’s and ξhk ’s, respectively.

In this regard, we first estimate fk ’s by conducting a grid
search over {0.005, 0.01, 0.015, . . . , fmax}M where fmax =
0.05 ≈ upper cutoff freq. of band pass filter

sampling frequency = 12
256 to minimize the least

squares quadratic risk or, equivalently, by (cf. Section 3.5.4
in [52])

f̂ ij � [f̂1 , f̂2 , . . . , f̂M ] = argmax
f1 ,...,fM

xT
ijH

(
HT H

)−1
HT xij ,

(3)

where H is the observation matrix with elements determined as

H[r, s] =

{
cos

(
2πf�s/2�(r − 1)

)
, for s odd,

sin
(
2πf�s/2�(r − 1)

)
, for s even,

(4)

for r = 1, . . . , p, s = 1, . . . , 2M and �a� denoting the least in-
teger greater or equal to a. Once f̂i’s are obtained, they are

replaced in (4) to obtain Ĥ . We can then estimate ξhk as

ξ̂ij � [ξ̂11 , ξ̂21 , ξ̂12 , . . . , ξ̂2M ]T =
(
Ĥ

T
Ĥ

)−1
Ĥ

T
xij . (5)

As a result, the set of pairs Dtrain = {(z1 , y1), . . . , (zn , yn )}
with zi ∈ R(pc)×1 is then converted into the set of pairs

Strain = {(θ̂1 , y1), . . . , (θ̂n , yn )}, (6)

where θ̂i ∈ R(3M c)×1 , 3M � p, and

θ̂i = [θ̂
T

i1 , θ̂
T

i2 , . . . , θ̂
T

ic ]
T , i = 1, . . . , n, (7)

with θ̂ij being the estimated signal parameter vector defined as

θ̂ij = [ξ̂
T

ij , f̂
T
ij ]

T , i = 1, . . . , n, j = 1, . . . , c, (8)

and f̂ ij and ξ̂ij are obtained from (3) and (5), respectively.

E. Model Order and Classification Rule Selection

The purpose of model selection in our analysis is two folds:
1) selecting the model order M used in (2); and 2) choosing
the classification rule. In this regard, we use the set of signal
parameter vectors Strain given in (6) and choose the model order
M that along with a classification rule leads to the best accuracy
measured by the Area Under receiver operating Curve (AUC)
[55]. Previous research have shown and discussed a number
of desirable properties of using area under the receiver oper-
ating characteristic curve (AUC) as a measure of classification
performance compared to the overall classification accuracy
[56], [57]. In particular, AUC is a measure that is insensitive to
[56]–[58]: (1) decision threshold; (2) a priori class distribution;
and (3) cost of different types of misclassification. In order to
evaluate the AUC on the set of training observations, we use
a 10-fold cross-validation. In K-fold cross-validation, one ran-
domly divides the set of training data to K subsets, successively
holds out these subsets from training data, construct the classi-
fier on the reduced set of training data, and determine the error
rate of the constructed (surrogate) classifiers on the held-out
subset [59].

As the classification rule, we use five models: (1) Logistic Re-
gression with L2-Ridge penalty (LRR) [60] and regularization
parameter λ ∈ {10−8 , 10−4 , 1}; (2) Naive Bayes with Laplace
estimator μ ∈ {0.1, 1, 10} of conditional probabilities (NB; see
[61, p. 99]); (3) Tree-Augmented Naive Bayes with Laplace
estimator μ ∈ {0.1, 1, 10} (TAN; [62]); (4) Support Vector
Machines with Gaussian kernel (also known as Radial Basis
Function) with kernel variance σ2 ∈ {0.01, 0.1, 1, 10, 100} and
a complexity parameter C = {1, 10, 50, 100, 200, 500, 1000}
(SVM-RBF; see [63, p. 190–191]); and (5) logistic regres-
sion with L1-Least Absolute Shrinkage and Selection Operator
penalty (LRlasso; [64]) and regularizaion parameter (λ) path
determined from glmnet package in R [65]. We have chosen
these classifiers as they have shown remarkable performance in
a wide variety of applications. For example consider the com-
parison between Naive Bayes, decision trees, and SVM, which
was conducted in [66], [67]. In particular and interestingly, the
result of [66] shows that although SVM and Naive Bayes are
comparable to decision trees in terms of predictive accuracy,
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TABLE II
AUC OF CONSTRUCTED CLASSIFIERS FOR DIFFERENT MODEL ORDER M AND THE ESTIMATED OPTIMUM VALUE OF THE FREE PARAMETER EVALUATED
USING 10-FOLD CROSS-VALIDATION. THE CLASSIFIER USES 3Mc FEATURES EXTRACTED BY APPLYING SIGNAL MODELING (2)–(8) ON OBSERVATIONS

COLLECTED FROM ALL CHANNELS. THE OPTIMUM CONSTRUCTED MODEL FOR EACH SUBJECT IS SHOWN IN BOLD

they are significantly better than decision trees in terms of AUC.
The authors of [68] concluded that in general the SVM-RBF is
superior to linear SVM. Experiments conducted in [62], [69]
show that TAN generally outperforms NB. The results of [70]
show that SVM-RBF is generally more effective in classifica-
tion but the experiments in [71] suggest that LRlasso is more
accurate than SVM (with linear and polynomial kernel).

Table II shows the AUC of these constructed classifiers for
model orders M = 1, 2, 3 with the estimated optimum value of
their free parameters (in terms of maximizing AUC) evaluated
using 10-fold cross-validation for each subject. Interestingly,
LRR shows a remarkably good performance in all cases and
outperforms other classifiers in terms of achieving a higher
AUC. Note that in a highly imbalanced design, using the ac-
curacy to judge the predictive capacity of a classifier could be
misleading [72]. For example, as seen in Table II, SVM-RBF,
although generally is a good classifier, in a number of cases
in our application has led to a low AUC because it was highly
biased towards the majority class (and as a result a sensitivity
of 0% but an accuracy >70%).

F. Channel Ranking

We conducted a channel-wise analysis to examine and rank
the predictive capacity of each channel in discriminating target
and non-target trials across all subjects. This analysis is war-
ranted because: 1) it can shed light on the presence of channels

that carry the most discriminative contents; and 2) it can po-
tentially lead to a lower number of channels, while keeping the
classifier performance comparable. Using the BCI system with
few channels would also minimize the setup time for the EEG
cap and make it more portable, comfortable, and inexpensive
for the end user [73], [74].

In this regard, we constructed a LRR classifier using 3M
features extracted using (2)–(8) from observations xic defined
in (1). Table III shows the AUC of the constructed channel-
specific classifiers, their average AUC across subjects, and the
channel rank based on the average AUC. We also report the
sensitivity of each channel in detecting positive responses. As
discussed before, a sensitivity of 0% here implies the learning
rule is completely biased towards the non-target class (i.e., the
majority class here). The analysis suggests that channels Cz and
C2 (ranked 1st and 2nd) and channels POz and PO4 (ranked 15th
and 16th) have the highest and lowest discriminatory effects,
respectively.

III. RESULTS

A. Classifier Validation

We have examined the performance of our constructed LRR
models for each subject in predicting the class variable in a set of
independent test dataset Dtest collected from the same subjects.
Table IV shows the number of test observations for each subject.
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TABLE III
AUC AND SENSITIVITY (IDENTIFIED AS “SENS.”) OF LRR CLASSIFIERS CONSTRUCTED FOR EACH CHANNEL EVALUATED USING 10-FOLD CROSS-VALIDATION.

THE CLASSIFIER USES 3M FEATURES EXTRACTED BY APPLYING SIGNAL MODELING (2)–(8) ON OBSERVATIONS COLLECTED FROM EACH
CHANNEL INDIVIDUALLY. CHANNELS WITH A SENSITIVITY > 1% ARE SHOWN IN BOLD

TABLE IV
NUMBER OF TEST TRIALS FOR EACH OF THE SEVEN AVAILABLE SUBJECTS

FOR TARGET AND NON-TARGET CLASSES. WE TREAT EACH TRIAL AS A
SINGLE OBSERVATION IN DTEST

In order to apply our constructed models in classifying test data,
we first use the signal modeling procedure described in (2)–(8)
to transform Dtest into Stest = {(θ̂1 ,y1), . . . , (θ̂n ,ynt

)} where
nt is the total number of test observations and each θ̂i represents
a feature vector of 3Mc variables estimated on each observa-
tion. Table V presents the AUC, the accuracy, and the confusion
matrix for the constructed LRR models. The results of this ta-
ble confirm that the constructed LRR models are remarkably
accurate in predicting class variables.

B. Discriminatory Power Spectrum

The signal model (2) allows us to decompose observations
into a sum of sinosuids. As we have seen in the previous sec-
tion, treating the components of these sinusoids as features used
in our classification rules led us to construct remarkably accu-
rate classifiers to discriminate positive and negative class for
each subject. At the same time, the signal model (2) allows to
analyze the frequency spectrum of EEG waveforms. In this re-
gard, power spectrum for each trial is obtained by estimating
the frequency and the corresponding power from (3) and (5), re-
spectively, where the power of f̂i component for i = 1, ...,M is
obtained by

√
ξ̂ 2

1 i + ξ̂ 2
2 i . Fig. 3 shows the power spectral difference

between positive and negative class averaged across all channels
and trials for each subject and across all subjects. This figure
shows that: 1) there is a clear difference between the spectral
peaks across positive and negative classes; 2) the difference in
spectral peaks is subject dependent; 3) the difference between

spectral peaks occurs generally at the first four harmonics of
the fundamental frequency of 0.005 × 256 = 1.28 Hz; and 4)
the difference between spectral peaks is larger at first, second,
fourth, and third harmonics, respectively (see the plot on the left
right corner of Fig. 3).

C. Channel Rank and Channel-Wise Classifier Validation

We sought to examine the ranking of channels found previ-
ously in Dtest. The results are presented in Table VI. This table
shows that channels C2 and Cz and channels POz and PO4 have
still the highest and lowest discriminatory effects, respectively.
We then examined the predictive capacity of the group of chan-
nels with a sensitivity >1% found in training data (bold cases in
Table III)—this choice of sensitivity threshold has been made
to guard the classifier against those channels that have been
completely biased towards the majority class. In this regard, we
evaluated the performance measures of a LRR classifier con-
structed using only these selected channels via 10-fold CV as
well as independent observations Dtest (see Table VII). Compar-
ing Table VII and Table V suggests the possibility of achieving
a classification performance using a subset of channels which is
comparable to the full set of channels used. Nevertheless, these
selected subset of channels proved to be subject dependent. For
example, the classifier constructed using observations collected
from channel FCz seems to result in a relatively high classifica-
tion performance in subject III but not in other subjects.

IV. COMPARING SIGNAL MODELING WITH OTHER FEATURE

EXTRACTION METHODS

Here we examine the efficacy of the signal modeling strat-
egy described in Section II-D in comparison with other feature
extraction techniques including Principal Component Analysis
(referred to as PCA) [75], Morlet Wavelets [76], [77] (referred
to as WAV), and the use of full power spectrum estimated by the



ABIBULLAEV AND ZOLLANVARI: LEARNING DISCRIMINATIVE SPATIOSPECTRAL FEATURES OF ERPs 2015

TABLE V
PERFORMANCE MEASURES OF THE CONSTRUCTED CLASSIFIERS (LRR WITH λ AND M DETERMINED IN TABLE II) ON INDEPENDENT TEST DATA.

P AND N DENOTE POSITIVE (TARGET) AND NEGATIVE (NON-TARGET) CLASSES, RESPECTIVELY

Fig. 3. Power spectral difference between positive and negative class (averaged over all channels and trials) for each subject and across all
subjects (the figure on the right lower corner). The frequencies and the power are estimated from the sinusoidal model (2) where M is determined
from Table II.

TABLE VI
AUC AND SENSITIVITY (IDENTIFIED AS “SENS.”) OF LRR CLASSIFIERS CONSTRUCTED FOR EACH CHANNEL EVALUATED USING TEST DATA



2016 IEEE JOURNAL OF BIOMEDICAL AND HEALTH INFORMATICS, VOL. 23, NO. 5, SEPTEMBER 2019

TABLE VII
PERFORMANCE MEASURES OF THE LRR CLASSIFIERS CONSTRUCTED USING 3M× (NUMBER OF CHANNELS IN BOLD IN TABLE III) EXTRACTED FEATURES

OBTAINED FROM (2)–(8) EVALUATED USING 10-FOLD CROSS-VALIDATION AS WELL AS INDEPENDENT TEST DATA. P AND N DENOTE
POSITIVE (TARGET) AND NEGATIVE (NON-TARGET) CLASSES, RESPECTIVELY

multitaper technique (referred to as PSD) [78] estimated using
the MNE python toolbox [79].

In our comparative analysis, we not only use our collected
data on Healthy Individuals that was described in Section II
(hereafter, referred to as HI data), but we also use a publicly
available dataset collected on eight subjects with amyotrophic
lateral sclerosis (ALS) [80] (hereafter, referred to as ALS data).
As a result, we need to apply the proposed signal modeling
scheme on the ALS data as well. The ALS data consists of a
pair of train and test datasets collected for each subject. The
training data for each subject contains a set of 300 and 1500
observations for target and non-target stimuli, respectively. The
test data for each subject contains 400 and 2000 observations
for the matching non-target and target stimuli. A summary of
experimental protocol used in [80] to collect the ALS data is
provided in Supplementary Materials Section I.

Similar to the analysis performed on our collected HI data, we
first apply the procedure detailed in Section II-E to determine
the best combination of sinusoidal model order and classifier
on ALS data. The results of this analysis is tabulated in Table
S1 in Supplementary Materials Section II. This table shows that
the LRR classifier outperforms all other classifiers in terms of
achieving a higher AUC determined by 10-fold cross-validation
on training data. Interestingly, and in contrast with HI dataset,
a model order of M = 1 (i.e., the first harmonic at 1.28 Hz)
consistently leads to the highest AUC in the ALS data. As
in Sections II-F, III-A, and III-C, we tabulated the results of
channel ranking on ALS training data, classifier validation (on
ALS test data), and channel-wise classifier validation (on ALS
test data) in Tables S2, S3, and S4, respectively (see in Sup-
plementary Materials Section III). The results confirm that the
constructed LRR models are remarkably accurate in predicting
class variables.

As discussed earlier, we now compare the results of the sinu-
soidal signal modeling with PCA, WAV, and PSD on both HI and
ALS datasets. Fig. 5(A, B, C) and 5(D, E, F) show the perfor-
mance of LRR and the signal modeling mechanism (bold cases
in Tables II and S1 for HI and ALS data, respectively) in com-
parison with a combination of other classifiers and other feature
extraction techniques. The results confirm that our constructed
LRR models with features extracted from the sinusoidal mod-
els outperform other methods in terms of achieving the highest
AUC across both datasets. Fig. 5(A, E) shows the proposed

signal modeling approach outperforms WAV, PSD, PCA meth-
ods across both HI and ALS data. Furthermore, analysis of the
range and distributional characteristics of AUC scores across
subjects as well as the level of the scores shows that our ap-
proach is robust as shown in Fig. 5(C, F).

V. DISCUSSION

Constructing accurate predictive models is at the heart of
BCI technologies because these models can ultimately trans-
late brain activities into communication and control commands
[28]. In this study, we hypothesize that a set of spatiospectral
features extracted from ERP waveforms enable constructing
accurate predictive models that represent the mental intent of
users of a BCI speller. In order to capture the dominant dis-
criminatory spectral contents of our recorded EEG waveforms,
we model observations by a mathematical form, which is the
sum of sinusoids with unknown amplitudes, frequencies, and
phases. A nonlinear least square technique is then used to es-
timate the unknown parameters of this signal model [52]. We
benefit from this signal modeling stage in two ways. First, the set
of model parameters include dominant components of the signal
spectrum. The set of spectral features appeared in the accurate
predictive models developed herein proves that the major dis-
criminatory spectral contents of our recorded ERPs align with
the low-frequency brain rhythms of delta and low theta band
activity (frequencies <6.4 Hz). Secondly, the dimensionality
reduction performed by the signal modeling is warranted be-
cause generally the larger is the ratio of the sample size (i.e.,
the number of trials) to the dimensionality of observations, the
more likely is to train an accurate classifier. In our analysis, the
constructed subject-specific classifiers exhibit an AUC ranging
from 78.7% to 92.6% on test data. As discussed by Pines and
Everett [81], the accuracy of a predictive model measured by
AUC can be seen as “poor”, “fair”, “good”, and “excellent”
when the AUC lies within 60%–70%, 70%–80%, 80%–90%,
and 90%–100%, respectively. The type of spectral analysis that
we have conducted here depends on the order of the sinusoidal
model that leads to the highest classification performance (see
Section II-E). At the same time, in order to have an efficient
estimation-classification process, we have restricted M to 1, 2,
or 3 at most. In other words, the number of estimated domi-
nant and discriminatory frequency contents for each individual
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Fig. 4. The absolute difference of power spectrum between target and non-target ERPs trials for all subjects in time-frequency representation.
This representation was obtained using a Hanning taper approach with an adaptive time window of six cycles per frequency in 20 ms steps for
frequencies from 0.1 to 12 Hz.

Fig. 5. Performance measures of the logistic regression (LRR) model using Morlet wavelets (WAV), power-spectral density (PSD), principal-
component analysis (PCA) and signal modeling (MODEL) features on healthy individuals’ data (A, B, C), and ALS subjects data (D, E, F). Top row:
Descriptive statistics of LRR. Middle row: Subject-specific performance of LRR using four different preprocessing methods. Bottom row: Box and
Whisker plot analysis of the LRR model on four different preprocessing methods across all subjects.

is subject to the classification performance as well as the effi-
ciency of the estimation process. This can be seen from Fig. 3
where the power spectrum differences for each subject have
non-zero magnitudes at most at three distinct frequencies.

This then raises the question as to whether any important
discriminatory frequency content has been missing by such

classification-restricted spectrum analysis. In this regard, we
calculated the time-frequency representation (TFR) of subject-
specific EEG recordings across all subjects as shown in Fig. 4.
We computed TFR using using a Fourier approach: 1) applied a
sliding Hanning taper with an adaptive time window of six cy-
cles for each frequency in 20 ms steps for frequencies from 0.1
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to 12 Hz for each class of ERP trials separately; 2) performed
grand averaging in time-frequency domain; 3) took the abso-
lute difference of target and non-target [82]. One drawback of
this analysis is that it does not take into account the efficacy or
the efficiency of classification rules. On the positive side, time-
frequency transforms and distributions simultaneously retrieve
the temporal and frequency domain structure of observations.
This result confirms that delta and lower theta bands contain
the major part of discriminatory frequency contents for each
subject. This is interesting because many current ERP-based
BCIs are driven by a wider range of spectral bandwidth that
also include faster rhythmic brain activities in the alpha or beta
band [83, p. 95], [84]. Furthermore, there is no consensus re-
garding the appropriate cut-off frequencies of a band-pass filter
used to extract frequency content for P300 feature extraction
in the BCI literature. For instance, Farquhar et al. [30] sug-
gested that the most discriminative frequency range lies within
(0.1 Hz–12 Hz). While other studies use different frequency
bands to extract spectral features, such as (0.1 Hz–21.33 Hz)
used in [22], (0.1 Hz–10.66 Hz) in [85], (1 Hz–17 Hz) in [86],
(0.1 Hz–30 Hz) in [51], [87] (see [46] for an extensive review)
and recently it was suggested that the best frequency range lies
between (0.1 Hz–21.33 Hz) reported in [22].1 In contrast, we
found that spectral range of <6.4 Hz contains most discrimina-
tive frequencies for enhanced decoding of attention modulated
P300 features and can be used in the design of a BCI speller.
Our finding is corroborated with the previous research in neuro-
physiology of attention modulated ERPs that show the contribu-
tion of delta (lower theta) oscillations better represent cognitive
processes such as attention, perception, and decision-making
[88]–[90]. We contend that our signal modeling approach cap-
tured these intrinsic features of ERPs, and as a result, led to
accurate mental state decoding models.

Additionally, we ranked the efficacy of each channel in
predicting users’ mental intent based on the extracted spec-
tral features. The analysis shows that central channels, over the
sensorimotor cortex, Cz and C2 (ranked 1st and 2nd) and the
parieto-occipital channels POz and PO4 (ranked 15th and 16th)
have the highest and lowest discriminatory effects, respectively.
This is an interesting finding that aligns with other channel lo-
calization studies where the best discriminative channels are
spread over the sensorimotor cortex despite a slight subject-
specific variation [91]–[93].

Based on this channel rank analysis, we also proposed a chan-
nel selection procedure based on the extracted novel spectral
features with the aim to reduce the number of channels while
generally keeping a comparable classification performance. On
five subjects we observed a drop in the AUC, which was as low
as 0.2% for subject V to 12.6% for subject VI. However, for two
subjects (I and III) the reduced set of channels slightly improved
the classification performance in terms of AUC. Nevertheless,
this analysis confirms the possibility of achieving an “excel-
lent” classification performance in a BCI application with very

1Note that these studies use a band-pass filter as a spectral filter to restrict the
bandwidth to discriminatory frequency content; however, after spectral filtering
time-domain features are still being used.

few channels—for instance, we achieved an AUC of 91.3% for
subject II with as few as five channels.

Furthermore, the performance of our proposed method can
be seen in Fig. 5 cross-validated across seven healthy and eight
ALS subjects. These results manifest that the signal modeling
based approach is more robust against variability and highly
accurate when compared to a set of widely used methods (i.e.,
PCA, Wavelets, PSDs). This finding is important because most
BCIs suffer from the presence of non-task relevant features,
enormous variability, and high-dimensionality [29] that lead to
the failure of a previously functioning BCI system.

VI. CONCLUSION

The signal modeling strategy used herein along with the logis-
tic regression with L2-ridge penalty have enabled us to extract
intrinsic spectral features of ERPs and to construct remarkably
accurate classifiers for predicting users’ mental intent in a BCI
speller system. The proposed framework is simple and efficient
to implement and it is believed to be used in the future in other
ERP-based BCI applications. The set of dominant and discrim-
inatory frequency contents of ERPs used in our constructed
predictive models lies in a range less than 6.4 Hz, which aligns
with the low-frequency rhythmic brain activity of delta and low
theta bands. This is interesting because many current BCIs are
focused on and are driven by a wider frequency bandwidth
(0.1 Hz–30 Hz) that also include faster rhythmic brain activities
in the alpha or beta bands. As also discussed in [84], introducing
slower oscillations such as delta or theta band activity in BCIs
could potentially extent applications of BCI. Our analysis also
confirms the possibility of using very few channels to construct
remarkably accurate classifiers in BCI systems. We believe anal-
yses of this type is important in BCIs to minimize the number of
electrodes and the setup time, which in turn leads to more com-
fortable and robust BCI systems. The next natural step in this
line of work is to use the spectral contents of ERPs to construct
subject-independent predictive models of users’ mental intent.
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