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Abstraci—Early-stage cancer diagnhosis potentially im-
proves the chances of survival for many cancer patients
worldwide. Manual examination of Whole Slide Images
(WSIs) is a time-consuming task for analyzing tumor-
microenvironment. To overcome this limitation, the con-
junction of deep learning with computational pathology has
been proposed to assist pathologists in efficiently prognos-
ing the cancerous spread. Nevertheless, the existing deep
learning methods are ill-equipped to handle fine-grained
histopathology datasets. This is because these models
are constrained via conventional softmax loss function,
which cannot expose them to learn distinct representa-
tional embeddings of the similarly textured WSIs containing
an imbalanced data distribution. To address this problem,
we propose a novel center-focused affinity loss (CFAL)
function that exhibits 1) constructing uniformly distributed
class prototypes in the feature space, 2) penalizing difficult
samples, 3) minimizing intra-class variations, and 4) plac-
ing greater emphasis on learning minority class features.
We evaluated the performance of the proposed CFAL loss
function on two publicly available breast and colon cancer
datasets having varying levels of imbalanced classes. The
proposed CFAL function shows better discrimination abil-
ities as compared to the popular loss functions such as
ArcFace, CosFace, and Focal loss. Moreover, it outperforms
several SOTA methods for histology image classification
across both datasets.

Index Terms—Data imbalance learning, fine-grained
classification, histology image classification, supervised
clustering, and whole slide image analysis.

[. INTRODUCTION

ANCER is one of the primary causes of death worldwide
and a significant obstacle to greater life expectancy in
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every country throughout the world [1]. According to the Na-
tional Cancer Institute reports [2], approximately 6 billion USD
was available for funding cancer research in 2020 alone, and
this number is likely to rise as the demand for improved cancer
diagnosis and treatment approaches increases. Histopatholog-
ical diagnosis, which involves a pathologist reviewing high-
resolution multi-gigapixel Whole Slide Images (WSIs), is a
gold standard for diagnosing cancer [3]. Pathologists examine
WSIs stained with Hematoxylin and Eosin (HE) dyes to perform
cancer diagnosis, prepare a treatment plan, and evaluate key
prognostic characteristics. If cancer is detected early, it can
considerably affect the patient’s mortality rate [4], [S].

However, the visual examination of WSIs requires an expert
pathologist, and many hospitals and clinics lack such special-
ists [6]. In addition, manual diagnosis of these slides is time-
consuming, prone to error, and subject to inter-observer vari-
ance [7]. Detecting cancer early utilizing automatic procedures
by applying machine learning methods has been a critical devel-
opment in recent years [7], [8], [9], [10], [11]. Typically, these
techniques use deep convolutional neural networks (CNNs) to
learn features from ground-truth data that expert pathologists
label. While various variations of CNN models and networks
have been developed to propose automated cancer detection
systems, the issue of fine-grained image categorization and data
imbalance remain understudied. Consequently, several existing
classification frameworks are vulnerable concerning classifica-
tion performance for under-represented groups [12].

While the majority of existing deep learning methods use
cross-entropy/Softmax loss functions for training deep classi-
fiers, various shortcomings of this loss have been explored,
such as its lack of robustness to noisy labels [14], and its
poor margin-based penalty [15], [16], [17], which can result
in decreased generalization performance [18]. In the domain
of histopathology classification, the increased generalization
power of deep learning models is substantial [19]. Moreover,
Softmax loss is less suitable for handling data imbalances that
often occur in computational pathology datasets [20], [21].
“Softmax loss” refers to the softmax activation in the output layer
of a neural network, followed by normalized cross-entropy loss.
To overcome these limitations, in the current work, we propose
a novel loss function, center-focused affinity loss (CFAL), that
enhances the intra-class compactness of the learned features
and efficiently learns characteristics from minority classes. Our
proposed algorithm increases the discriminative performance
of the vanilla affinity loss, which clusters and classifies data
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(a)-(c) Two of the nine classes from the colorectal cancer dataset [13] are represented by three random image patches where ADI refers to

Adipose tissue, and MUC is Smooth Muscle tissue. (d) Breast cancer classification dataset showing non Invasive Ductal Carcinoma (IDC) patches
and (e) IDC patches. They illustrate the challenge in fine-grained histopathology image classification because of the broad variability of image
appearance within the same class and the high similarity between other classes.

using a single objective function. By applying CFAL, CNNs can
extract more robust discriminative features from fine-grained
histopathology datasets. We demonstrate this by benchmarking
the classification performance on two distinct publicly available
histology image classification datasets.

We summarize our main contributions as follows:

1) We propose a novel loss function termed center-focused
affinity loss which enhances neural networks’ intra-class
compactness and discriminative power. Therefore, it im-
proves the classification performance on fine-grained im-
balanced histopathology datasets.

2) We evaluate the proposed loss function against three
angular-margin-based loss functions (ArcFace, CosFace,
SphereFace) and Focal Loss and assess their compatibility
in the computational pathology domain.

3) We propose an ensemble network that employs feature
extractor models trained with different loss functions and
demonstrates improved classification.

4) A rigorous validation on two independent datasets
demonstrates the superiority of our proposed algorithm
compared to existing SOTA methods.

The rest of the paper is organized as follows. Section II
describes the related work. Section III explains our proposed
algorithm in detail including loss function, datasets, and the
ensemble network. Section I'V presents the experimental settings
and Section V explains results and discussions, followed by the
conclusion and future directions in Section VI.

[I. RELATED WORKS

A. Histopathology Image Classification

Digital pathology is the process of capturing histology slides
to create multi-gigapixel whole slide images (WSI), which has

enabled the use of machine learning algorithms for detection,
segmentation, and classification problems in the histopathology
domain [22]. A WSI file can be gigabytes in filesize, making
it difficult to load the entire WSI into memory for training
ML models. These WSIs are commonly divided into smaller
image patches, which are subsequently fed into the computer’s
memory for training ML models for various tasks. Modern
methods based on deep learning (DL) have outperformed both
traditional handcrafted feature methods, and traditional machine
learning methods for histology image classification [8], [23].
In DL-based image classification tasks, CNNs are the most
popular method for extracting features from an input image
using convolution filters. These features are then passed through
dense layers that are fully interconnected in order to capture the
relationship between the extracted features without considering
spatial information. Typically, the last layer of a CNN model
is a softmax classifier, where each node output indicates the
probability that an input image belongs to a specific class.

In this study, we employ labeled datasets at the patch level
(see Fig. 1) to examine the impact of our proposed loss and
ensemble network. One of these datasets is the histopathology
image dataset of Invasive Ductal Carcinoma (IDC), the most
prevalent phenotypic subtype of all breast cancers [23]. Each
image patch is labeled as IDC negative (class 0) or IDC positive
(class 1). The WSI naturally includes the majority of class
0 (healthy) patches. Cruz-Roa et al. [23] use two layers of
convolutional and pooling layers with a tanh activation to extract
features, followed by a fully-connected layer with a softmax
activation for output. The cross-entropy loss was used, and the F1
score produced was 0.718 with a balanced accuracy of 84.23%,
outperforming handcrafted image features with a Random Forest
classifier. The authors of [22] achieve an F1-score of 0.7648 and
an accuracy of 84.68 percent by applying the AlexNet model
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architecture. Similar CNN-based approaches were also applied
to the 100,000 HE-stained colorectal cancer (CRC) dataset
containing image patches from 9 tissue categories [24]. Kather
et al. [24] demonstrate that the VGG19 model outperforms
other models, namely AlexNet, SquezeNet, GoogLeNet, and
Resnet50, by obtaining an accuracy of 94.3 percent on an exter-
nal 7 k testing dataset. These studies rely on softmax activation
followed by cross-entropy loss, which neither addresses the
imbalance in data nor the fine-grained categorization challenge
that naturally exists in these datasets. Parallel endeavors have
been undertaken in the field of lung cancer pathology, wherein
an Inception V3 network was employed to achieve an AUC
score of 0.97, thereby substantiating the effectiveness of CNNs
in cancer subtyping [25]. Similarly, in prostate cancer pathology
classification, researchers [26] applied augmentation techniques
to the NASNetLarge CNN architecture and attained a tumor
detection accuracy of over 98%.

B. Imbalanced Learning

Several Face Recognition (FR) community researchers re-
alized that softmax loss is insufficient for learning discrimi-
native features. They advocated for novel loss functions that
increase NN models’ generalization capabilities [27]. This field
of research has been one of the hottest subjects in the deep
FR community, and the histopathology domain shares a similar
challenge in which intra-class variances and inter-class simi-
larities exist in the dataset. One method for learning discrim-
inative feature embeddings is to learn a center for each class
in Euclidean space and penalize the distance between a feature
embedding and its class center, as proposed by Center loss [28].
Alternatively, angular-margin-based loss functions implement
a cosine angular margin penalty to make the learned features
more separable. Two notable examples are the CosFace [15], and
ArcFace [16] loss functions, which overcame the optimization
challenge of previously proposed angular-margin loss functions
and obtained promising results in facial recognition tasks. Even
though angular-margin-based loss can add discriminative con-
straints to a hypersphere manifold to improve decision bound-
aries, it has been demonstrated that it is sensitive when the
datasets contain noisy data points [29], which can be observed
in histopathology datasets [30]. Therefore, in computational
pathology classification research, the strength of these strategies
is yet to be investigated.

Recent literature also investigates various techniques to solve
class-imbalanced learning because different real-world datasets
are frequently skewed, with the majority of data belonging to
a few dominant/over-represented classes and minority classes
having relatively few data points. In the machine learning
literature, two general strategies are used to address the problem
of class data imbalance: data-level and algorithmic approaches.
We can re-sample the data using the data-level method by either
over-sampling the minority class or under-sampling the majority
class. Under-sampling the majority class can result in losing vital
information from some unique samples. Under-sampling is not
viable in the medical domain because it can result in the loss of
critical information required to generalize the ML model.

Meanwhile, oversampling can cause overfitting [31] and sig-
nificantly increase training time. Regarding algorithmic solu-
tions to the class-imbalance problem, we can implement cost-
sensitive learning by assigning weights to each class [21], [31],
or modify the loss function [20], [28], [32]. Modifying the
loss function essentially changes how we train the model and
provides a better theoretical foundation for solving specific
learning issues with the softmax loss. Despite improvements
in performance in natural image datasets, more research is
needed to investigate the impact of these algorithmic solutions
on fine-grained histopathology datasets.

[ll. METHODOLOGY

This paper proposes a loss function that alters the last layer
activation function and the objective function to learn discrimi-
native features from imbalanced fine-grained datasets. The block
diagram of the proposed framework is shown in Fig. 2. In the
subsequent paragraphs, we explain the mathematical formula-
tion of the proposed CFAL.

A. Loss Function Formulation

To enhance the classification performance of fine-grained
imbalanced pathology datasets, we propose an approach that
integrates cost-sensitive learning and max-margin learning. We
use the class-balanced loss function paradigm [31] to add
cost-sensitivity into the learning process. By weighting class
samples, this loss function aims to remedy the class imbalance.
In addition, in order to implement max-margin learning, we
apply improvements upon affinity loss that satisfy the criterion of
enhancing margins across classes in an imbalanced dataset [20].
In the following paragraphs, we explain these two principles
concisely.

1) Class-Balanced Loss Function: The authors of [31] de-
fine “effective number of samples” as the smallest subset of a
given class that provides the most information. The effective
number can be interpreted as the number of truly unique ex-
amples in the class, i.e., excluding duplicate samples or those
exhibiting minor differences. For instance, naive data augmen-
tation approaches that add tiny noise or do slight translations do
not provide additional meaningful data for the model to learn.
Therefore the effective number of samples does not rise due to
data augmentation. In [31], the “effective number of samples”
of a specific class y is approximated to:

1-p

By =—"—
Y 1_5ny

ey
where n,, is the number of samples in the ground-truth class
y. B € [0,1] is a parameter that regulates the rate at which the
effective number grows as the number of samples increases. Nor-
mally, 5 should be unique to each class; however, for simplicity
in parameter tuning, it is assumed that 3 is the same across all
classes. In this work, we experiment with a range of values for
[ to determine the optimal value for a particular dataset. The
class balanced loss function is therefore weighted by F;,  rather
than the number of samples in the class y, as is the case with
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Overview of the proposed framework. (a) During the training phase, the weights (W) representing class prototypes are learned, where C is

the number of classes. The learned hidden features (FC2) in Euclidean space are similar to its class prototype, where similarity is measured using
(3). (b) The feature vector is assigned to an output class by using the similarity measure in (3) instead of the vector dot product commonly used
in softmax. (c) By using the center-focused affinity loss, we ensure intra-class compactness and inter-class separation of these class prototypes.
Unlike the vanilla affinity loss, the margin penalty for misclassification of minor classes is more strict in comparison to the major classes. (d) The
penalty term to promote intra-class compactness. A point is very similar to its class-prototype center if the similarity value is close to 1 (e.g., point
a) and away from the center if it is close to 0 (e.g., point b). Best viewed in color.

traditional class weighting approaches, as illustrated below:

1y

CA(p.y) = 7

(P.y) )
where €% denotes the class-balanced loss function, .2 rep-
resents any employed loss function, and p is the prediction
probability for the specific class y.

2) Affinity Loss Function: The affinity loss function proposed
by [20] adopts the max-margin paradigm with Gaussian affin-
ity and simultaneously learns classification and clustering. In
contrast to Softmax activation, which employs the inner vector
product (w, f) between the class weights w € R and the
feature vectors f € R at the last fully connected layer, the
affinity loss function quantifies the similarity using the Gaussian
similarity measure in terms of the Bergman divergence:

)

where o refers to a weighting parameter. Contrary to Softmax
activation, the above divergence measure enables margin max-
imization constraints to be enforced, hence enabling the loss
function to reduce intra-class variability and raise inter-class
distance by margin enforcement between each class. In addi-
tion, the authors use diversity regularization and multi-centered

. w12
d(fi, w;) = exp (_ﬂUWJ| 3)

partitioning factors in the loss function for intra-class centroid
delocalization and class imbalance mitigation. Let {X;,Y;}
denote the input-output pairs, C' and /N the number of classes and
training samples, respectively. The feature space representation
from the input samples is denoted by: f;,7 = 1 : N and the class
weights by w;, j = 1 : C, is the class vectors. The affinity loss
function is expressed as follows:

fa - o%nm + R(w) (4)
L = Zmax (0,1 +d(fi, w;) —d(fi, wy,)),j # vi
J

&)
(6)

R(w) = B [(| wy = wic |2 =)*] .j < k
where i € [1,N], j € [1,C], d(f;, wy,) is the similarity with
its true class, d(f;, w;) is the similarity of the sample with
other classes, and A denotes the enforced margin. The R(w)
is a ’diversity regularizer’ term that enforces the class centers
to spread out in the feature space, which ensures the learned
features converge to a class prototype center (the idea behind
center loss [28]), but the prototypes are equally spaced out to
give a fair representation to all class samples. The p is the mean
distance between all class prototypes.
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3) Proposed Center-Focused Affinity Loss (CFAL): We pro-
pose a synergic integration between the max-margin constraints
with Gaussian affinity, a loss-agnostic modulating factor, and a
local-penalty term to promote intra-class compactness to yield
the center-focused affinity loss function, abbreviated as . ¢4,
expressed as follows:

1

gcfal = E
ny

(1 - d(fi,Wyi))VLa(p,y) @)

The class-balancing term (%) serves to penalize any mis-
ny

classification of minor class samples more severely, hence fo-
cusing more on rare data examples during the training phase.
This serves as a global objective to place greater emphasis on
learning discriminative features from minority class samples.
Meanwhile, the local penalty term ((1 — d(f;, wy,)?) enables
each mini-batch to focus on difficult examples that are further
away from the correct class center w,,. In turn, this enables
our loss function to encourage intra-class compactness in order
to learn robust and discriminative feature embeddings for each
class in fine-grained datasets. -y is a focusing parameter to adjust
the rate at which samples closer to the class-center are weighted
down.

In addition to Softmax loss, we benchmark our loss func-
tion against focal loss, SphereFace, ArcFace, and CosFace loss
functions. In the Focal loss, Lin et al. [32] re-shape the cross
entropy loss to lessen the impact of easily classified samples and
magnify the loss for hard, misclassified samples. They also add
a class-wise weight « to increase the importance of the minority
class. We replace the binary value of alpha with class-balanced
weights for o € R'*¢ using (2), where C is the number of
unique classes. Similarly, SphereFace, ArcFace and CosFace
loss functions were modified with the additional class-balanced
term to provide a fair comparison to the proposed center-focused
affinity loss function.

B. Model Compatibility

The proposed loss function (Z.f4;) is easily pluggable as
a differentiable building piece into any deep neural network
design. As illustrated in Fig. 2, the only network segment af-
fected is the final output layer, where a custom layer block is
inserted with the center-focused affinity loss as the loss function
for training the model parameters. The final layer weights learn
class prototypes for each class present in the dataset. The outputs
are computed using the Bergman divergence (3) rather than the
vector dot product employed by Softmax loss. To conduct the
comparative study, all other parameters of the CNNs from the
previous studies were maintained. The backbone CNN feature
extractor was chosen based on the proposed models from pre-
viously published literature for each dataset outlined in the next
section.

C. Ensemble Network

In an ensemble network, many networks with distinct or iden-
tical architectures are combined to function as one giant network.
Typically, an ensemble will outperform a single network within
the pack because, collectively, it is unlikely that the network will

TABLE |
INVASIVE DUCTAL CARCINOMA (IDC) DATASET DISTRIBUTION [22]
Class Number of Samples | Percentage (%)
IDC Negative 198,738 71.61
IDC Positive 78,786 28.39
Total 277,524 100.00

make the same specific mistake [33]. Several network designs,
loss functions, and starting conditions can be utilized to achieve
network diversity in an ensemble network. Nevertheless, em-
ploying different initialization conditions for the same network
trained with the same loss function can only guarantee a varied
representation of the same hidden features that are not explicitly
optimized to be of different shapes [34]. In this work, we con-
sider a diverse ensemble network that employs a homogenous
feature extractor model but is trained with different loss func-
tions to acquire heterogeneous feature embeddings. While pre-
vious research has attempted to use diverse ensemble networks
by modifying the objective function [33], to our knowledge,
this is the first study in this domain to use a single architecture
for feature extraction followed by different learning paradigms
to train the model to learn diverse features. By maintaining a
common feature extractor for the backbone, we can decouple
the problem of determining the optimal architecture for feature
extractor networks and/or utilize a pretrained pathology feature
extractor. Specifically, three max-margin-based loss functions
and Focal-loss are employed to train four distinct networks that
learn varied feature projections. Thisidea is represented in Fig. 3,
where we can see that each model has learned something about a
specific class that the others have not. The ensemble output was
derived by applying three distinct aggregating procedures to the
posterior classification probabilities of each individual network:
(1) averaging, (2) maximum confidence, and (3) majority voting.
The class with the highest confidence among the four networks
is predicted as the final label in max confidence. The majority
voting strategy permits each of the four networks to cast one
vote for the class output, and the class with the most votes is
predicted to be the final ensemble output.

IV. EXPERIMENTAL SETUP

This section presents a detailed description of the datasets we
used in this study, along with the training and implementation
details.

A. Dataset Description

As benchmarks, we validate our proposed loss function
(Zpa) using two distinct public-access histopathology datasets.
First is the Invasive Ductal Carcinoma (IDC) dataset introduced
by [23]. The dataset is heavily skewed towards IDC negative
(non-cancerous) cases (Table I). The dataset contains a total of
277,524 patches measuring S0 x 50 pixels that were extracted
from the WSI of 162 patients. We use the study in [22] to
serve as a baseline to compare our results. AlexNet is used for
classification with an F1-score of 0.7648 and a balanced accu-
racy of 84.68%. In addition to the benchmark results, AlexNet
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Fig. 3. Schematic illustrating the trained ensemble network with four
different loss functions. To ensure diversity, each of the hidden features
is optimized uniquely. Three distinct methodologies are employed to
produce a comprehensive analysis in aggregating data from individual
networks. The final aggregated output is used to evaluate the whole
ensemble network. The 2D feature projections depicted above are from
the CRC dataset, where .Z..y,; appears to have more separable learned
2D projections.

offers a lightweight feature extractor, which facilitates a broader
exploration of additional hyperparameters (see Table III). This
attribute is particularly advantageous in our project, as searching
for an optimal hyperparameter range is crucial. Furthermore,
the efficacy of AlexNet in pathology has been substantiated by
previous research. For instance, the authors in [8] employed
the base model of AlexNet to create a variant that has re-
cently attained state-of-the-art classification accuracy on several
pathology datasets. We split of the full IDC dataset to randomly
assign 70% of data to the training set and 30% to the testing set,
in accordance with the benchmark study.

Second, we utilize the colorectal cancer (CRC) histology
slides dataset [13], which consists of 9 different tissue classes
(Table II). The CRC dataset contains a total of 100,000 training
image patches collected from 86 whole-slide images (WSI),
with each image patch measuring 224 by 224 pixels. During the
training epochs, 15% of the data from the training set was used
for validation [13]. The training WSIs were extracted from the

TABLE Il

COLORECTAL CANCER (CRC) DATASET DISTRIBUTION [13]

Tissue Class Number of | Percentage
Samples (%)

ADI (adipose tissue) 10,407 10.41
BACK (background) 10,566 10.57
DEB (debris) 11,512 11.51
LYM (lymphocytes) 11,557 11.56
MUC (mucus) 8,896 8.90
MUS (smooth muscle) 13,536 13.54
NORM (normal colon mucosa) | 8,763 8.76
STR (cancer-associated stroma) | 10,446 10.45
TUM (colorectal adenocarci- | 14,317 14.32
noma epithelium)
Total 100,000 100.00

NCT biobank and the UMM pathology archive. The two datasets
have varying degrees of data imbalance, allowing us to evaluate
the performance of the suggested loss function against varying
levels of data imbalance. Testing results for the CRC dataset
are performed on an independent test dataset of 7,180 images,
created using an additional 25 HE WSIs from the DACHS study
from the NCT biobank. Using five prominent CNN models,
researchers in [13] conclude that the VGG19 model trained
using ImageNet weights performs the best with a test accuracy of
94.3%, which is the baseline. Beyond the superior performance
of VGG19 in the task of colorectal cancer (CRC) classification,
as compared to more recent models like ResNet [13], it also
presents an opportunity to test the efficacy of our proposed
loss function across models with diverse architectural depths.
This is facilitated by the denser architecture of VGG19, which
stands in contrast to the AlexNet model selected for the IDC
dataset.

B. Training and Implementation Details

The proposed loss function is implemented in TensorFlow
2.10.0 and Python 3.9.13. The CNNs were trained on an
NVIDIA Quadro RTX 6000 GPU. Due to the large number of
images in both datasets, 32-image batches were loaded using
generators. The images in the IDC dataset were resized to 32 x
32 pixels to correspond with the experiment described in [22].
We empirically determine that A (which denotes the enforced
margin in the Z.74;), o (weighting parameter in the Gaussian
similarly measure), vy (focusing parameter), and S (controls
growth of the effective number of samples) are additional hy-
perparameters that can influence the performance of the model
trained with the proposed .Z.f4;). These hyperparameters are
application-dependent (based on image properties) and must
be fine-tuned based on the application domain and the dataset
imbalance level. Likewise, SphereFace, ArcFace, and CosFace
have two hyperparameters: the feature scaling parameter (s)
and the angular margin (m). The values and ranges for each
hyperparameter in the tuning search space are displayed in
Table III. Early stopping is used with a patience of 5 to prevent
over-fitting when the validation loss plateaus.
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TABLE Il
HYPERPARAMETER RANGES IN THE PARAMETER SEARCH
Loss Hyperparameter Values
All Beta () 0.9, 0.99, 0.999, 0.9999,
0.99999
Lefal Lambda (\) 0.1 — 0.9 (increments of 0.1)
Lefal Sigma (o) 80 — 430 (increments of 50)
Lefal Gamma () 0.5, 1.0, 2.0, 5.0
ArcFace/ Scaling (s) 1.0, 5.0, 10.0, 15.0, 20.0,
CosFace/ 30.0, 64.0
SphereFace
ArcFace/ Angular mar- | 0.1, 0.35, 0.5, 0.7, 0.9
CosFace/ gin (m)
SphereFace
TABLE IV
CLASSIFICATION RESULTS WITH IDC DATASET WITH DIFFERENT LOSS
FUNCTIONS
Model: Precision| Recall F1- Accuracy
AlexNet Macro (%)
Cross-entropy 0.80 0.74 0.76 84.7
Loss [22]
Class-Balanced 0.80 0.79 0.80 83.7
SphereFace
Center- 0.83 0.83 0.83 86.0
Focused
Affinity Loss
(gcfal)
Class-Balanced 0.83 0.81 0.82 85.7
ArcFace
Class-Balanced 0.83 0.82 0.82 85.7
CosFace
Class-Balanced 0.81 0.84 0.82 84.9
Focal Loss
Ensemble: Av- 0.83 0.83 0.83 86.2
erage Strategy
Ensemble: 0.83 0.82 0.82 86.0
Max Strategy
Ensemble: Vot- 0.83 0.83 0.83 86.3
ing Strategy

Top metrics from individual models (black) and ensemble networks (brown)
are highlighted in bold.

V. RESULTS AND DISCUSSION

In this section, we present a detailed evaluation of the pro-
posed framework and its comparison with state of the art works.
Section V-A presents the results for the benchmark datasets,
followed by a comparison with SOTA works in Section V-B.
In Section V-C, we present an analysis of the selected hyperpa-
rameters, followed by a series of additional ablation studies to
to display our proposal’s versatility further.

A. Comparative Study

On the IDC dataset, Table IV illustrates how the suggested
center-focused affinity loss improves classification performance
in contrast to the AlexNet with categorical cross-entropy loss
(CCE) and softmax activation employed by [22]. The best

True labels
True labels

0

1
Predicted labels Predicted labels

(a) CCE

(b) Zera

Fig. 4. IDC Dataset confusion matrix normalized over true(row) values.
Class 1 is the IDC Positive (cancerous) minor class. (a) AlexNet with
Categorical cross-entropy (CCE) loss (F1-score 0.77, Accuracy 83.5%).
(b) AlexNet with ... r,; (F1-score 0.83, Accuracy 86%).

model from their research is utilized as a benchmark. The
hyperparameter tuning results are presented in Table IX. Since
accuracy is not a comprehensive evaluation criterion, the F1
score is the most crucial statistic in imbalanced datasets. With
the implementation of the proposed center-focused affinity loss
(Z.fa1), the Fl-score increases by 7% (from 76% to 83%),
indicating an improvement in the recall and precision of minor
class samples. This is further illustrated in the confusion matrix
plot (normalized over true/row values) in Fig. 4. In addition,
our proposed loss (Z.fq1) outperforms SphereFace, ArcFace,
CosFace, and Focal Loss for the same network concerning
F1-Score and accuracy metrics. Since SphereFace is unable
to outperform the benchmark CCE study, we omit this model
from the ensemble networks. We conducted a paired t-test to
analyze the significance of the improvements. At a p-value of
0.05, we identified significant advancements in the precision
metric over CCE, SphereFace, and Focal Loss. Likewise, we
observed notable improvements in the recall metric relative to
CCE, SphereFace, and ArcFace. The F1 Score also exhibited
significant enhancement compared to CCE and SphereFace,
and the top-1-accuracy showed marked improvement over CCE,
SphereFace, and Focal Loss. The ensemble networks can lever-
age the unique feature representations learned by the 4 models
and further improve the performance, with the voting strategy
yielding the highest overall top-1 accuracy (86.3%).

The results for the comparative study with the CRC dataset
are summarized in Table V. This subset of experiments under-
went an independent hyperparameter tuning, and the optimal
parameters are listed in Table IX. The F1-macro and AUROC
scores were determined using the trained VGG19 model and
code as provided by [13]. As seen in Table V, a 2.0% increase in
the accuracy metric is observed by utilizing the class-balanced
affinity loss (Z.tq;) instead of softmax loss. In addition, the
F1-macro score has significantly increased from 0.92 to 0.95 (a
3% increase), indicating the general improvement of precision
and recall measures across all classes. In particular, the STR
(cancer-associated stroma) class which performs very poorly
with softmax loss, is shown to significantly improve by the
center-focused affinity loss, as seen in the confusion matrix in
Fig. 5. Moreover, Table V demonstrates that LCFA is superior
to SphereFace, ArcFace, CosFace, and Focal loss. Utilizing the
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CRC dataset confusion matrix normalized over true (row) values with (a) VGG19 with CCE (F1-score 0.92, Accuracy 94.3%). (b) VGG19

with .7 ¢4; (F1-score 0.95, Accuracy 96.3%). (c) Ensemble network with Voting aggregation (F1-score 0.96, Accuracy 97.0%).

TABLE V
CLASSIFICATION RESULTS WITH COLORECTAL CANCER (CRC) DATASET
WITH DIFFERENT LOSS FUNCTIONS

TABLE VI
CLASS-WISE AUROC FOR COLORECTAL CANCER (CRC) DATASET WITH
DIFFERENT LOSS FUNCTIONS

Model:
VGG19
Cross-entropy
Loss [13]
Class-
Balanced
SphereFace

F1-
Macro

0.92

Precisign Recall Accuracy

(%)
94.3

0.93 0.92

0.94 0.93 0.93 94.0

Center- 0.95 0.95 0.95 96.3
Focused
Affinity Loss
(Z cfal )

Class-
Balanced
ArcFace

Class-
Balanced
CosFace

Class-
Balanced

Focal Loss

Ensemble: Av-
erage Strategy
Ensemble:
Max Strategy
Ensemble:
Voting
Strategy

Top metrics from individual models (black) and ensemble networks
(brown) are highlighted in bold.

0.95 0.94 0.95 95.8

0.95 0.94 0.95 95.9

0.95 0.94 0.95 95.9

0.96 0.96 0.96 96.8

0.95 0.95 0.95 96.2

0.96 0.96

t-test (p-value 0.05), we discerned significant enhancements in
the precision metric of LCFAL relative to CCE and SphereFace,
the recall metric over CCE, SphereFace, ArcFace, and CosFace,
the F1-Score in comparison to CCE and SphereFace, and the ac-
curacy metric over CCE, SphereFace, and ArcFace. In line with
prior results, SphereFace did not surpass the benchmark study in
terms of accuracy. Consequently, this model was excluded from

Class Cross en- Zefal Ensemble:
tropy [13] Voting
Strategy
ADI 0.997 0.984 0.993
BACK 1.000 1.000 1.000
DEB 0.979 0.977 0.996
LYM 0.941 0.993 0.996
MUC 0.983 0.993 0.995
MUS 0.936 0.966 0.987
NORM 0.976 0.965 0.977
STR 0.800 0.885 0.863
TUM 0.981 0.984 0.983

the ensemble networks. Nevertheless, by combining the four net-
works into a single ensemble network, the overall performance is
often superior to that of the individual networks, demonstrating
significant improvements across all metrics (p-value < 0.05). In
both datasets, the ensemble network’s averaging and majority
voting strategies outperform the maximum confidence strategy.
This indicates that one model is more likely to predict the
incorrect class label, but the error decreases when all models
contribute to the final probabilities. In terms of accuracy and
Fl-macro, the majority voting ensemble is the most effective,
with a 1% improvement over the top-performing individual
model. With respect to class-wise metrics, Table VI shows that
Z. a1 outperforms CCE loss in 5 of the 9 classes, whereas
the majority-voting ensemble network outperforms the CCE
loss-based network in 6 of the 9 classes (with BACK class having
the same score across all three losses).

B. Comparison With State-of-the-Art Works

The proposed method is compared to previous stud-
ies performed to classify the same benchmark datasets. In
terms of Fl-score, Table VII demonstrates that our work
outperforms numerous SOTA methods in the IDC dataset
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TABLE VI
COMPARISON OF RECENT SOTA STUDIES ON THE IDC DATASET VERSUS
THE PROPOSED METHODS

TABLE IX
BEST PERFORMANT MODEL HYPERPARAMETERS

Loss Hyperparameter IDC KCRC
Method Accuracy | Fl- Zotal Beta (3) 0.999 0.9999
(%) Score Lol Lambda (\) 0.1 0.1
Custom CNN [23] 84.2 0.72 Letal Sigma (o) 130 130
AlexNet [22] 84.7 0.76 Letal Gamma () 2.0 1.0
VGG16 [8] 81.1 - SphereFace| Scaling (s) 30.0 20.0
AlexNet-BC [8] 86.3 - SphereFace| Angular margin (m) | 0.35 0.35
Proposed - AlexNet 86.0 0.83 ArcFace Scaling (s) 30.0 15.0
(ZLefal) ArcFace Angular margin (m) | 0.5 0.1
Proposed - Ensemble 86.3 0.83 CosFace Scaling (s) 10.0 20.0
Network CosFace Angular margin (m) | 0.5 0.35
TABLE VI 0,860 | "
COMPARISON OF RECENT SOTA STUDIES ON THE CRC DATASET VERSUS
THE PROPOSED METHODS 0.855
Method Accuracy | FI- g 0.850
(%) Score g
< 0845
VGG19 [13] 94.3 0.92 8
DenseNet [35] 91 0.90 08401 ¢ .
Xception [35] 94 0.93 0835 | \ o
Bespoke CNN [35] 92 0.92 | | \./ ,\",_.,/
Ensemble (DenseNet, | 96.2 - 10010 B 00 B0 a0
Xception, CNN, @
Inception-ResNetV?2)
[35] Tissue Classes ADI @ BACK @ DEB @LYM @MUC @MUS® NORM (STR & TUM
Proposed - VGGI9 96.3 0.95 12- .
(gcfal) 2 °
Proposed - Ensemble 97.0 0.96 'go 11
Network =
Z 10 e . -
and achieves the maximum level of precision with a re- * os- .
cent study. In Table VIII, a comprehensive evaluation of
the CRC dataset reveals that it outperforms heavier mod- 08" :
els and a more recent ensemble network with different Beta 09 0.9 0999 09999 099999
backbones.
()
Fig. 6. (a) Impact of sigma values on the test accuracy of the IDC

C. Selected Hyperparameters and Training Time

In addition to the already extensive search space in the neural
network models, our proposed balanced affinity loss function
adds three additional hyperparameters: sigma (o), lambda (1),
gamma (), and beta (). Each of these hyperparameters’ ranges
must be empirically defined based on the application domain
(Table III). Table IX summarizes the optimal hyperparameters
for each model across the datasets. The lambda and sigma
values corresponding to the proposed loss were identical to
those of the AlexNet model on the IDC dataset, indicating that
the aforementioned hyperparameters for .7, s, training may be
applied to a variety of histopathological image datasets.

Fig. 6(a) depicts the effect of the (o) hyperparameter on the
maximum test accuracy for the IDC dataset using the AlexNet
model and .%7. 7. Fig. 6(b) illustrates how the beta value affects
the effective weights allocated to each class in the CRC dataset.

dataset with AlexNet. (b) Impact of beta values on the effective weights
for each class in the CRC dataset. A higher effective weight results in
more attention to the particular class during training.

For values 0.999 and lower, the variation is negligible and close
to 1 (standard weight). As the beta value increases, the learning
process pays more attention to under-represented classes, as
these data samples are likely to be unique samples with crucial
characteristics that do not reappear in the dataset.

The proposed loss function (£ ;4;) expands the search space
for model tweaking during the training phase by adding more
hyperparameters. Further, our investigations demonstrate that
sigma and lambda values might vary significantly between
datasets. For instance, a low value of sigma (10) can work well
with the MNIST dataset, but for the histopathology datasets,
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TABLE X
RUNTIME COMPARISON OF THE PROPOSED LOSS VERSUS BENCHMARK
Loss FUNCTIONS FOR EVERY EPOCH IN SECONDS

TABLE XI
ABLATION STUDY WITH IDC DATASET COMPARING VANILLA AFFINITY LOSS
(Za(P,y)) WITH Zep, AND ‘fcfal

Loss Average Time (SD) per model Model: AlexNet F1-Macro Accuracy
AlexNet VGG19 (%)
(IDC) (CRC) Vanilla Affinity Loss 0.80 84.0
CCE 53 (1.1) 214 (0.4) (&)
Letal 87 (5.3) 248 (1.6) Class-Balanced 0.81 84.5
ArcFace 56 (5.3) 217 (3.3) Affinity Loss (Z.pa)
CosFace 57 (0.6) 215 (0.3) [36]
Focal Loss 83 (1.2) 224 (0.5) Center-Focused 0.83 86.0
Affinity Loss
. . (Dg/pcfal)
a higher value (130) yields better results. Beta governs the
growth of effective number as the sample size increases, and TABLE XII

the optimal value of Beta relies on the degree of imbalance in
the dataset. Thus, with greater control over the training phase
of a network, 2. ¢,; introduces a bigger search space for the
optimal hyperparameters. We achieve the same optimal values
for sigma (130) and lambda (0.1) for both histopathology dataset
studies, which can be used as a baseline for subsequent research
in the same domain.

Furthermore, the additional penalty term in our proposed
loss function, the training time per batch within an epoch will
increase due to the additional comparisons. This is proven by
the runtime comparison presented in Table X. Experimental
outcomes indicate that angular-margin loss functions exhibit
comparatively faster performance with minimal computational
overhead relative to CCE. Conversely, both CFAL and focal loss
demonstrate a pronounced computational expense, underscoring
the significant contribution of the local penalty term to the
computational overhead.

D. Ablation Study

1) Loss Function: We experimentally analyze the effect of
adding the class-balancing and the penalty term to the vanilla
affinity loss. Simply adding the class-balanced term yields a
class-balanced affinity loss, expressed as follows:

1
Z.(p,v) ®)

gcba =
Eny

As seen in Tables XI and XII, our proposed loss (-Z¢q1)
outperforms the vanilla implementation as well as the class-
balanced version of the loss across both the datasets. Preliminary
results of the class-balanced variant of the loss function were in-
troduced in our ICPR workshop paper [36]. The best-determined
hyperparameters (Table IX) were reutilized in this investigation.

2) Long-Tailed CRC Dataset: We transform the CRC dataset
into a long-tailed distribution to determine whether our sug-
gested loss function is more robust against a more skewed data
distribution. After randomly sampling a specific number of im-
ages from each category, the skewed dataset has 58,000 images,
shown in Fig. 7. The best models (Table IX) were trained with
the skewed dataset, and the testing dataset remains unchanged.
Table XIII demonstrates that our proposed loss (£ r;) performs
better than cross-entropy, ArcFace, CosFace, and Focal Loss

ABLATION STUDY WITH CRC DATASET COMPARING VANILLA AFFINITY LOSS
(ga(Pz y)) WITH Zpq AND jcfal

Model: VGG19 F1-Macro Accuracy
(%)
Vanilla Affinity Loss 0.94 95.4
(Z)
Class-Balanced 0.95 96.0
Affinity Loss (Z.pa)
[36]
Center-Focused 0.95 96.3
Affinity Loss
(gcfal)
11000 3128
10000
" 9000
‘é 8000
g 7000 121
;‘é 6000 A3
2 5000 s b
4000 ” o SR f
3000 i . if,, i
ADI BACK DEB LYm éAI;J;:S MUS NORM STR TUM
Fig. 7. Data distribution inside the skewed long-tail CRC dataset. The

bar-labels show the percentages, where ADI’s part of the data is 5.2%
and TUM’s share is 19.0%.

across metrics like Precision, Recall, and F1-Macro. Given the
long-tailed distribution of the data, accuracy may not serve
as a representative metric for holistic performance evaluation.
Consequently, we have excluded it from the results table. Using
the t-test (p-value 0.05), significant improvements in Recall
and F1-Score were observed over benchmark loss functions.
Precision metric showed significant enhancement against all loss
functions, barring ArcFace.

3) Validating With Transformer-Based Model: We demon-
strate that our proposed loss function is compatible with
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TABLE XIlI
CLASSIFICATION RESULTS WITH THE LONG-TAILED COLORECTAL CANCER
(CRC) DATASET WITH DIFFERENT LOSS FUNCTIONS

TABLE XIV
CLASSIFICATION RESULTS WITH COLORECTAL CANCER (CRC) DATASET
WITH DIFFERENT LOSS FUNCTIONS AND TRANSFORMER-BASED MODEL

Model: VGG19 Precision| Recall F1- Model: CCT Precision Recall | F1- Accuracy
Macro Macro (%)
Cross-entropy 091 0.90 0.90 Cross-entropy 0.91 0.90 0.90 92.0
Loss Loss
Center-Focused | 0.94 0.94 0.94 Center- 0.94 1 095 | 095 | 955
Affinity  Loss Focused
Affinity Loss
(gcfal) (z'ful)
Class-Balanced 0.92 0.91 0.91 Class- 0.94 0.94 0.94 95.0
ArcFace Balanced
Class-Balanced 0.94 0.92 0.93 ArcFace
CosFace Class- 0.94 0.93 0.93 94.6
Class-Balanced 0.92 0.90 0.91 Balanced
Focal Loss CosFace
Top metrics from individual models are highlighted in bold. Class- 0.93 0.94 0.93 94.5
Balanced
Focal Loss

transformer-based models, which have recently gained popular-
ity for medical image classification [37]. In the tokenization step,
we employ a convolutional-based projection since applying con-
volutions captures spatial and low-level data and has improved
numerous applications [37], [38]. In particular, the Compact
Convolutional Transformer (CCT) model is applied, which uses
a sequence pooling layer following the transformer attention
layer [39]. The CCT model has outperformed the ViT trans-
former in many image classification tasks, especially for smaller
datasets [40], [41]. Additionally, CCT models uniquely facilitate
training from scratch on datasets by integrating the robust feature
extraction capabilities of convolutional layers with the attention
mechanisms of transformers, a distinctive attribute not typically
exhibited by other vision transformers [39]. Furthermore, the
CCT model is opted due to its lightweight architectural design.
This characteristic renders it particularly suitable for our project,
as it facilitates a more extensive exploration of hyperparameters,
as detailed in Table III. In our experimental setup, we employed
two transformer layers coupled with two convolutional layers
and a projection dimension of 128. This configuration resulted
in a total of 400 k trainable parameters, thereby enabling rapid
training and the testing of numerous parameter variations.

The classification performance of the CCT model with var-
ious loss functions is presented in Table XIV. Compared to
softmax-based cross-entropy loss, the performance of margin-
based penalty losses and focal loss is superior. The proposed
Z.fa1 loss has the highest performance with an Fl-score of
0.95 and an Accuracy of 95.5, which are 3 and 3.5 percentage
points higher than the CCE loss, respectively.

VI. CONCLUSION

This paper presented a novel center-focused affinity loss
(-Z. 1) function that improves the performance of imbalanced
data distribution in fine-grained histopathology image classifi-
cation. The key idea is to utilize the proposed penalty term and
class-balanced factor to improve the effectivity of the affinity
loss function, enabling it to learn the uniform-sized equidistant
clusters in the feature space, hence enhancing class separability

Top metrics from individual models are highlighted in bold.

and minimizing intra-class disparities. These characteristics of
the loss function are essential for addressing the fine-grained
and imbalanced data aspects of histopathology datasets, which
conventional softmax loss cannot overcome. We validated our
proposed method across two publicly available datasets, demon-
strating a superior performance compared to the existing liter-
ature. Compared to ArcFace, CosFace, and Focal loss, our loss
function displays an overall better classification performance. To
the best of our knowledge, this is the first attempt to use a max-
margin-based loss function paradigm to address the fine-grained
and imbalanced characteristics of histopathology datasets. We
also propose an ensemble network to leverage the unique feature
embeddings obtained by training the models with various loss
functions. The caveat of the proposed loss function includes an
extensive search space due to the four new hyperparameters that
require tuning based on the application context and the level
of data imbalance. In future works, the proposed methodology
could be evaluated within the context of weakly supervised
pathology classification tasks, wherein only slide-level labels
are available. Given that the process of labeling each tile or patch
is resource-intensive, learning at the slide-level could capitalize
on a broader spectrum of data [42], [43]. By harnessing the
attributes of the CFAL, the model could concentrate on learning
discriminative features from slides belonging to a minority class.
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