5576

IEEE JOURNAL OF BIOMEDICAL AND HEALTH INFORMATICS, VOL. 27, NO. 11, NOVEMBER 2023 EMB CIEEES
—o—— momaoc

IEEE {7
Signal @

Processing

Society

An Online Attachment Style Recognition System
Based on Voice and Machine Learning

Lucia Gémez-Zaragoza ““, Javier Marin-Morales

, Elena Parra Vargas

, Irene Alice Chicchi Giglioli ,

and Mariano Alcaniz Raya

Abstraci—Attachment styles are known to have signifi-
cant associations with mental and physical health. Specif-
ically, insecure attachment leads individuals to higher risk
of suffering from mental disorders and chronic diseases.
The aim of this study is to develop an attachment recog-
nition model that can distinguish between secure and inse-
cure attachment styles from voice recordings, exploring the
importance of acoustic features while also evaluating gen-
der differences. A total of 199 participants recorded their
responses to four open questions intended to trigger their
attachment system using a web-based interrogation sys-
tem. The recordings were processed to obtain the standard
acoustic feature set eGeMAPS, and recursive feature elimi-
nation was applied to select the relevant features. Different
supervised machine learning models were trained to recog-
nize attachment styles using both gender-dependent and
gender-independent approaches. The gender-independent
model achieved a test accuracy of 58.88%, whereas the
gender-dependent models obtained 63.88% and 83.63% test
accuracy for women and men respectively, indicating a
strong influence of gender on attachment style recognition
and the need to consider them separately in further studies.
These results also demonstrate the potential of acoustic
properties for remote assessment of attachment style, en-
abling fast and objective identification of this health risk
factor, and thus supporting the implementation of large-
scale mobile screening systems.

Index Terms—Acoustic features, artificial intelligence,
attachment, gender, psychometrics, speech analysis,
statistical machine learning, voice.

[. INTRODUCTION

TTACHMENT theory is a wide-ranging social develop-
ment theory introduced by John Bowlby that describes
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Fig. 1. Four-category model of adult attachment. Adapted from [5].

the origin of the patterns that take place in close interpersonal
relationships, known as attachment styles [1]. Bowlby proposed
the attachment behavioral system as a psychological organiza-
tion that regulates behaviors that are necessary for acquiring
and maintaining stable and valuable emotional relationships
across the lifespan. The theory states that throughout their early
stages of life, children develop attachment behaviors in the form
of basic emotional expression as a mechanism to obtain the
closeness of their attachment figures (typically their parents)
during uncertain and stressful situations [1]. Depending on how
the attachment figures respond, children adapt their behaviors
and construct what Bowlby called internal working models of
the self and others [2]. The self-model refers to the mental
representation of oneself and one’s worth, whereas the other-
model consists of the expected response of attachment figures
to one’s behavior. According to Bowlby [2], the internal working
models formed in childhood tend to be stable in adulthood due
to the predisposition to face new situations from preexisting
models. This stability can be reinforced by other factors such
as a secure environment, resulting in a stable way of relating
to the world in adulthood [2], [3]. Attachment style in adult-
hood was categorized by Bartholomew [4] into regions in a
two-dimensional space consisting of the model of self and the
model of others, which can also be conceptualized in terms of
dependency and avoidance of the relationship respectively [5].
As illustrated in Fig. 1, their combination results in four types of
attachment style. Secure attachment corresponds to those who
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see themselves as deserving of love and support, and others as
trustworthy and accessible. In insecure-fearful attachment, indi-
viduals have a negative self-image and see others as unreliable
and rejective. Insecure-preoccupied individuals have a negative
view of themselves but a favorable impression of others. Finally,
insecure-dismissing category includes subjects characterized by
a sense of worthiness but a negative representation of others,
avoiding close relationships to protect themselves from being
disappointed.

Attachment styles have been significantly associated with
mental and physical health. Secure attachment is the basis for
achieving good mental health [6], whereas insecure attachment
leads individuals to higher risk of suffering from mental disor-
ders [7]. Specifically, the latter has been associated with psy-
chopatologies such as depression, generalized anxiety disorder
and borderline personality, as well as some symptoms like
stress, anxiety and eating disorders [7]. Concerning physical
health, insecure attachment styles have been linked with certain
physiological states with a negative impact on the individual’s
physical condition, including elevated vagal nerve tone and
higher cortisol levels [8]. In fact, a study investigating the asso-
ciation between attachment patterns and health outcomes found
that insecure attachment may be a risk factor for developing
chronic diseases [9]. Their findings support that individuals with
avoidant attachment are positively associated with pain-related
conditions, such as frequent or severe headaches. On the other
hand, individuals with anxious attachment were more likely to
experience a broader range of health conditions, particularly
those involving the cardiovascular system, such as high blood
pressure, heart attack, and stroke. Notably, the study showed no
association between secure attachment and any of the examined
health conditions. Another factor influencing physical and men-
tal health is lifestyle: adults with secure attachment style adopt
healthier preventative health behaviors, including healthy diet
and exercise, than those with insecure attachment style [10].

Recent research has suggested that gender differences need
to be considered when exploring attachment theory [11]. At-
tachment behaviors during childhood are explained mainly in
neutral terms since infants from both sexes face the same purpose
of obtaining closeness and protection from attachment figures.
Gender differences begin to be observed during middle child-
hood (e.g. [12], [13], [14]); but it is not clear if they emerge
for the first time at that age or if they are revealed because they
become more pronounced. These differences continue in the
adult stage: it has been reported that whereas women tend to
be higher in anxiety, men tend to be higher in avoidance [15],
although the magnitude of the dissimilarity varies from small
to moderate depending on the cultural region considered [16].
Other investigation [17] found significant effects in romantic
attachment when anxiety and avoidance dimensions were di-
vided into facets: avoidance into self-reliance and discomfort
with closeness, and anxiety into neediness, preoccupation, and
arejected desire for closeness. Self-reliance and rejected desire
for closeness were higher in men whereas preoccupation and
neediness were higher in women; discomfort with closeness was
similar for both genders. Moreover, attachment styles influence
parenting and mating in adulthood, so from an evolutionary

perspective, it is reasonable to consider differences between the
two sexes [11].

The assessment of adult attachment styles is mainly done
through self-report questionnaires and interviews, as detailed
in [18]. Self-report measures are reliable and inexpensive but
can be criticized for being too abstract, decontextualized and
affected by social desirability bias. Interviews, on the other hand,
achieve less response bias and can facilitate the activation of
the attachment system but require more time (both for adminis-
tration and coding), specialized training in coding and may be
influenced by the examiner’s interpretation. Moreover, Social
Cognitive Neuroscience research has rejected social cognition
models suggesting that humans can accurately analyze and
verbalize their emotions, attitudes, and behaviors [19]. Instead,
studies indicate that social interactions are largely regulated by
unconscious processes [20]. Traditional attachment psychomet-
rics evaluate individuals’ feelings and behaviors directly from
their conscious verbal responses, as only the transcripts are used
for coding the most commonly used interview, the Adult Attach-
ment Interview (AAI) [21]. Computational Psychiatry is a grow-
ing field that aims to provide accurate quantitative models be-
tween psychophysiological indicators (called implicit biomark-
ers) and explicit behaviors and responses. Implicit measures can
capture unconscious brain processes, thus constituting a power-
ful alternative for detecting the attachment manifestation in the
individual’s unconscious response. Furthermore, since attach-
ment theory is based on the quality of interpersonal relationships,
a relevant biomarker in attachment is represented by the voice.
As a means of human communication, the voice is one of the
most natural and versatile, capable of expressing subjective ideas
and conveying both linguistic and emotional information [22].
Extensive research has evidenced a link between variations
in acoustic parameters and different emotions, establishing a
growing research area called Speech Emotion Recognition [23].
Psychological conflicts and traumatic episodes can also affect
the voice [24]. In some cases, traumatic experiences can even
lead to clinical voice disorders like psychogenic aphonia, which
prevents the person from speaking without any apparent physical
cause. Therefore, it could be inferred that the voice’s physiology
might be systematically influenced by psychological factors, and
particularly by the experiences occurring during early emotional
development. Consequently, a relationship might be established
between attachment and voice: since attachment-style (espe-
cially insecure attachment) affects physiological factors such
as skin conductance, heart rate, or brain activity, it may also
affect the voice.

Previous studies investigating attachment style and acoustic
features [25], [26], [27], [28], [29], [30], [31], [32], detailed
in the following section, have several limitations. Primarily,
most of them included samples that were mostly or exclusively
women [26], [27], [28], [29], [30], with small sample sizes [25],
[26], [27], [28], [29], [30]. A recent article [32] studied a slightly
larger sample, but did not provide its gender distribution. Only
one study included a larger sample balanced for gender [31],
and found differences between women and men, indicating
the need to explore gender differences in attachment style.
Regarding speech sample collection, several studies used limited
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responses that might not accurately reflect typical speech [25],
[26], [29], [31], and they generally did not include tasks related
to attachment [25], [26], [31]. Therefore, it is possible that the
participants’ attachment system was not triggered, potentially
compromising the results. Furthermore, all previous investiga-
tions [25], [26], [27], [28], [29], [30], [31], [32] were carried
out in laboratory settings, which could also have influenced
the outcomes. Finally, most of the previous investigations [25],
[26], [27], [29], [30], [31] used statistical analysis to explore
the relationship between attachment style and acoustic features,
with only two studies [28], [32] exploring machine learning
models, indicating the need for further research to validate the
generation of attachment style recognition models using speech.

The aim of this research is to create an online attachment
recognition model to distinguish between secure and insecure
attachment styles using acoustic features extracted from voice
recordings. To this end, three specific objectives are defined:
1) the collection of a large and balanced sample in terms of
gender and attachment style; 2) the use of open-ended ques-
tions intended to trigger the attachment system while providing
natural-speaking samples; 3) the implementation of online sam-
ple collection using mobile devices or computers, for future im-
plementations of the system remotely. In addition, gender differ-
ences in attachment manifestation through voice are investigated
by creating gender-independent and gender-dependent models
for attachment recognition. For this purpose, we gathered a
sample of 199 participants through an online system, where
they recorded their answers to four open-ended questions. Sub-
sequently, we extracted a set of standard acoustic features from
each audio. Lastly, we employed feature selection techniques
and trained various machine learning models. To the best of our
knowledge, no previous work has developed a machine learning
model to recognize attachment style from typical speech using
a remote system with attachment-related questions. Therefore,
the main novelty of the work is that it represents a pioneering
effort in collecting speech recordings for online attachment style
recognition. This makes it the first study to propose a system
that can be deployed remotely outside of a laboratory setting.
Moreover, we provide insights regarding the role of gender and
the impact of acoustic features in the recognition of attachment
styles.

This article is structured as follows. Section II describes the
previous work related to attachment style and speech. Section
IIT presents the database collected. Section IV includes the
methodology applied to extract the acoustic features and train
the models. Section V presents the results. Section VI discusses
the results, compares them with previous work and describes the
limitations and implications. Finally, Section VII concludes the
research and outlines the main findings.

Il. PREVIOUS WORK

Previous studies have investigated the relationship between
individuals’ vocal cues and their attachment style. In [25],
prosodic parameters were extracted from the voice range profile
of a group of singers, and statistically significant differences
were found between some of these features and anxious and

TABLE |
COMPARISON OF THE APPROACHES USED IN THE LITERATURE TO GATHER
SPEECH SAMPLES TO EVALUATE ATTACHMENT

Ref.  Sample Methodology Context ~ Setting ML
N; =25, N3 =26

[25] (W:14, M:11)1 Voice range profile No Lab No
(W:20, M:5, O:1)2
N =29 Reading, sustained vowel, .

[26] (W:29, M:0) and picture description No Lab No
N =59 Biometric Attachment

271 (w45, M:14) Test (BAT) Yes Lab No
N=76 Biometric Attachment

(281 (w55, M221) Test (BAT) v2 Yes Lab — Yes
N =67 . .

[29] (W:67, M:0) Question 3 of the AAI Yes Lab No
N =10 .

[30] (W:10, M:0) First half of the AAI Yes Lab No
N =206 .

[31] (W:124, M:82) Speaking 5 words No Lab No

[32] N =118 Problem solving discussion  Yes Lab Yes

(W: n/a, M: n/a)

avoidant attachment, respectively. Becker [26] investigated the
relationship between the variation in acoustic features extracted
from three different tasks and the scores derived from a self-
report questionnaire about traumatic experiences; however, no
significant correlations were found. Parra et al. [27] applied
the Biometric Attachment Test, an instrument for automatic
attachment evaluation based on different psychophysiological
measures (including voice), and composed of stimuli designed
to trigger the attachment system. Later, in [28], the multimodal
features automatically extracted with Biometric Attachment Test
were used to create a machine learning (ML) model to predict
the attachment style. Paralinguistic features extracted from voice
recordings were shown to be fundamental in the detection of
avoidance attachment. Other works [29], [30] explored acoustic
parameters extracted from audio segments corresponding to
words recorded in an attachment assessment context. Spinelli
etal. [29] analyzed the words used by the individuals to describe
the relationship with their mother/father during childhood —a
question included in the AAI- whereas Moneta et al. [30]
focused on the word “Mutter” (mother) when it was pronounced
during the first half of the AAI. Nevertheless, these investiga-
tions related the differences in acoustic parameters to emotional
activation rather than emphasizing their direct association with
attachment style. More recently, Zhang and Zheng [31] analyzed
vocal properties from individuals pronouncing five words and
found correlations of men’s parameters with anxious attachment,
whereas no correlations were found for women. Kogak et al. [32]
investigated the prediction of secure vs. fearful attachment style
during two problem solving discussions of recently married
couples. They used low-level acoustic features, i-vectors and
sentiment analysis from manual transcriptions to train machine
learning models, and obtained higher performances using only
low-level acoustic features.

Some limitations of the previous investigations are summa-
rized in Table 1. Almost all of the studies [26], [27], [28], [29],
[30] presented samples that were mostly or entirely represented
by women, ranging from 10 to 76 subjects. The first sample
used in [25] was gender-balanced but consisted only of singers,
so more research is needed to analyze whether the results can be
extrapolated to the general population. Exceptionally the sample
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in [31] consisted of 206 participants, including 124 women,
and they found differences in the results for both genders. The
sample in [32] initially comprised 206 individuals, but models
were finally trained with 118 participants, and no information
was provided on the gender distribution of this final set. They
found that the performance of the models was higher when
they included features of both genders to predict the attachment
style compared to each gender independently, with no significant
differences. It is therefore necessary to assess whether there are
indeed gender differences in vocal cues based on attachment
style, as also suggested in previous research [11], [15], [17].
Concerning speech sample collection, some investiga-
tions [25], [26], [29], [31] used tasks like reading, sustaining
a vowel or pronouncing individual words. These procedures fa-
cilitate sample comparison between subjects, but such a limited
response may not be representative of usual speech. More open
answers can be obtained from the verbal description of a picture,
as in [26], although this task does not resemble conversational
speech. Similarly, in studies by Parra et al., subjects were asked
to verbally describe their feelings after stimuli exposure [27],
[28], but the laboratory environment and the awareness that there
was an expected answer could have influenced their speech. A
more natural-speaking approach was presented by Moneta et
al., who used sample recordings of interview responses [30].
However, the analysis was performed at the word level, as the
authors restricted the recordings to segments where the subject
pronounced a specific word. Kocak et al. investigated dialogues
between recently married couples during two problem solving
discussions [32]. They used the recordings from the full sessions,
but they required manual processing to divide each dialogue in
turns, remove segments with overlapping voices and exclude
some of the turns to balance the number of samples in train-
ing. Consequently, further investigation is required to examine
tasks that encourage reflective and open answers, enabling more
comprehensive analysis and ultimately enhancing their validity.
Regarding methodology, it is important to consider that at-
tachment behavior is a state-dependent trait, in that it appears in a
consistent pattern only when the attachment system is activated.
This activation occurs in specific situations where the individ-
ual is exposed to physical or psychological threats, including
separation from attachment figures or isolation from others [1],
[2]. Consequently, the studies found in the literature can be
categorized according to their selection of procedures designed
to trigger the attachment system. Some investigations [25], [26],
[31] used tasks such as reading, sustaining a vowel, pronouncing
individual words or describing a general picture aloud. Those
methodologies do not expose the subject to psychological threats
or stress contexts; therefore individuals could have difficulties
in activating the attachment system [33]. Conversely, other
studies [27], [28], [29], [30], [32] used speech samples from
attachment assessment contexts, thereby theoretically achieving
attachment system activation. It should be noted that attach-
ment system activation can be facilitated when the individual is
alone [1]. This factor was only considered in [27], [28], where
the Biometric Attachment Test was administered to participants
left alone in the room. In [32], the married couples were also
left alone in a room for the discussion. However, all the studies

were conducted in laboratory settings, where the subject is often
influenced by the non-familiar environment and the presence of
researchers, which can imply a bias in the responses [34]. In
contrast, through applications on mobile devices that can be
used while alone at home, researchers may be able to overcome
the mentioned limitations.

Finally, in most previous investigations the relationship be-
tween attachment style and acoustic features has been studied
from a statistical view [25], [26], [27], [29], [30], [31]. Neverthe-
less, the small and unbalanced number of samples has limited
their statistical power in some cases. To our knowledge, only
two prior studies [28], [32] have explored the use of machine
learning models. In [28], they developed an automatic scoring
algorithm to measure attachment from multimodal features (in-
cluding voice cues) collected during the Biometric Attachment
Test. Paralinguistic features extracted from speech were critical
for the detection of avoidance attachment, with a performance
loss of 70% when they were removed from the model, whereas
for the anxiety detection, the performance decreased by 12%.
These results suggest a difference between unconscious speech
behaviors for both groups, which raises, in turn, the possibility
of using only acoustic parameters to predict attachment style. In
addition, due to the small and gender-unbalanced data used for
both the development of the Biometric Attachment Test and the
scoring algorithm, and the lab-based conditions used, further
research is needed to validate the generation of automatically
assessed attachment style models using speech, and, in partic-
ular, to analyze the role of gender in this framework. In [32],
they used statistics of low-level acoustic features, i-vectors and
sentiment scores to train machine learning models (including
decision trees, SVM and convolutional networks) to predict
secure vs. fearful attachment style in couple interactions. They
found that sentiment scores did not improve the models’ accu-
racy, likely due to errors when translating the text, and neither
did i-vectors, since low-level acoustic features contain the same
information. Moreover, they obtained better results by including
the spouse’s features when predicting their partner’s attachment
style, compared to considering only their own features, claiming
that spouses can influence each other during the conversation.
However, the differences found were not significant, so further
studies are needed to understand the role of gender in attachment
prediction.

[ll. DATASET

This section is organized into three parts. Firstly, it pro-
vides information regarding the study participants. Secondly, it
presents the measures collected during the experimental proce-
dure. Lastly, it describes the method applied to obtain the labels
used in the models.

A. Participants

199 subjects participated in the study (gender: 51% women,
49% men; age: 35% in range 18-28, 25% in range 29-39,
23% in range 40-49, 18% in range 50-59). Participants were
recruited according to specific inclusion criteria: being aged
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between 18 and 59 and being Spanish speakers. The experimen-
tal protocol was approved by the Research Ethics Committee
of the Polytechnic University of Valencia (reference number
P01_08_07_20).

B. Measures

1) Relationship Questionnaire: Attachment style was as-
sessed using the Spanish version of the Relationship Ques-
tionnaire, an instrument based on the four-category model de-
scribed by Bartholomew and Horowitz [5] comprising two parts.
First, the subject chose one out of four paragraphs that most
closely matched the way they he/she was. Paragraphs consisted
of general descriptions related to interpersonal relationships,
each corresponding to a prototypical behavior of the secure,
dismissing, preoccupied, and fearful attachment style. Second,
the subject used a 7-point Likert scale to reflect the degree of
conformity with each description.
2) Audio Data: The study’s sample collection was carried
out through an online access panel, which allowed participants
to complete the study via their mobile phone or computer at the
time they preferred. They were instructed to complete the study
while alone in a room, which facilitates the activation of their
attachment system [1]. To initiate the study, participants were
required to accept the informed consent through the web-based
system. Subsequently, the app presented the first part of the Re-
lationship Questionnaire to the participants. Then, they recorded
their responses to four open-ended questions: two of them fo-
cused on internal objectives (Q1 and Q2), one question about the
social context (Q3) and a last question presenting a hypothetical
situation to the participant (Q4). They were intended to trigger
the attachment system following the guidelines presented below:
® Ql: What are your goals in life? What do you have in
mind to achieve your goals? This question assesses the
individual’s reflective capacity and mental rigidity, two
aspects also evaluated in the gold standard AAI [21].

® Q2: What problems do you find in achieving your goals
and how do you think you could solve them? 1t is related
to question six of the AAI [21], which states: “When you
were upset as a child, what did you do, and what would
happen?”. Both questions aim to make the individual think
about how to cope with adverse situations.

® Q3: How can you define your relationship with others?

If you could change a few things about the relationships
you have, how would you like it to be? It is closely related
to attachment theory [1], [2], [3] itself, as it asks directly
about the individual’s interpersonal relationships.

® Q4: Imagine that you were in a borderline situation where

your child/lover was emotionally attacked (humiliated in a
way that he or she was not aware of), what would you do?
Based on question 17 and 18 of the AAI [21], this question
poses a borderline situation for the participant to reflect
on his behaviour as a caregiver for other’s protection,
reminding him related childhood memories.

Finally, they completed the second part of the Relationship
Questionnaire by clicking on the corresponding score under
each paragraph. We decided to administer this stage after the

open-ended questions because the scores questions were de-
signed to trigger the individual’s attachment system, which could
remain activated when answering the second part of the ques-
tionnaire and therefore overcome the limitation of self-report
questionnaires. Noise conditions were checked manually by an
expert listening to each recording. Participants were required
to complete the survey in quiet places, so those subjects whose
audio samples were considered noisy were eliminated from the
study.

C. Data Labeling

Participants were categorized into attachment categories
based on the highest rating among the four attachment pro-
totypes selected in the Relationship Questionnaire. If two or
more prototypes received an equal rating, the option selected in
the first part of the questionnaire was used to make a choice.
However, if there was a three-way tie for the highest rating,
the participant was excluded from the study. Then, the insecure
attachment styles (preoccupied, dismissing and fearful) were
grouped together as insecure category to study the binary classi-
fication against secure attachment. Additionally, self-model and
other-model dimensions were obtained from the scores to each
paragraph of the RQ for exploratory purposes only. Self-model
classification was obtained by formulating (secure + dismissing)
- (fearful + preoccupied). The other-model was calculated by
computing (secure + preoccupied) - (fearful + dismissing). The
scores for both dimensions were normalised to the range [0, 1].

IV. METHODS

This section comprises two parts. First, it details the method
for extracting acoustic features from collected data. Then, it de-
scribes the approach for feature selection and machine learning.
An overview of the pipeline is provided in Fig. 2.

A. Acoustic Feature Extraction

The speech recordings were collected in 16-bit mono WAV
format, with sample rates of 44.1 kHz and 48 kHz depending
on the user’s recording device. First, a processing step was
applied: audio signals were resampled to 44.1 kHz and then
normalized to the range from —1 to 1. Then, with the aim of
using a standard feature set that facilitates the understanding and
reproducibility of the results, the extended Geneva Minimalistic
Acoustic Parameter Set (ecGeMAPS) [35] was extracted for each
audio file using the open-source Speech and Music Interpretation
by Large-space Extraction (openSMILE) toolkit [36]. Features
in the eGeMAPS set were originally selected based on their
sensitivity to capture changes in the voice produced by affective
processes. It includes functionals (mainly arithmetic mean and
coefficient of variation) applied to different low-level descriptors
of the frequency, energy and spectral domain considering voiced
and/or unvoiced regions, plus temporal features and the equiva-
lent sound level. Additionally, the audio duration was included
here, as the length of the participant’s response may be relevant
to this particular study, resulting in 89 features per audio. A
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TABLE Il
ACOUSTIC FEATURES CALCULATED FOR EACH RECORDING

Features

Jitter

Fundamental frequency (FO)
Formant 1, 2, 3 (frequency, bandwith)
Shimmer

Loudness

Harmonic-to-Noise Ratio (HNR)
Alpha Ratio

Hammarberg Index (HI)

Spectral slope (0-5kHz, 0.5-1.5kHz)
Formant 1, 2, 3 (relative energy)
Harmonic difference H1-H2
Harmonic difference H1-A3

1-4 Mel-Frequency Cepstral Coefficients (MFCC)
Spectral flux

Rate of Loudness peaks

Length of voiced regions

Length of unvoiced regions

Pseudo Syllable Rate

Equivalent sound level

Duration

Category

Frequency

Energy /
amplitude

Spectral

Temporal

Other

summary of the acoustic features is shown in Table IT and details
on their calculations are described in [35].

B. Feature Selection and Machine Learning

First, the dataset was partitioned into two sets: 157 partici-
pants for development (= 83%) and the remaining 32 for testing
(= 17%). The test set included the same number of participants
of each gender and attachment style, therefore preserving the
ratios presented in the entire sample. Features were standardized
by subtracting the mean and dividing by the standard deviation;
both statistics were computed for the training set and indepen-
dently for each feature. Then, the Isolation Forest [37] method
was used to detect outliers within the acoustic features. It is a
popular unsupervised detection method which uses a forest of
random trees to isolate observations and measure their normality,
where samples with shorter path lengths are highly likely to
be anomalies. The method uses a contamination parameter that
represents the expected proportion of outliers in the data, which

-

Overview of the steps followed to create the attachment style recognition system.

was set to 0.05 here in order to maintain the 95% of the distribu-
tion. The inclusion or not of the outliers removal was explored,
including both options in the pipeline. Next Recursive Feature
Elimination (RFE) [38] was applied for feature selection. RFE
uses a cross-validation (CV) strategy to compute a criterion
function for a given machine learning algorithm. Iteratively,
one feature is eliminated at a time to create n-1 subsets, for
each of which the criterion function is calculated. The feature
that helped the least in the classification is eliminated, that is,
the feature that maximizes the criterion function when it is
removed from the feature set. This process is repeated until a
selected number of features are left. In this work, two features
were removed at each iteration to reduce the computational
time and a minimum of 10 features was established. Moreover,
we used accuracy as the criterion function for a linear SVM
and two options for the cross-validation strategy: the stratified
K fold cross-validation with five folds, for the models trained
for each open-ended question independently; and group k fold
with five folds, when the concatenation of all of them was
used to ensure gender-independent partitions. With the selected
features, different machine learning algorithms were trained for
classification between secure and insecure attachment style:
Support Vector Machine (SVM), Logistic Regression (LR),
Random Forest (RF) and K-Nearest Neighbors (KNN). In this
step, the same cross-validation strategy as in RFE was used
to select the best model hyperparameters among the different
combinations shown in Table III, following standard grid-search
procedures [39]. Finally, testing was implemented using a boot-
strap approach, with 50 repetitions using different random states
for sampling the test with replacement.

To evaluate the models, the accuracy was computed as the
proportion of correctly classified predictions compared to the
total number of instances. As described in [40], accuracy is the
most commonly used evaluation metric for classification prob-
lems, but it has limited discriminative power, especially with
unbalanced data. The database used here is balanced in terms
of secure and insecure attachment style. However, for a more
comprehensive and detailed evaluation of the machine learning
model’s performance, the area under the ROC curve (AUC),
sensitivity and specificity were also calculated as described
in [40]. Insecure attachment was considered the relevant/positive
element for sensitivity and specificity calculations. All steps
were implemented using the Scikit-learn Python library.
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TABLE IlI TABLE IV
HYPERPARAMETER SET FOR EACH MACHINE LEARNING MODEL SOCIODEMOGRAPHIC INFORMATION OF THE 189 PARTICIPANTS
Model  Hyperparameters Age range
Kernel: Linear, Radial Basis Function (RBF), Sigmoid Attachment  Gender 18-28  29-39  40-49 50-59  Total
SVM Gamma: 0.001, 0.01, 0.1, 1, 1/N, 1/(N x V) Secure Women 16 13 11 11 51
C: 1, 10, 100, 1000 Men 13 14 15 11 53
Penalty: L2 Insecure Women 23 10 7 5 45
Maximum iterations: 200 Men 14 12 8 6 40
LR C: 20 logarithmically scaled values between -4 and 4
Solver: Library for Large Linear Classification (LIBLINEAR),
Limited-memory Broyden—Fletcher—Goldfarb—Shanno (LBFGS) 1.00
Bootstrapping samples: True, False 5
RF Maximum depth of the tree: 10, 20, 30, None | e Secure ¢ Inseculfe d
Number of trees in the forest: 100, 200, 400 0.75 preoccupic
Number of neighbors: 1, 3, 5, 7 °
KNN Weight function: uniform, inverse of distance 0.50 1 e o @ ¢
Metric for distance: Euclidean, Manhattan, Minkowski @ @O o ¢
N = number of features, V = variance of the dataset. 4] ® ® o o ‘
£ ¥ SO0 UE B
6 e @ .. . .‘ 00 ‘ ¢ ¢ ¢
The pipeline was replicated three times to explore different S 000 é- 5
data combinations considering gender. First, a single model 3 A 4" v ¢ ¢
was created using the complete dataset. Second, only women © —0.251 &
participants were selected from the dataset, and the procedure =
was applied to obtain a new machine learning model. Finally, a —0.501
third model was created for men subjects. Moreover, for each
data combination, the features extracted for each open-ended -0.751 A Insecure- m Insecure-
question were analyzed independently, creating a classification dismissing fearful
model using each question, as well as for the concatenation of -1.00 : . . . : :
100 075 050 025 000 —025 —0.50 —0.75 —1.00
the features of all of them. Model of self
Additionally, to assess whether the performance of the trained
models was above chance level, a permutation test was con- Fig. 3. Distribution of the attachment style labels based on the RQ as

ducted. This involved randomly shuffling the assignments of
samples to target values to create a scenario where there was
no association input and output. The machine learning pipeline
described before was then executed with these new targets to
obtain an accuracy value for the test partition. This process was
repeated 50 times to obtain a more accurate estimate. Finally,
a one-sided t-test was used to analyse if the mean accuracy of
the test bootstraping is higher than the mean accuracy of the
permutation test. The level of significance was set at & = 0.05.

V. RESULTS

This section is divided in two parts. First, the results from the
Relationship Questionnaire and the final data distribution are
presented. Then, the classification results are reported.

A. Labeling Distribution

As described in Section III-C, participant’s labels were ob-
tained using the Relationship Questionnaire. Ten subjects were
eliminated from the study due to a tie between ratings of dif-
ferent attachment styles, resulting in 189 participants with the
distribution of gender, age and attachment style presented in
Table IV. Fig. 3 shows the distribution of the attachment styles
and the self-model and other-model dimensions.

B. Classification Results

Fig. 4 shows the cross-validation results for the three different
database configurations used to create the machine learning
models: complete, women and men. Results have been separated

a function of the self and other-model scores for each subject. The size
of the marker is proportional to the number of occurrences.

for the different types of classifiers trained, and the different
questions used as input to the models. The figure presents the
mean and standard deviation of accuracy, obtained in strat-
ified 5-fold cross-validation for the models trained for each
open-ended question independently and in group 5-fold when
the concatenation of all of them was used. Notably, the best
performing models in cross-validation were SVM and LR in
both gender-dependent and gender-independent approaches, for
all the questions considered. Therefore, these were the two
classifiers selected for testing.

Table V shows the best classification results corresponding to
the three different database configurations. The table includes
the open-ended question from which the acoustic features were
extracted (Question), the machine learning model used among
the four tested (SVM, LR, RF and KNN), the number of selected
features (N) to create the corresponding model. Different evalu-
ation metrics have been included in the table for cross-validation
and testing: CV accuracy, CV AUC, test accuracy, test AUC, test
sensitivity and test specificity. Moreover, the significant results
for the permutation tests are indicated with an asterisk in the test
accuracy column.

Regarding the models created with the complete database,
referred to henceforth as the gender-independent models, the
highest cross-validation accuracy, 93.65%, was achieved with
a LR model using 88 features extracted from all open-ended
questions, but the accuracy dropped to 52.31% in test. When
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CV accuracy (%

LR m KNN RF

Complete

Ql Q2 Q3 Q4 Q1-Q4
Question
Fig. 4. Comparison of the cross-validation results for the different datasets, type of questions and classifiers.
TABLE V
BEST CLASSIFICATION RESULTS FOR THE DIFFERENT DATASETS, TYPE OF QUESTIONS AND THEIR COMBINATION
Dataset Question  Model N CV acc (%) CV AUC Test acc (%) Test AUC Test sensitivity  Test specificity
Complete Q1 SVM 34 72.39 (9.44) 0.720 (0.094)  43.06 (8.51) 0.431 (0.083)  0.369 (0.120) 0.494 (0.133)
Q2 SVM 72 64.44 (4.44) 0.615 (0.041)  39.50 (7.67) 0.394 (0.080)  0.230 (0.103) 0.559 (0.133)
Q3 SVM 26 73.27 (4.59) 0.727 (0.054) 58.88 (9.11)* 0.588 (0.093)  0.555 (0.130) 0.620 (0.124)
Q4 LR 12 66.23 (7.83) 0.646 (0.075) 56.87 (8.64)* 0.571 (0.086)  0.494 (0.138) 0.647 (0.112)
Q1-Q4 LR 88  93.65 (4.46) 0.933 (0.047)  52.31 (8.31) 0.521 (0.086)  0.550 (0.133) 0.492 (0.110)
Women Q1 SVM 26 70.00 (10.75)  0.701 (0.110)  50.38 (12.21) 0.495 (0.124)  0.504 (0.154) 0.487 (0.195)
Q2 LR 22 75.08 (9.49)  0.757 (0.093) 57.75 (12.78)*  0.579 (0.133)  0.653 (0.174)  0.505 (0.214)
Q3 SVM 10  72.33 (11.53) 0.719 (0.122) 63.88 (11.48)*  0.639 (0.113)  0.767 (0.138) 0.510 (0.166)
Q4 SVM 36 76.25 (4.68) 0.762 (0.049)  58.00 (15.71)*  0.581 (0.118)  0.887 (0.105) 0.274 (0.185)
Q1-Q4 SVM 68  94.75 (7.76) 0.945 (0.080)  31.00 (11.66) 0.313 (0.118)  0.373 (0.200) 0.252 (0.161)
Men Q1 LR 34 83.62 (5.41) 0.826 (0.070)  56.13 (13.55) 0.563 (0.136)  0.632 (0.191) 0.493 (0.177)
Q2 SVM 52 68.67 (9.16) 0.678 (0.082)  50.25 (10.82) 0.504 (0.111)  0.480 (0.167) 0.527 (0.198)
Q3 SVM 32 83.71 (12.26) 0.824 (0.118) 69.38 (12.58)*  0.691 (0.131)  0.623 (0.171) 0.758 (0.173)
Q4 LR 18  85.75 (4.79) 0.851 (0.049) 44.63 (11.92) 0.446 (0.123)  0.256 (0.158) 0.636 (0.168)
Q1-Q4 LR 34  96.00 (5.33) 0.956 (0.057) 83.63 (8.65)* 0.839 (0.086) 0.890 (0.118) 0.788 (0.152)

* p < 0.05 in the t-test comparing with the accuracy distribution of the permutation test
Results with the highest test accuracy scores are marked in bold for each question, as well as grouped questions, if significant.

considering the open-ended questions independently, the models
achieved a CV accuracy from 70.51% to 73.27%. Namely, the
SVM classifier with 26 acoustic features from Q3 achieved the
highest CV accuracy and a test accuracy of 58.88%.

The women and men models, referred to hereafter as
the gender-dependent models, outperformed the gender-
independent models. On the one hand, for the women dataset,
the model trained using the concatenation of acoustic features
extracted from the four open-ended questions achieved the high-
est CV scores, 94.75% accuracy, but again the test accuracy
dropped to random values. With regard to the models trained
with each open-ended question, they got CV accuracies from
73.67% to 76.25%, but lower values were obtained for testing.
The SVM trained with 10 features from Q3 reached 73.67%
in cross-validation and the highest test accuracy of 63.88%.
On the other hand, the men dataset achieved the highest CV

accuracies for all the feature combinations. 34 features from
all the open-ended questions were used to train the LR that
reached 96% and 83.63% accuracy in CV and test respectively.
As for the models trained for each particular question, the CV
accuracies ranged from 72.83% to 85.75%. The SVM trained
with 32 features from Q3 achieved 83.71% CV accuracy and
69.38% accuracy in test.

Turning now to the relevant features for attachment recogni-
tion, Table VI shows the selected features for each dataset’s best
model, which corresponds to Q3 in all cases plus the model
based on all questions for the men dataset. In the latter, it
has been detailed to which question each chosen characteristic
corresponds. Moreover, the total number of features per cat-
egory has been indicated in brackets in the Features column.
For the gender-independent model based on Q3, twelve out of
twenty-six features pertained to the spectral domain, specifically



5584

IEEE JOURNAL OF BIOMEDICAL AND HEALTH INFORMATICS, VOL. 27, NO. 11, NOVEMBER 2023

TABLE VI
SELECTED FEATURES FOR EACH OF THE BEST CLASSIFICATION MODELS
Category Features Complete Q3 Women Q3 Men Q3  Men QI - Q4
Jitter (2) 1 0 1 1(Q2), 1 (Q4)
. FO(10) 1 0 4 3(Q1), 1(Q3), 1 (Q4)
Frequency gy "By’ B3 (frequency) (6) 1 1 2 1(Q2), 1 (Q3)
Fl, F2, F3 (bandwith) (6) 2 1 3 1(QD), 1 (Q3)
Shimmer (2) 0 0 2 2(Q2)
E“"rlgty é Loudness (10) 5 2 4 1(QD), 1 (Q3), 2 (Q4)
amputude  HNR (2) 1 0 0 1 (Q2)
Alpha Ratio (3) 1 0 0 1(Q2)
Hammarberg Index (3) 0 0 2 2 (Q), 1 (Q2)
Spectral slope (6) 1 0 2 1@QD, 1(Q2)
F1, F2, F3 (rel. energy) (6) 2 4 1 1(@Q)
Spectral i o’ (9) 0 0 1 0
HI-A3 (2) 0 0 0 0
1-4 MFCC (16) 7 2 6 1(QD), 1 (Q2), 2 (Q3), 2 (Q4)
Spectral flux (5) 1 0 0 0
Rate loudness peaks (1) 0 0 0 0
Length voiced regions (2) 1 0 1 1(Q2)
Temporal 1’ oth unvoiced regions (2) 0 0 1 1QD), 1(Q2)
Pseudo Syllable Rate (1) 1 0 1 0
Equivalent sound level (1) 1 0 1 0
Other Duration (1) 0 0 0 0
Total 26 10 32 34

seven were functionals of the MFCCs. Moreover, five of them
were related to loudness and another five to formant frequency.
With regard to the gender dependent models, the model trained
with the women partition used only ten features, six of them
from the spectral domain, two from the frequency domain and
another two from the energy domain. For the Q3-based men
model, thirty-two features were used: ten frequency features, six
energy features, twelve spectral features, three temporal features
and the equivalent sound level feature. Finally, regarding the men
model created using features from Q1 to Q4, thirty-four acoustic
features were used: eleven from Q1, eleven from Q2, six from Q3
and six from Q4. Most of them belonged to the spectral domain,
with thirteen features selected from this category, as well as to
the frequency domain, with eleven features used in the model.

VI. DISCUSSION

This section is divided into four subsections. Firstly, main
results are presented. Secondly, a comparison with previous
research is conducted. Next, limitations and future research are
discussed. Finally, the study implications are described.

A. Principal Results

We created a secure and insecure attachment recognition sys-
tem based on acoustic features extracted from online recordings
of individuals’ natural responses to four open-ended questions
intended to trigger their attachment system. We investigated the
impact of gender on the recognition system by developing mod-
els that were either gender-independent or gender-dependent.
We gathered responses from 96 women and 93 men, and we
used a set of standard acoustic features to train different machine
learning models.

The gender-dependent models outperformed the gender-
independent approach when considering each question indepen-
dently. The models based on the complete dataset achieved CV
accuracies of 64.44% to 73.27%, and the best results in test was
58.88% accuracy using features from question Q3. Conversely,

gender-dependent models reached CV accuracies of 68.67%
to 85.75%, and test accuracies higher than 60%. Specifically,
the women models got CV accuracy values between 70.00%
and 76.25% and the highest performance in test was 63.88%
accuracy using Q3. The men models had better performance,
up to 85.75% CV accuracy, and the highest results in test was
69.38% accuracy, 0.623 sensitivity and 0.758 specificity, again
with acoustic features from Q3. Out of the four open-ended ques-
tions, this particular one was intended to activate the attachment
system by inquiring about the social context. It directly asked
participants about their interpersonal relationships, including
their present status and if they would want to change anything
about them.

With regard to models created using the combination of
features from all the questions, the gender-dependent classi-
fiers again outperformed the gender-independent models. The
CV accuracy for the model using the complete database was
93.65% and 52.31% in test, whereas for women it was 94.75%
and 31% and for men it was 96% and 83.63% for CV and
test accuracy respectively. Therefore, gender-dependent models
achieved slightly better scores in CV. However only the men
model got remarkable results in test, whereas the performance
in the complete and women models indicates that they could not
correctly generalize despite feature selection.

The superior performance of the gender-dependent models
may indicate the existence of differences in the way attachment
is manifested through voice between both genders. Accordingly,
Zhang and Zheng [31] found that vocal cues related to fun-
damental frequency were correlated with avoidant attachment
style in men, whereas no correlations were found for women.
Moreover, consideration of gender has proven to improve the
classification results in speech-based depression detection [41]
and speech emotion recognition [42]. Nevertheless, these find-
ings could also be the result of other two potential factors. On
the one hand, substantial differences in gender-specific speech
characteristics could prevent a unified model from discerning
patterns. This may occur especially in cases where there is
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little data, as in this study, making it difficult for the model
to generalize. On the other hand, it may be the case that cur-
rent data modeling architectures lack the capacity to capture
gender-independent patterns effectively. However, to ensure
comparability of outcomes between the gender-dependent and
gender-independent models, we used the same data modeling
pipeline for both approaches.

Regarding the features that were relevant for attachment clas-
sification, detailed in Table VI, the ones selected from Q3 for
the three data partitions explored have some similarities. For the
gender-independent model, loudness and MFCCs represented
half of the features selected. Speech loudness can change due
to alterations in the vocal effort and tract resonance, both of
which may be influenced by the physiological effects of emo-
tions [43]. MFCCs have proven to be useful for depression
detection [44] and emotion recognition [45] from speech, which
involves similar implicit processes to those hypothesized to oc-
cur in attachment behaviors. However, the low test scores of this
model allow no meaningful conclusions to be drawn. As for the
gender-dependent models, the women model approach showed
a similar trend: the selected features were related to loudness,
MFCCs and also F1-F3 formants. Formants are associated with
vowels and voiced consonants in spoken language and, although
speech production is largely under voluntary control, it is still
susceptible to involuntary perturbations [43]. The formants am-
plitudes and bandwidths can be affected by the amount of saliva
in the mouth, between other factors, which can decrease in some
speakers in certain situations such as public presentations. In this
investigation, it could have occurred in insecure participants
due to anxiety about answering the question. With regard to
the men model, which performed best in test among the three
approaches, it differed in the selected features from the women
model. Temporal features including the length of the voiced and
unvoiced regions and the pseudo syllable rate were considered
relevant for classification. These temporal features may be re-
lated to the nervousness or anxiety experienced by the subjects
when answering the questions. FO based features including jitter,
shimmer and functionals of FO were also selected, and they
have shown to be altered by anxiety, stress and emotions [46],
[47]. MFCCs, loudness and F1-F3 features were also included,
similarly to the women model. Considering the men model
created using acoustic features from questions Q1-Q4, which
outperformed the previous approaches with a test accuracy of
83.63%, it used characteristics uniformly distributed among the
different questions and categories. Similarly to previous results,
MFCCs features were selected from all the questions, as well
as formants and loudness. The length of voiced and unvoiced
regions from QI and Q2 was also selected, as well as voice
quality features (jitter, shimmer, HNR). It is noteworthy that in
no combination was the audio duration selected as a relevant
feature for attachment style classification.

The methodology proposed in this research aimed to trigger
the attachment system with an interrogation system that included
four specific open-ended questions to be answered online. Sub-
jects were also required to respond the questions while alone
in a room to further facilitate the attachment system activation.
The high recognition rates reached with the gender-dependent
models, specially with the men model, show that the questions

had an impact on the way attachment style was manifested
through voice. By utilizing a machine learning framework with
a multivariate approach, this study was able to effectively dif-
ferentiate between secure and insecure attachment styles and
develop a recognition model for future subjects. This sets it
apart from classical methods like statistical inference, which
focuses on identifying relationships between variables rather
than group discrimination. However, machine learning models
have some limitations that need to be considered. They sacrifice
interpretability for predictive power, so they are sometimes
considered as “black boxes”. To overcome this limitation, an
automatic feature selection wrapper was utilized in this study to
identify and analyze the selected features in the best models.
In addition, the limited size of the data may also limit the
generalizability of the models. Nevertheless, a test set of 32
participants was included here to verify that the cross-validation
metrics of the models do not suffer from overfitting.

B. Comparison With Previous Research

Previous studies have analyzed the relationship between voice
and attachment style using samples involving between 10 and
76 subjects [25], [26], [27], [28], [29], [30], and exceptionally
206 participants in [31] and 206 (finally used 118) participants
in [32]. We recruited 199 participants for our analysis: this
is more than double the number of participants used in the
majority of investigations and matches the only two studies with
a similar sample size [31], [32]. Concerning the methodology,
we implemented a web-based interrogation system that included
reflective questions designed to trigger the attachment system,
which could have facilitated the ability to detect the manifesta-
tion of attachment style in the voice; this is in contrast to other
investigations [25], [26], [31] that did not consider this factor.
The questions were also self-administered, so they could be
answered at home in a familiar environment and without the need
for physical displacement, overcoming limitations of previous
studies in laboratory conditions [25], [26], [27], [28], [29], [30],
[31], [32]. In terms of the analysis, only two previous studies
developed machine learning models for attachment recognition.
Parra et al. [28] used multimodal features collected during the
Biometric Attachment Test to predict attachment style. Par-
alinguistic features extracted from speech proved crucial for
avoidance attachment detection and less significant for anxiety
detection. Similarly, our results showed that features extracted
from speech had enough information to distinguish between
secure and insecure adults, and our gender-balanced sample
allowed us to find better performance for gender-dependent
models. Kogak et al. [32] developed machine learning models
to predict attachment styles obtaining good performances, but
certain differences with respect to our study are worth noting.
On the one hand, they used only secure and fearful attachment
styles, which are the most extreme cases and probably the
easiest to differentiate. In contrast, in our study we used all
subtypes of insecure attachment style, which results in a more
heterogeneous data under the insecure category, as shown in
Fig. 3, but also represents the real distribution of attachment
styles. Moreover, they evaluated the models using leave-one-out
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cross validation, and the same strategy was used for the hyper-
parameter tuning, so their results may be slightly optimistic as
they also claim. Conversely, we used a cross-validation strategy
to optimize the hyperparameters and a separate test partition to
finally evaluate the models in order to avoid optimistic results
and to assess possible overfitting. On the other hand, they got
higher performances by combining both genders rather than
considering them independently. However, they do not filter
the data based on gender, but include spouse’s features when
predicting their partner’s attachment style instead of considering
only their own features. Therefore, this consideration of gender
is not comparable with our approach, since we used the same
characteristics for both genders and the difference was in the data
used for training the models and not in the features. In addition,
other studies in the literature have explored the relationship
between attachment style and the voice using statistical analysis.
However, our findings are not directly comparable, as the speech
samples were collected under different assumptions: [25], [26],
[31] used speech samples not representative of usual speech, and
in [29], [30] the analysis was performed at word level. However,
it is noteworthy that we obtained the best classification results
for the men model, and likewise in [31] correlations between
attachment style and vocal cues were only found in men.

C. Limitations and Future Research

Certain limitations of this research need to be considered.
First, the attachment label was obtained from a self-report
measure, which is criticized for its low ecological validity and
social desirability bias. However, we decided to administer the
Relationship Questionnaire because of its shortness, a crucial
factor when the sample is collected through online panels. In
the future, it would be necessary to combine behavioral mea-
sures with expert assessment to overcome the limitations of
considering questionnaires as the gold-standard. Unsupervised
learning would also be a powerful alternative, as this machine
learning approach could determine patterns from data without
the labels. However, even taking into account the ground truth
used, applying the general biomarker patterns from a large
number of subjects as a reference for online attachment assess-
ment reduces the likelihood of misrepresentation in responses,
thereby increasing the objectivity of the assessment system.
Another limitation of the present study was the inability to
control all factors that may influence the data collected with
online systems, such as interruptions during the research or
the audios’ forwarding. In fact, we decided to exclude audio
samples considered as noisy, which could limit the results of the
model in real-world conditions. Nonetheless, it must be noted
that online systems offer natural and comfortable conditions
for the user that can overcome other limitations associated
with laboratory environments and may also facilitate attachment
system activation. It is worth mentioning that the study sample
had a slight underrepresentation of older individuals, with those
aged 60 years or older being excluded from the study. Given that
older adults tend to have a more consistent attachment style, as
mentioned in the introduction, it would be valuable to gather
data from this age group and create an attachment recognition
model to determine whether stability factors may potentially

lead to improved classification outcomes. Further studies are
needed to investigate the effect of study design parameters, such
as the order of the questions or the time between them, and
the impact of language in attachment recognition to ascertain
whether the same recognition models can be applied to different
languages. New model architectures could also be explored to
improve the results of the gender-independent model. Finally, it
would be interesting to further investigate the differentiation of
subtypes within insecure attachment by developing a four-class
classification model, which would require the use of a carefully
balanced database across the four attachment styles.

D. Implications

Attachment recognition has the potential to be applied to a
wide variety of fields, particularly healthcare, as insecure attach-
ment styles have implications for people’s physical and mental
health. Moreover, the speech activities used in this research were
designed to be completed online, using a web-based interroga-
tion system on a mobile phone or computer. Participants could
thus complete the study at home, in comfortable conditions,
overcoming the limitations of the laboratory setting. Therefore,
our methodology could be used to recognise insecure attach-
ment using a remote system, such as a mobile phone, which
would allow this health risk factor to be identified quickly and
objectively, supporting large-scale mobile screening systems.
In addition, this study included four open-ended questions that
were automatically presented to the individuals via text on the
screen. This constitutes a first approach to a potential intelligent
interrogation system that could be used for online assessments in
several psychological domains such as personality dimensions
or emotional and/or cognitive clinical conditions. Lastly, our
findings suggest that gender differences exist in the way an
attachment system is manifested through the voice, as higher
results are achieved when considering gender-dependent mod-
els. Consequently, further research should consider both genders
separately.

VIl. CONCLUSION

This study developed attachment recognition models for
men and women independently, exclusively based on acous-
tic features extracted from speech recordings obtained with
a web-based interrogation system. Several limitations in the
literature were overcome. Data collection included samples of
199 subjects from the general population balanced in terms of
gender and secure and insecure attachment style. The method-
ology was designed to trigger the attachment system and obtain
speech samples that were representative of typical speech. By
using an independent test partition, a classification accuracy of
63.88% in the women model and 83.63% in the men model
was achieved, showing gender differences in how attachment
influences the voice. The procedure was designed to be easily
applied remotely in a large sample, facilitating the potential
application of attachment recognition in clinical and research
environments. However, the limitations included the reliance
on self-report measures, the underrepresentation of older indi-
viduals, and the exclusion of noisy recordings. Future research
should combine self-report measures with expert assessments to
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obtain the labeling, gather data on elderly individuals, include
noise removal techniques and investigate the impact of study
parameters such as question order to enhance classification
outcomes and overcome potential biases.
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