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Automatic Calcification Morphology and
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Hao Du

Abstract—The morphology and distribution of microcal-
cifications are the most important descriptors for radiolo-
gists to diagnose breast cancer based on mammograms.
However, it is very challenging and time-consuming for ra-
diologists to characterize these descriptors manually, and
there also lacks of effective and automatic solutions for this
problem. We observed that the distribution and morphology
descriptors are determined by the radiologists based on
the spatial and visual relationships among calcifications.
Thus, we hypothesize that this information can be effec-
tively modelled by learning a relationship-aware represen-
tation using graph convolutional networks (GCNSs). In this
study, we propose a multi-task deep GCN method for auto-
matic characterization of both the morphology and distribu-
tion of microcalcifications in mammograms. Our proposed
method transforms morphology and distribution charac-
terization into node and graph classification problem and
learns the representations concurrently. We trained and
validated the proposed method in an in-house dataset and
public DDSM dataset with 195 and 583 cases,respectively.
The proposed method reaches good and stable results
with distribution AUC at 0.812 + 0.043 and 0.873 + 0.019,
morphology AUC at 0.663 + 0.016 and 0.700 + 0.044 for
both in-house and public datasets. In both datasets, our
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proposed method demonstrates statistically significant im-
provements compared to the baseline models. The perfor-
mance improvements brought by our proposed multi-task
mechanism can be attributed to the association between
the distribution and morphology of calcifications in mam-
mograms, which is interpretable using graphical visualiza-
tions and consistent with the definitions of descriptors in
the standard BI-RADS guideline. In short, we explore, for
the first time, the application of GCNs in microcalcification
characterization that suggests the potential of using graph
learning for more robust understanding of medical images.

Index Terms—Calcification characterization,
convolutional network, mammogram analysis.

graph

|. INTRODUCTION

CCORDING to Global Cancer Statistics 2020, breast

cancer has overtaken lung cancer as the most common
cancer around world [1]. Even so, the good news is that the
5-year survival rate for breast cancer can be as high as 90% if it
is detected early before it progresses to metastatic cancer [2].
Mammography is currently the most effective tool for early
detection of breast cancer, and it is widely adopted in breast
cancer screening [3]. Mammography images commonly have
high resolution, which enables the detection of microcalcifica-
tions (MCs) at an early stage. MC clusters are important early
signs of breast cancer, accounting for approximately 50% of
the diagnosed cases [4], [5]. An MC cluster contains at least 3
individual MCs where each MC is a small amount of calcium
deposits in breast tissue and appears as small bright spots in
mammograms [6].

Different types of MCs are associated with different proba-
bilities of malignancy [7]. Formally, the American College of
Radiology Breast Imaging Reporting and Data System (ACR
BI-RADS) classifies calcifications into either the ‘typically be-
nign’ or ‘suspicious’ category based on the morphology and
distribution of calcifications [8]. Morphology describes the form
of calcifications based on shape, size, brightness, roughness etc.
Distribution describes how calcifications spread throughout the
breast tissue. The morphology and distribution of calcifications,
illustrated in Fig. 1, are the most important characteristics
considered by radiologists to provide appropriate follow-up
recommendations.

This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see https://creativecommons.org/licenses/by/4.0/
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Amorphous: So small and/or hazy in
appearance that a more specific
particle shape cannot be determined.

Coarse heterogenous: Irregular,
conspicuous calcifications that are
generally between 0.5 mm and 1 mm

Calcification Morphology Descriptors

Fine pleomorphic: Usually have discrete
shapes, without fine linear and linear

Fine linear (fine-linear branching)
Thin, linear irregular, occasmnally

branching forms, usually < 0.5 mm. branching, usually < 0.5 mm.

Calcification Distribution Descriptors

Diffuse: distributed
randomly throughout
the breast.

Regional: occupying a large
portion of breast tissue > 2
cm greatest dimension

Cluster (Grouped):few
calcifications occupying a
small portion of breast tissue,
>5 calcifications within 1cm

Segmental: suggests
deposits in a duct or ducts
and their branches.

Linear: arranged in a
line, which suggests
deposits in a duct.

Fig. 1.

Examples of morphology and distribution types. Types of suspicious morphology include coarse heterogeneous, fine pleomorphic,

amorphous and fine linear (fine-linear branching). The types of distribution includes diffuse, regional, cluster(grouped), linear and segmental.
All morphology and distribution descriptors are listed in the order of increasing risk of malignancy from left to right.

Recently, numerous deep learning based computer-aided di-
agnosis (CADx) methods have been developed in medical imag-
ing, especially mammography [9], [10], [11], [12], [13], [14],
[15],[16]. Lotter et al. developed a convolutional neural network
based CADx system to perform malignancy classification of
mammograms and digital breast tomosynthesis [16]. The system
outperformed five breast-imaging specialists in datasets from
U.K., USA and China [16]. Liu et al. introduced anatomy-aware
graph convolutional network into mammogram mass detection
task [13]. The proposed model showed statistically significant
improvements compared to the state-of-the-art performance.
More specifically, for calcifications, many CADx methods have
been proposed by researchers to classify calcification clusters
into benign or malignant [17], [18], [19], [20], [21], [22], [23],
[24], [25]. Alam et al. [17], [19] selected calcification density,
distances from cluster centroids, cluster areas and calcification
sizes to discriminate between benign and malignant calcification
clusters. Singh et al. [18] utilized shape and texture features
to determine malignancy. Although the effectiveness of these
features have been proven, existing CADx methods are unable
to characterize the MCs into the descriptors of morphology
and distribution, as recommended by ACR BI-RADS [8]. Au-
tomatic characterization of calcifications is important to
reproduce the chain of reasoning for mammogram interpre-
tation, leading to more accurate and robust understanding
of mammograms.

To address this challenge, we formulate the characterization
of calcifications in mammograms as a multi-task classification
problem and propose a graph neural network framework. Firstly,

we transform the calcifications in mammography images to
graphical data to represent the spatial and visual information.
That is, each calcification is represented as a node, and nodes
are connected according to their geometric relationships with
their nearby calcifications. Following the transformation, we
formulate the morphology classification into a ‘node classi-
fication task’ and the distribution classification into a ’graph
classification’ task. We propose a multi-task model with graph
convolutional neural networks (GCNs) to solve both tasks. GCN
is a deep learning based method that extends convolutional
operations to graphical data. GCN is designed to aggregate
each vertex’s feature with the features from the neighboring
vertices to learn relationship-aware representations for graph
or node classification tasks. By employing GCNs [26], [27],
[28], we incorporate both local patch features and topological
structures. We developed a multi-task learning framework to
automatically abstract data representations that are applicable to
both the morphology and distribution classification tasks. This
ensures the generalizability of the proposed model. Our main
contributions are as follows:

1) We transform information of calcification in mammogra-
phy images into graphical representations.

2) We propose a deep GCN based framework to model the
node and graph embeddings for both morphology and
distribution tasks.

3) We develop a multi-task GCN-based solution to char-
acterize both the morphology and distribution descrip-
tors simultaneously. We demonstrated with extensive
experiments that the proposed multi-task training strategy
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with inputs from (a).

leads to better and more robust performance compared to
models trained on a single task and other baseline models.

[I. METHODOLOGY
A. Problem Definitions

The structure of proposed model is divided into graph con-
struction and multi-task GCN. In the first step, we transform
the calcifications in mammography images into graphical data
by using a convolutional neural network (CNN) based feature
extractor and graph transformation functions. Following graph
construction, the proposed GCN jointly learns representations
for node and graph classification with the multi-task training
strategy. The end-to-end framework is illustrated in Fig. 2.

Let 2/ be a mammography image, z¢ be the set of cal-
cifications in the image. A set of N mammography images
X = {x;}N | where z; = (2!, 2¢) are included in our dataset.

Task Specific

Attention Module = Vmorph

Proposed framework demonstration. (a) lllustration of graph construction for calcification clusters. (b) lllustration of multi-task deep GCN

We transform image set X to graphical set G with G; € G and
G=(V,E&), where V = {v1,v2,...,on} and E TV x V are
the sets of vertices and edges, respectively. e;; represents an
edge connecting vertices v; and v; if the edge e;; € €. A vertex
v and an edge e in the graph are associated with vertex features
h, € RP and edge features h. € R respectively, where D and
C are dimensions of vertex and edge features. There are two tasks
to investigate: (1) node (morphology) classification, where each
vertex v has a label y, and we aim to learn function f and
representation r,, such that the vertex label could be predicted
as ¥, = f(ry); (2) graph (distribution) classification, where the
graph has a label y, and we aim to learn function g and represen-
tation vector 7, to predict the label of the graph as y, = g(r,).
The focus of this study is developing a multi-task GCN to effec-
tively learn the node and graph embeddings for morphology and
distribution classification of calcifications. These calcifications’
locations, 2, are annotated by radiologists. If deployed as a
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real-world CADx application, the proposed model should be
equipped with a detection module which automatically detects
calcifications. The detection module is not included in this
study so as not to dilute the focus of the study. Such detection
modules can be developed based on several existing studies
which achieved accuracy and ROC-AUC over 95% [29], [30],
[31]. The impacts of integrating a calcification detection module
can be further studied in future studies.

B. Graph Construction

Graph construction is demonstrated in part (a) of Fig. 2. For
each mammography image with calcifications (z!, x¢), we de-
fine a set of patches as P = {p1, po, . . ., pn }» Where prepresents
an image patch that locates at the center of a calcification with
dimension M x M. We extract high level features from patches
P with a convolutional neural network (CNN) as a feature
extractor. We concatenate extracted features with the normalized
coordinates of the patches to form the node feature h,,. The edge
features h. are defined as relative Cartesian coordinates of linked
nodes. Following node and edge feature extraction, we construct
two types of graphs based on the spatial connectivity relationship
between calcifications:

1) K-nearest neighbor (KNN) graph Gy,,,,: Creates edges if
the nodes are within the k nearest neighbors. KNN graphs
have been widely adopted in point cloud classification and
segmentation [32], [33], [34], image classification [35],
etc. However, it may cause information loss from dis-
connected neighbors in dense calcification clusters or
introduce noise when the node is an outlier from the
calcification cluster.

2) Radius graph G .44iys: Creates edges based on node posi-
tions to all other nodes within a given distance. The radius
graph solves the limitations introduced by the KNN graph
described above. However, it is affected by a constant
distance threshold which may cause information loss for
vertices beyond the threshold.

The process of graph construction is shown in Algorithm 1.

C. Deep Graph Convolutional Network

The constructed multi-graph inputs are then fed into deep
GCN, as illustrated in Fig. 2(b). The weights of the proposed
GCN are shared across multi-graph inputs. The design of weight
sharing targets to learn the common features that can describe the
characteristics of both graphs. Following [28] and [36], we used
GCN blocks with Normalization — ReLU — GraphConv —
Addition and GENeralized Aggregation Networks (GENconv)
as GraphConv backbone. In GENconv, the message construction
function p(*) is defined to apply on vertex feature hSJl) , neighbor
vertex’s feature h and edge feature h((zlu)u
message to propagate. p*) is defined as:

to construct the

mg,

= o (A9, 10,0, )

= ReLU (b + 1(hY ) - b)) + e e N(w) (1)

Algorithm 1: Calcification Characterization Multi-graph
Construction Algorithm.

Input: A mammography image 2! and a set of
calcifications with coordinates of the
calcifications’ centers
IC = {(C.Zlfl, Cy2)7 (CI27 Cy2): EERE) (C.Zlfn, Cyn)},
n is the number of calcifications

Result: Adjacency Matrix for KNN graph AKXNN

Adjacency Matrix for radius graph Aredius
Vertex Feature Matrix Hy, Edge Feature
Matrix Hg

Function ConstructGraph (2,2 n):

for i <1 to n do

Segment patch p; at (cx;, cy;) from X7 ;

Hy <— CNN _Feature_Extractor(p;);

if j € NearestNeighbor(k) then

AKNN _ 1.
/Li(NN ’ . . .
Hy = relative Cartesian coordinates;
end
di; :\/(m? —cx?) + (cy? —cy3) s

if d” < r then
Arqdius =1:
i >
Hg“d““ — relative Cartesian coordinates;

end

end

where the ReLU(+) represents the rectified linear unit activation
function [37], 1(+) is an indicator function which equals to 1
when edge features exist otherwise 0, and € is a small positive
constant. SoftMaxAgg 4 is then used as the message aggregation
function and defined as:

m) = SoftMazAggs(-)

5 _eatmil

oo m® )
ueN (v) Zie/\f(v) eXp(ﬁmvu)

VU

where A (v) is the set of neighbors of vertex v and 3 is
a hyper-parameter which controls the aggregation function.
Message normalization MsgNorm is then introduced to ad-
dress the over-smoothing and gradient vanishing problem in
training deep GCNs. MsgNorm normalizes the features of the
aggregated message mg) by combining them with other fea-
tures during the vertex update phase. Suppose MsgNorm is
applied to a multi-layer perceptron (MLP) vertex update func-
tion MLP(th) + mq(,l)), the vertex update function becomes as
follows:

)
=MLP | b +s- )]s —— 3)
20”2
where s is a learnable scaling factor. The aggregated message

m,f,l) is first normalized by its /5 norm and then scaled by the ¢



3786

IEEE JOURNAL OF BIOMEDICAL AND HEALTH INFORMATICS, VOL. 27, NO. 8, AUGUST 2023

norm of hq(f) by a factor of s. The scaling factor s is set to be a
learnable scalar with an initialized value of 1.

D. Multi-Task Learning

In this study, the proposed multi-task GCN is trained to jointly
perform morphology and distribution classification. In general,
the model was trained by a multi-task loss Ly/r = wy, Ly, +
wqlLg where w,,L,, and wylL, are weighted cross-entropy
loss for morphology and distribution classification, respectively.
In ACR BI-RADS guideline, morphology and distribution of
calcifications are equally important. Therefore, we introduced
GradNorm [38] to learn both tasks at an equal pace. To explain
GradNorm in the proposed method, we define the necessary
quantities as below:

e V: The subset of the full network weights W C W. The
weights of the last shared layer is generally chosen as V.

o Ggfv) (t) = |Vww;(t)L;(t)||2: The Ly norm of the gra-
dient over the weighted loss w;(t)L;(t) for task i with
respect to W, at training step ¢.

* Gy (t) = Eiask[GY (t)]: The average value of gradient
norms over all tasks for training step ¢.

o Li(t)= fl((é)) The loss ratio as the inverse training rate
of task ¢ at step ¢;

e ri(t) = #(Et)(t)] The relative inverse training rate of
task ¢ at step .

In order to balance the gradient magnitudes G %}V) for each task,
the mean gradient norm across all tasks Gy is set as the common
scale target. The relative inverse training rate of task 4, r;(t), is
used to balance the learning pace of all tasks. The target gradient
norm for task ¢ is:

G (t) = Cw (t) x [r:(1)]", )

where « controls the strength of the restoring force which
pulls tasks back to a common training rate. A higher value
of «v indicates a higher strength to enforce training rates to be
balanced.

Equation (4) provides the target gradient norms for task 7. At
each training step ¢, we update the loss weights w;(t) to bring
gradient norms close to the target for task ¢. L loss between the
actual gradient norms and the target at each time step for each
task is introduced as Lg,.qq and we summed Lgy,qq across both
morphology and distribution classification tasks.

Lyraa(t;wi(1)) = DGy (1) = Gw () < [~ )

I1l. EXPERIMENTAL RESULTS AND DISCUSSION
A. Datasets

1) TMU Dataset: We collected a full field digital mammo-
gram dataset for this study from the Wan Fang Hospital, Taipei
Medical University (TMU), from June 2010 and October 2018.
The dataset contains 387 mammography images from 200 pa-
tients who were classified as ACR BI-RADS category 4 and 5
with documented calcifications from the original radiological re-
ports. All cases were confirmed breast cancers from biopsy tests.

Descriptors of morphology and distribution were annotated by
a senior radiological technologist and carefully reviewed by a
panel with two senior radiologists in a joint meeting. Our clinical
annotators are breast imaging experts to ensure the reliability
of the ground truths in the annotation process. The radiological
technologist is a senior radiographical technologist with 15 years
of experience in mammogram reading. The review panel consists
of the professor in the Department of Radiology, Taipei Medical
University, and chief of breast imaging in Wang Fang Hospital
with 32 and 20 years of experience, respectively. To assess the
impact of inter-observer variability on the ground truths, we
evaluated the agreement between the radiological technologist
and one of the senior radiologists in the review panel using the
Cohen’s kappa [39]. The inter-observer kappa values are 0.978
and 0.992 on annotating distribution and morphology descrip-
tors, respectively. The kappa results indicate a high degree of
agreement between annotators, thus inter-observer variability
has little impact on obtained ground truths (kappa 0.81-1.00:
almost perfect agreement [40]).

The study was jointly approved by NUS Institutional Review
Board (NUS-IRB) (Approval No. 2019/00159) and Joint Institu-
tional Review Board of Taipei Medical University (TMU-JIRB)
(Approval No. N202006039). We excluded 5 cases with no
biopsy confirmation, malignant phyllodes tumor or low image
qualities. The basic characteristics of the final cohort is shown
in online Appendix Table 1 [41].

2) CBIS-DDSM Dataset: We validated our proposed method
on the CBIS-DDSM (Curated Breast Imaging Subset of DDSM)
dataset. CBIS-DDSM [42] is an updated and standardized
version of the Digital Database for Screening Mammography
(DDSM) dataset [43]. The DDSM dataset is a publicly available
database of 2,620 scanned film mammography studies. The
cases were annotated with region of interests (ROIs) for calcifi-
cations and masses, and BI-RADS descriptors for calcification
morphology, calcification distribution, mass shape, mass margin
and breast density. Following the same inclusion criteria as the
TMU dataset, we included cases which were classified as ACR
BI-RADS category 4 and 5 with annotated calcifications. We
excluded cases which contained calcifications with more than
one morphology type, because CBIS-DDSM does not provide
separate ROI annotations for multiple morphology descriptors.
The number of such cases is relatively small (<10%). As aresult,
we extracted 583 mammography images from CBIS-DDSM for
this study.

B. Experiments and Results

1) Implementation Details: The experiments were imple-
mented with PyTorch framework and Pytorch Geometric pack-
age [44], [45]. The dimension of calcification patches was set
at 14 x 14 (1.32 mm x 1.32 mm), as the size of calcifica-
tions are generally less than 14 pixels in mammograms [46].
Hyper-parameters were selected through grid search over poten-
tial parameters. Empirically, the hidden size in proposed network
was set at 128, o was set at 1.5, k was set for KNN at 4 and
distance threshold for radius graph was set at 112. Initial learning
rate was set at 1072 and decayed by % every 10 epochs. The
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models were trained by Adam optimizer on an Ubuntu server
with 4 NVIDIA V100 GPU cards for 100 epochs. The models
were trained and validated independently in TMU and DDSM
dataset in 5-fold cross validation manner. The splitting of the
folds was performed on the patient level such that there was
no overlapping of mammograms from same patients between
training and testing folds. No statistically significant differences
were found between training and testing folds in all demographic
variables (details in online Appendix Table 2-6) [41]. We also
conducted ablation studies to evaluate the model’s performance
after removing each proposed module in order to understand
the proposed module’s contribution to the overall model. To
ensure reproducibility, our implementations of the experiments
are publicly available on GitHub.!

2) Performance Comparison: To the best of our knowledge,
there is no state-of-the-art models to characterize morphology
and distribution of calcifications in mammography images. In
order to establish baselines for comparison, we employed mul-
tiple popular CNN and GCN models that have been widely and
successfully applied in medical imaging as baseline models. For
CNN baseline models, we regarded both the distribution and
morphology classification tasks as a multi-classification prob-
lem. Distribution baseline models take mammography images
X7 as input to predict the types of distribution. For morphology
baseline models, the set of patches P defined in Section II-B
is used as inputs. Each patch p is located at the center of a
calcification and considered as an independent input to baseline
models. Similar to vertices in constructed calcification graphs,
each patch is associated with a morphology label. The baseline
models classify the patch set into morphology categories. For
GCN baseline models, we evaluate the models’ performance for
graph and node classification tasks separately. The employed
baseline models include:

1) ResNet [47]: ResNet has been one of the most suc-
cessful and popular network architectures in computer
vision field since proposed in 2015. Residual blocks with
skip connections were proposed to solve the problem
of gradient vanishing in training deep neural networks.
ResNet and its variants have been successfully adopted
in many applications such as medical image classification,
segmentation, synthesis etc [48], [49], [50], [51]. In this
study, we used ResNet-50 as a baseline comparison.

2) DenseNet [52]: In DenseNet architectures, layers are
densely connected with each other to reuse features and
preserve global state. DenseNet demonstrated excellent
results on small benchmark datasets such as Cifar-10 and
Cifar-100 [53], [54]. We used DenseNet-121 as one of the
baseline models.

3) MobileNet [55]: MobileNet was proposed primarily for
mobile and embedded devices. MobileNet uses depth-
wise separable convolutions to achieve high accuracy
with low latency. Many researchers have demonstrated
the effectiveness of MobileNet architectures in various
medical applications such as diabetic foot ulcer and lung

I[Online]. Available: https://github.com/DuHao10086/multi_task_calcifica
tion.

disease detection [56], [57]. We used MobileNetV?2 [58]
in this study.

4) EfficientNet [59]: EfficientNets is proposed using net-
work architecture search, which performs compound
scaling in depth, width, and resolution. EfficientNets
achieved the state-of-the-art performance in various
benchmark datasets with significantly reduced parame-
ters compared to other models. We adopted EfficientNet-
BO in experiments of this study.

5) GCN (vanilla) [27]: GCN is proposed to generalize
convolution operations to non-Euclidean graphical data.
GCN has been successfully applied in medical tasks such
as COVID-19 classification [60], drug discovery [61] and
brain fMRI analysis [62].

6) Graph attention network (GAT) [63]: GAT is one of
the most successful variant of the vanilla GCN. GAT
introduced masked self-attention into graph convolution
operations to apply weights to information propagation
from neighbouring vertices. GAT has demonstrated its
potential in medical tasks such as Alzheimer’s disease
analysis [64], identification of bipolar disorder [65] and
medical image enhancements [66].

We addressed several image quality issues to ensure the fair
comparison with baseline models. The CBIS-DDSM dataset
was collected from scanned analog films. As a result, the image
quality is much poorer compared to digital mammograms. We
applied the preprocessing techniques including CLAHE en-
hancement and lesion segmentation [67]. For the TMU dataset,
a small amount of collected mammography images were over-
exposed (<10%), showing bright and white areas in breasts.
This overexposure problem actually does not affect the perfor-
mance of the proposed model because the overexposed areas
do not overlap with calcifications and the proposed model takes
calcification patches as inputs, however, the overexposure may
affect the performance of baseline models because the baseline
models take the entire mammography images as inputs. To help
the baseline model overcome this issue, we preprocessed the
images by removing the overexposed regions from the affected
mammograms.

In our experiments, both distribution and morphology classi-
fication tasks are formulated as multi-class classification tasks.
Following the standard medical guideline BI-RADS fifth edi-
tion [8], the number of classes are 5 and 4 for distribution
and morphology descriptors, respectively. The examples of the
descriptors are shown in Introduction. We used the multi-class
AUC as primary evaluation metrics [68]. AUC was evaluated
at the node and graph level for morphology and distribution
classification, respectively. In addition, we evaluated precision,
recall, F1-score and accuracy for comparative purposes. All per-
formance metrics were evaluated with weighted average method
across multiple classes [69].

95% confidence intervals (95% CI) and statistical tests were
used for performance comparison. Confidence intervals were
computed with 1000 bootstraps [70]. Randomized permuta-
tion tests were used to test for statistically significant differ-
ences [71]. To overcome multiple comparison, the significance
level was adjusted to 0.008 using Bonferroni correction [72].
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THE PERFORMANCE COMPARISON ON TMU DATASET BETWEEN BASELINE MODELS AND PROPOSED MODEL ON DISTRIBUTION AND MORPHOLOGY
CLASSIFICATION

TABLE |

Distribution
Type Methods ROC-AUC+std  Precision+tstd Recall+tstd F1-score+std Accuracy-+tstd
[95% CI] [95% CI] [95% CI] [95% CI] [95% CI] (%)
ResNet 0.660--0.018 0.535+£0.042  0.550+0.033  0.463+0.032  55.026:3.266
esive [0.645, 0.674]  [0.501, 0.569]  [0.521, 0.578]  [0.433, 0.488]  [52.152, 57.805]
DenseNet 0.574-0.050 0.465+0.070  0.530+£0.035  0.452+0.040  52.985+3.518
ensele [0.531,0.618]  [0.408, 0.522]  [0.503, 0.561]  [0.422, 0.487]  [50.367, 56.156]
Baseli MobileNet 0.688--0.026 0.553+0.021  0.568+0.031  0.484+0.036  56.809-+-3.124
aselines obriele [0.667, 0.709] [0.535, 0.569]  [0.543, 0.596] [0.453, 0.515]  [54.308, 59.669]
EfficientNet 0.6740.041 0.550+£0.099  0.540+£0.029  0.464+0.043  53.96742.953
cientive [0.642, 0.712]  [0.435,0.574] [0.516, 0.567]  [0.428, 0.501]  [51.565, 56.732]
GON 0.623+0.051 0.395+£0.099  0.509+0.014  0.389+0.034  50.880+1.362
[0.580, 0.665]  [0.314, 0.489]  [0.497, 0.520]  [0.361, 0.416]  [49.731, 52.013]
GAT 0.625+0.053 0.425+0.113  0.51140.021  0.393+0.037  51.130+2.056
[0.582, 0.673]  [0.329, 0.521]  [0.495, 0.529]  [0.362, 0.422]  [49.487, 52.902]
Multi-task,

P 4 multieranh 0.812--0.043 0.630£0.055  0.635+£0.036  0.597+0.026  63.467-+-3.573
ropose 8-laye§ G‘él\} [0.774, 0.846]  [0.581, 0.679]  [0.598, 0.661] [0.574, 0.619]  [59.754, 66.073]
(a) Classification performance on distribution descriptors

Morphology
Type Methods ROC-AUC+std  Precisiontstd Recall+tstd F1-scoretstd Accuracy-+tstd
[95% CI] [95% CI] [95% CI] [95% CI] [95% CI] (%)
ResNet 0.555--0.004 0.3614£0.048  0.573+£0.058  0.445+0.050  57.340+5.777
esive [0.552, 0.559]  [0.319, 0.401]  [0.569, 0.579]  [0.440, 0.456]  [56.860, 57.911]
DenseNet 0.594--0.017 0.380£0.086  0.578:0.060  0.449+0.056  57.840--5.978
enseiNe [0.580, 0.609]  [0.304, 0.452] [0.573, 0.584] [0.447, 0.461]  [57.251, 58.390]
Baseli MobileNet 0.5710.012 0.361+£0.075  0.574+0.058  0.452+0.057  57.41345.850
aselines obiielve [0.560, 0.580] [0.294, 0.421]  [0.569, 0.579]  [0.448, 0.460]  [56.873, 57.861]
EfficientNet 0.588-0.017 0.367+£0.046  0.577+£0.060  0.453+0.058  57.7515.949
cientive [0.573, 0.602]  [0.322, 0.404]  [0.572, 0.583] [0.449, 0.463]  [57.193, 58.329]
GON 0.559+0.018 0.336£0.062  0.575+£0.056  0.447+0.042  57.467+5.630
[0.542, 0.572]  [0.284, 0.386]  [0.570, 0.581]  [0.457, 0.470]  [57.001, 58.100]
GAT 0.555-£0.030 0.344+0.048  0.576+£0.058  0.460-:0.049  57.6565.793
[0.530, 0.581]  [0.302, 0.386]  [0.571, 0.583]  [0.465, 0.479]  [57.123, 58.306]
Multi-task,
P 4 multieranh 0.663-0.016 0.471+0.043  0.596-0.049  0.518+0.034  59.661-4.958
ropose s_layef G‘él\} [0.648, 0.676]  [0.466, 0.526]  [0.591, 0.601]  [0.517, 0.529]  [59.128, 60.169]

(b) Classification performance on morphology descriptors

1 Statistical tests were performed between baseline and proposed models on all evaluation metrics. p < 0.0001 for all comparisons,
which are below the adjusted significance level (0.008). All comparisons were statistically significant.
Best results in baseline models are represented in red bold. Results from the proposed method are highlighted using black bold.

3) Results: As Tables I and II shows, our proposed model
demonstrated leading performance across both tasks in two
datasets. For the classification task on distribution, compared
with the baseline models, ResNet, DenseNet, MobileNet,
EfficientNet, vanilla GCN and GAT, our proposed model demon-
strated a mean ROC-AUC improvement of 0.152, 0.238, 0.124,
0.138, 0.189 and 0.187 in the TMU dataset, respectively. In

addition, our proposed model achieved mean improvements of
0.077, 0.067, 0.113 and 6.658 on precision, recall, Fl-score
and accuracy respectively, compared to best results in base-
line models. For the classification task on morphology, the
improvements of ROC-AUC, precision, recall, Fl-score and
accuracy were 0.069, 0.091, 0.018, 0.058 and 1.821 in the
TMU dataset, respectively, compared to best results in baseline
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TABLE Il

THE ROC-AUC COMPARISON ON CBIS-DDSM DATASET BETWEEN
BASELINE MODELS AND PROPOSED MODEL ON DISTRIBUTION AND

MORPHOLOGY CLASSIFICATION

Distribution Morphology
Type Methods ROC-AUC=+std ROC-AUC=std
[95% CI] [95%CI]
ResNet 0.632-0.039 0.6032£0.020
esive [0.599, 0.666] [0.588, 0.621]
DenseNet 0.668+0.049 0.61140.032
enseive [0.626, 0.710] [0.578, 0.636]
. 0.660+0.035 0.599-0.027
Baseli MobileNet 10637 0.694]  [0.578, 0.624]
aselines
. 0.6724-0.030 0.613+0.014
EfficientNet 19 648 0.700]  [0.602, 0.627]
GON 0.605+0.038 0.5800.041
[0.570, 0.635] [0.547, 0.616]
GAT 0.6224-0.039 0.55240.022
[0.584, 0.651] [0.531, 0.570]
Multi-task, - 673 9 019 0.700-:0.044
Proposed  multi-graph,

8-layer GCN

[0.859, 0.891]

[0.661, 0.735]

1 Statistical tests were performed between baseline and proposed
models on ROC-AUC in both tasks. p < 0.0001 for all comparisons,
which are below the adjusted significance level (0.008). All comparisons

were statistically significant.
Best results in baseline models are represented in red bold. Results from the
proposed method are highlighted using black bold.

models [Table I]. Similarly, the proposed model outperformed
all baseline models in the mean ROC-AUC in the CBIS-DDSM
dataset, with maximum improvements of 0.268 and 0.148 in
distribution and morphology classification tasks, respectively
[Table II]. ROC-AUC results of each type of distribution and
morphology descriptors are shown in Appendix Table 7 and
8. [41] The improvements on distribution classification task can
be attributed to the design of GCN which captures the geometri-
cal relationships between calcifications, thereby improving the
ability to distinguish distribution types. For morphology, the
improvements can be attributed to the message propagation from
neighboring vertices with the same morphology type. Calcifica-
tions with the same morphology tend to locate in a nearby region
or cluster. Therefore, the feature propagation from neighbors
enhances the proposed model to distinguish morphology.

C. Ablation Study

1) Ablation Experiments for Multi-Task Network: We sepa-
rately trained task-specific models by removing the distribu-
tion or morphology branch respectively [Tables III and IV].
Although statistical significance was not reached due to the
limited sample size, the multi-task model outperformed the
task-specific models in both tasks. For the distribution clas-
sification task, the multi-task architecture demonstrated 0.009

and 0.022 higher ROC-AUC than the task-specific architecture
on the TMU and CBIS-DDSM datasets, respectively. For the
morphology classification task, the proposed multi-task model
achieved mean ROC-AUC improvements of 0.020 and 0.062
compared to the task-specific architectures in the two datasets.
The improvements can be attributed to the fact that distribution
and morphology are associated and jointly affect the radiolo-
gists” decision-making on malignancy diagnosis. For example,
in ductal carcinoma in situ and invasive ductal carcinoma, fine
linear or linear branching calcifications often have a segmental
ductal distribution [73]. Fine pleomorphic and linear branching
calcifications in a segmental distribution are highly suspicious
for malignancy [73]. The design of the multi-task network learns
the shared representation from the morphology and distributed
labels, thus achieving improvements on both tasks.

2) Ablation Experiments for Depth of Deep GCNs: To inves-
tigate the effectiveness of depths of Deep GCN, we compared
with different number of graph convolutional layers in the
proposed network. The experiment results showed that rela-
tive larger number of GCN layers improves the performance,
though no statistical significance was found due to the limited
study sample size. In the TMU dataset, when the number of
GCN layers increase from 2 to 8 layers, the mean ROC-AUC
of distribution and morphology classification tasks increased
by 0.009 and 0.016, respectively. When the number of GCN
layers was further increased to 16 layers, the performance of the
two tasks dropped by 0.011 and 0.028, respectively. A similar
trend was also observed in the experiments on the CBIS-DDSM
dataset.

In GCNs, single layer of GCN considers nearest neighbor
while networks with multiple GCN layers perform message
propagation and fusion from multi-hop neighbors. As men-
tioned, calcifications with same morphology locate in a nearby
region or cluster and distribution considers how calcifications
spread over the breast. To a certain extent, when the depth
of GCN increases, message propagation from more hops of
neighbors enhance the network’s ability in classifying nodes and
graphs. However, when the network depth increases further, the
message propagation from further nodes may be harmful for
morphology classification because the further nodes may not
have the same type of morphology. Deeper GCN in this study
may also suffer from over-smoothing and gradient vanishing
problems, which could be further investigated in future studies.

3) Ablation Experiments for Multi-Graph Fusion: To investi-
gate the effectiveness of multi-graph fusion, we compared with
multi-task model with single radius or KNN graph as input
to GCN. The experiment results showed that the multi-graph
fusion improves the robustness of the model. The improvements
were statistically significant compared to the GCN model with
the KNN graph, while the improvements are not statistically
significant compared to the GCN model with the radius graph.
Comparing with single graph GCN models, the proposed multi-
graph model achieved maximum ROC-AUC improvements of
0.096 and 0.078 for the distribution classification task, 0.069
and 0.109 for the morphology classification task in two datasets.
As mentioned in Section II-B, individual graph has limitations
in either morphology or distribution classification task. The
design of multi-graph fusion enhances the model’s ability to
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ABLATION STUDY: THE PERFORMANCE COMPARISON ON TMU DATASET BETWEEN THE ABLATION MODELS AND THE PROPOSED MODEL ON DISTRIBUTION

TABLE I

AND MORPHOLOGY CLASSIFICATION

Type Methods Distribution
ROC-AUC +std Precision +std Recall £std F1-score +std Accuracy+std
[95% CI] [95% CI] [95% CI] [95% CI] [95% CI] (%)
Task-specific (Dis) 0.803-£0.042 0.628-:0.020 0.630+£0.033  0.583-0.029 62.957+£3.293
ask-spectiic (LIs. [0.762, 0.836] [0.607, 0.645]  [0.601, 0.657]  [0.556, 0.606]  [60.095, 65.641]
Single-graph (Rad.) 0.788-£0.034 0.615-:0.031 0.624+0.028  0.5810.014 62.448-+2.828
gle-grap : [0.758, 0.818] [0.591, 0.647]  [0.602, 0.651]  [0.570, 0.594]  [60.206, 65.084]
Ablation i1 on kNN 07160054 *0.49440.030  *0.58140.014  *0.51040.012  *58.0544-1.369
stud gle-grap [0.668, 0.760] [0.469, 0.520]  [0.569, 0.593]  [0.500, 0.519]  [56.916, 59.265]
y
5 laver GON 0.803--0.041 0.597-0.048 0.63040.035  0.580+0.027 62.954-£3.520
-ayer [0.763, 0.839] [0.566, 0.644]  [0.593, 0.658]  [0.557, 0.602]  [59.248, 65.803]
laver GON 0.806-£0.050 0.593-£0.047 0.63240.031  0.578-0.034 63.201-3.064
-ayer [0.761, 0.848] [0.555, 0.637]  [0.603, 0.656]  [0.551, 0.609]  [60.264, 65.533]
L6.1aver GCN 0.801£0.047 0.5930.041 0.632+0.036  0.578-0.034 63.207£3.575
-ayer [0.761, 0.843] [0.561, 0.629]  [0.602, 0.662]  [0.550, 0.610]  [60.186, 66.228]
Proposed x‘l‘t'lt‘gtrfl:‘h 0.812--0.043 0.630--0.055 0.635+£0.036  0.597--0.026 63.467+:3.573
$-layer GCN [0.774, 0.846] [0.581, 0.679]  [0.598, 0.661]  [0.574, 0.619]  [59.754, 66.073]
(a) Classification performance on distribution descriptors
Type Methods Morphology
ROC-AUC=+std  Precision +std Recall +std F1-score +std Accuracy+tstd
[95% CI] [95% CI] [95% CI] [95% CI] [95% CI] (%)
Taskespecific (Mor) 0.6430.016 0.45240.073 0.593+£0.052  0.496--0.057 59.347-5.206
ask-spectiic (Mor. [0.628, 0.657] [0.394, 0.522]  [0.587, 0.599]  [0.444, 0.543]  [58.760, 59.913]
Sinel h (Rad) 0.648-0.016 0.469-£0.057 0.587+£0.057  0.50740.038 58.6635.679
ingie-graph (kad. [0.633, 0.663] [0.424, 0.515]  [0.537, 0.637]  [0.475, 0.540]  [53.648, 63.677]
Ablation ¢ oh (kNN) 05940013 0.458-0.048 0.590+0.054  0.4754-0.060 59.01645.453
stud gle-grap [0.582, 0.605] [0.415, 0.495]  [0.540, 0.636]  [0.421, 0.525]  [54.023, 63.557]
y
5 laver GON 0.64720.016 0.3812£0.102 0.5760.061  0.472-0.063 57.59246.114
-ayer [0.631, 0.659] [0.300, 0.469]  [0.523, 0.630]  [0.420, 0.530]  [52.245, 63.030]
laver GON 0.62440.033 0.39540.112  0.5744+0.060  0.469+0.067 57.4244-5.965
-—ayer [0.596, 0.653] [0.295, 0.487]  [0.522, 0.622]  [0.411, 0.526]  [52.165, 62.243]
16.1aver GCN 0.635-0.024 0.422-0.058 0.5940.051  0.506==0.053 59.449+5.111
-ayer [0.614, 0.655] [0.369, 0.472]  [0.551, 0.637]  [0.460, 0.552]  [55.153, 63.746]
Multi-task, 0.663-0.016 0.471+£0.043  0.596+0.049  0.518--0.034 59.6614-4.958
Proposed multi-graph,

8-layer GCN

[0.648, 0.676]

[0.466, 0.526]

[0.591, 0.601]

[0.517, 0.529]

[59.128, 60.169]

(b) Classification performance on morphology descriptors

T Statistical tests were performed between baseline and proposed models on all evaluation metrics of both tasks. Statistically significant
comparisons are highlighted with *. p < 0.0001 for these comparisons, which are below the adjusted significance level (0.008).

Results from the proposed method are highlighted using black bold. Mor.=morphology, dis.=distribution, rad.=radius.

learn representations from two graphs, thereby improving on
both classification tasks.

D. Discussion

In this study, we proposed a multi-task GCN model to jointly
classify morphology and distribution descriptors of calcifica-
tions in mammography images. The proposed model demon-
strated improved performance compared to multiple represen-
tative baseline models. The improvements were statistically

significant across two datasets, suggesting the model has the
potential to generalize well across different demographics and
image qualities. Compared to the recent application of GCN on
mammograms by Liu et al. [13], our study is focused on the
classification of morphology and distribution descriptors of cal-
cifications, rather than mass detection in mammograms. In addi-
tion, the proposed model was designed to model the morphology
and distribution descriptors simultaneously, which is, to the best
of our knowledge, the first application of multi-task mechanism
on the characterization of calcifications in mammograms.
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Fig. 3.

Two case studies (A,B) generated from GNNexplainer for making graph prediction and node prediction. For each case study, the

mammography image and radiological annotation are located at left hand side. Figure (A1) and (B1) identifies the important edges for graph
prediction of case (A) and (B), respectively. Figure (A2) identifies the important subset of graph and edges for node prediction of node 6. Figure (B2)
and (B3) demonstrate the important sub-graph and sub-edges for node prediction on node 24 and 12, respectively. In Figure (A2), (B2) and (B3),
solid edges indicate significant contributions to node prediction. A full-size high-resolution version of the figure can be found online [41].

TABLE IV
THE ROC-AUC COMPARISON ON CBIS-DDSM DATASET BETWEEN
ABLATION STUDY MODELS AND PROPOSED MODEL ON DISTRIBUTION AND
MORPHOLOGY CLASSIFICATION

Distribution Morphology
Type Methods ROC-AUC+std  ROC-AUC=+std
[95% CI] [95%CI]
Task-specific 0.851+0.019
(Dist.) [0.835, 0.867] o
Task-specific 0.638+0.057

(Mor.) [0.586, 0.685]

0.872+0.025
[0.852, 0.893]

0.655+0.050
[0.614, 0.698]

Single-graph
(Rad.)

Single-graph  *0.795+0.026  *0.59140.028
Ablation study (KNN) [0.770, 0.815] [0.569, 0.616]
2-layer GCN [%zigi(())ggg] [%21% i(());)(é)lgl]
coo QRS ST
16dayer GoN 0-867+0.021 0.67540.054

[0.849, 0.887] [0.632, 0.724]

Multi-task,
multi-graph,
8-layer GCN

0.873+0.019
[0.859, 0.891]

0.700+0.044

Proposed [0.661, 0.735]

1 Statistical tests were performed between baseline and proposed
models on all evaluation metrics of both tasks. Statistically significant
comparisons are highlighted with *. p < 0.0001 for these comparisons,

which are below the adjusted significance level (0.008).
Results from the proposed method are highlighted using black bold.
Mor.=morphology, dis.=distribution, rad.=radius.

As discussed in Experiments (Section III-B) and Ablation
Study (Section III-C), the findings in experiment results can
be explained with clinical guidelines that characterize distribu-
tion and morphology descriptors of calcifications. We further
introduced GNNexplainer [74], to enhance the interpretability
of the proposed model and to support our findings. GNNex-
plainer generates explanations by identifying the subgraphs of
the computational graphs and node feature subsets that have the
greatest impacts on the GNN’s predictions. Two case studies
are shown in Fig. 3 with original mammography image, ra-
diological annotations and explanation graphs generated from
GNNexplainer. In case study (A), the calcifications are dis-
tributed in cluster distribution and the cluster marked in the
green outline is identified as coarse heterogeneous morphology.
GNNexplainer highlights the edges with crucial roles in node
and graph prediction. For graph prediction, more edges between
calcifications in the cluster are displayed, indicating that these
nodes and edges are more influential in classifying the graph
as cluster distribution. For node classification, GNNexplainer
generated a crucial subgraph for node 6 which contains nodes
from the calcification cluster and highlights the edges between
calcifications in this cluster. In case study (B), crucial edges are
connected across the calcifications nodes and form the segmental
distribution (Figure B1). In addition, there are two kinds of
morphology in case study (B): fine pleomorphic and fine linear.
As shown in Fig. 3 (B2), the classification of node 24 is based on
feature propagation from neighboring nodes 21, 23, 25 and 26,
which are all with the same morphology. The classification of
node 12 with fine linear morphology is explained in Fig. 3 (B3).
The information propagation from neighboring nodes with fine
linear morphology plays a crucial role in the node classification.
The results from GNNexplainer supported our interpretation of
the experiment results. With the development of interpretation
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tools on graph networks, we believe that more explanation and
insights could be achieved in future research.

Moreover, we only included malignant cases with ACR BI-
RADS 4 and 5 in this study. This inclusion criteria is based
on the consideration that the classification of distribution and
morphology descriptors are more important in malignant cases
for patient care. Therefore, the effectiveness of the proposed
method on benign cases has not been assessed in this study. The
extraction and annotation of benign cases will continue to enrich
the calcification dataset for future studies.

V. CONCLUSION

We proposed a multi-task GCN model to tackle the challeng-
ing problem of characterization of calcifications morphology
and distribution in mammography images, which is a essential
task for any effective computerized assisted detection tools for
mammography. Through experiments, we demonstrated that
our proposed model outperformed the baseline and also the
single-task models.

(1]

[2]

[3]

[4]

(5]

[

(71

(8]

[91

[10]

[11]

[12]

[13]

[14]

[15]

REFERENCES

H. Sunget al., “Global cancer statistics 2020: Globocan estimates of
incidence and mortality worldwide for 36 cancers in 185 countries,” CA:
A Cancer J. Clinicians, vol. 71, no. 3, pp. 209-249, 2021.

V. Cokkinides, J. Albano, A. Samuels, M. Ward, and J. Thum, American
Cancer Society: Cancer Facts and Figures. Atlanta GA, USA: Amer.
Cancer Soc., 2005.

S. Misra, N. L. Solomon, F. L. Moffat, and L. G. Koniaris, “Screen-
ing criteria for breast cancer,” Adv. Surg., vol. 44, no. 1, pp. 87-100,
2010.

M. Scimeca, E. Giannini, C. Antonacci, C. A. Pistolese, L. G. Spagnoli, and
E. Bonanno, “Microcalcifications in breast cancer: An active phenomenon
mediated by epithelial cells with mesenchymal characteristics,” BMC
Cancer, vol. 14, no. 1, pp. 1-10, 2014.

R. Baker, K. Rogers, N. Shepherd, and N. Stone, “New relationships
between breast microcalcifications and cancer,” Brit. J. Cancer, vol. 103,
no. 7, pp. 1034-1039, 2010.

Y. Ma, P. C. Tay, R. D. Adams, and J. Z. Zhang, “A novel shape feature
to classify microcalcifications,” in Proc. IEEE Int. Conf. Image Process.,
2010, pp. 2265-2268.

W. F.  Dahnert, Radiology Review Manual.
USA:Lippincott Williams & Wilkins, 2017.
A.C.ofRadiology,C.J.D’Orsietal., ACR BI-RADS Atlas: Breast Imaging
Reporting and Data System; Mammography, Ultrasound, Magnetic Res-
onance Imaging, Follow-up and Outcome Monitoring, Data Dictionary.
Reston, VA, USA: Amer. College Radiol., 2013.

0. Erkaymaz, M. Ozer, and M. Perc, “Performance of small-world feedfor-
ward neural networks for the diagnosis of diabetes,” Appl. Math. Comput.,
vol. 311, pp. 22-28, 2017.

Z. Gao et al., “Complex networks and deep learning for EEG signal
analysis,” Cogn. Neurodyn., vol. 15, no. 3, pp. 369-388, 2021.

M. Heenaye-Mamode Khan et al., “Multi-class classification of breast
cancer abnormalities using deep convolutional neural network (CNN),”
PLoS One, vol. 16, no. 8, 2021, Art. no. e0256500.

H. Li et al., “Application of deep learning in the detection of breast
lesions with four different breast densities,” Cancer Med., vol. 10, no. 14,
pp- 4994-5000, 2021.

Y. Liu, F. Zhang, C. Chen, S. Wang, Y. Wang, and Y. Yu, “Act like a
radiologist: Towards reliable multi-view correspondence reasoning for
mammogram mass detection,” IEEE Trans. Pattern Anal. Mach. Intell.,
vol. 44, no. 10, pp. 5947-5961, Oct. 2022.

Z.Lietal., “Domain generalization for mammography detection via multi-
style and multi-view contrastive learning,” in Proc. Int. Conf. Med. Image
Comput. Comput.- Assist. Interv., 2021, pp. 98-108.

Z. Cao et al., “Supervised contrastive pre-training formammographic
triage screening models,” in Proc. Int. Conf. Med. Image Comput. Comput.-
Assist. Interv., 2021, pp. 129-139.

Philadelphia, PA,

[16]

[17]

[18]

[19]

[20]

[21]

[22]

[23]

[24]

[25]

[26]

[27]

[28]

[29]

[30]

[31]

[32]

[33]

[34]

[35]

[36]

[37]

[38]

[39]

[40]

W. Lotteret al., “Robust breast cancer detection in mammography and
digital breast tomosynthesis using an annotation-efficient deep learning
approach,” Nature Med., vol. 27, pp. 244-249, 2021.

N. Alam, E. RE Denton, and R. Zwiggelaar, “Classification of microcalci-
fication clusters in digital mammograms using a stack generalization based
classifier,” J. Imag., vol. 5, no. 9, 2019, Art. no. 76.

B. Singh and M. Kaur, “An approach for classification of malignant and
benign microcalcification clusters,” Sadhand, vol. 43, no. 3, pp. 1-18,
2018.

N. Alam and R. Zwiggelaar, “Automatic classification of clustered micro-
calcifications in digitized mammogram using ensemble learning,” Proc.
SPIE, vol. 10718, 2018, Art. no. 1071816.

A. Papadopoulos, D. I. Fotiadis, and A. Likas, “Characterization of
clustered microcalcifications in digitized mammograms using neural net-
works and support vector machines,” Artif. Intell. Med., vol. 34, no. 2,
pp. 141-150, 2005.

Z.Chen, H. Strange, A. Oliver, E.R. Denton, C. Boggis, and R. Zwiggelaar,
“Topological modeling and classification of mammographic microcalcifi-
cation clusters,” IEEE Trans. Biomed. Eng., vol. 62, no. 4, pp. 1203-1214,
Apr. 2015.

A. Oliveretal., “Automatic microcalcification and cluster detection for dig-
ital and digitised mammograms,” Knowl.-Based Syst., vol. 28, pp. 68-75,
2012.

M. Ciecholewski, “Microcalcification segmentation from mammograms:
A morphological approach,” J. Digit. Imag., vol. 30, no. 2, pp. 172-184,
2017.

H. Strange, Z. Chen, E. R. Denton, and R. Zwiggelaar, “Modelling mam-
mographic microcalcification clusters using persistent mereotopology,”
Pattern Recognit. Lett., vol. 47, pp. 157-163, 2014.

Y.-Z. Shao et al., “Characterizing the clustered microcalcifications on
mammograms to predict the pathological classification and grading: A
mathematical modeling approach,” J. Digit. Imag., vol. 24, no. 5, pp. 764—
771,2011.

M. Defferrard, X. Bresson, and P. Vandergheynst, “Convolutional neural
networks on graphs with fast localized spectral filtering,” in Proc. 30th Int.
Conf. Adv. Neural Inf. Process. Syst., 2016, pp. 3844-3852.

T. N. Kipf and M. Welling, “Semi-supervised classification with graph
convolutional networks,” 2016, arXiv.:1609.02907.

G. Li, M. Muller, A. Thabet, and B. Ghanem, “DeepGCNs: Can GCNs
go as deep as CNNs?,” in Proc. IEEE/CVF Int. Conf. Comput. Vis., 2019,
pp. 9267-9276.

P. Shi, J. Zhong, A. Rampun, and H. Wang, “A hierarchical pipeline
for breast boundary segmentation and calcification detection in mammo-
grams,” Comput. Biol. Med., vol. 96, pp. 178-188, 2018.

Y. Guo et al., “A new method of detecting micro-calcification clus-
ters in mammograms using contourlet transform and non-linking sim-
plified PCNN,” Comput. Methods Prog. Biomed., vol. 130, pp. 31-45,
2016.

J. G. Melekoodappattu and P. S. Subbian, “A hybridized elm for automatic
micro calcification detection in mammogram images based on multi-scale
features,” J. Med. Syst., vol. 43, no. 7, pp. 1-12, 2019.

Y. Wang, Y. Sun, Z. Liu, S. E. Sarma, M. M. Bronstein, and J. M. Solomon,
“Dynamic graph CNN for learning on point clouds,” ACM Trans. Graph.,
vol. 38, no. 5, pp. 1-12, 2019.

L. Landrieu and M. Simonovsky, “Large-scale point cloud semantic seg-
mentation with superpoint graphs,” in Proc. IEEE Conf. Comput. Vis.
Pattern Recognit., 2018, pp. 4558-4567.

G. Te, W. Hu, A. Zheng, and Z. Guo, “RGCNN: Regularized graph CNN
for point cloud segmentation,” in Proc. 26th ACM Int. Conf. Multimedia,
2018, pp. 746-754.

F. Monti, D. Boscaini, J. Masci, E. Rodola, J. Svoboda, and M. M. Bron-
stein, “Geometric deep learning on graphs and manifolds using mixture
model CNNSs,” in Proc. IEEE Conf. Comput. Vis. Pattern Recognit., 2017,
pp. 5115-5124.

G. Li, C. Xiong, A. Thabet, and B. Ghanem, “DeepERGCN: All you need
to train deeper GCNs,” 2020, arXiv:2006.07739.

V. Nair and G. E. Hinton, “Rectified linear units improve restricted boltz-
mann machines,” in Proc. 27th Int. Conf. Mach. Learn.,2010, pp. 807-814.
Z. Chen, V. Badrinarayanan, C.-Y. Lee, and A. Rabinovich, “Gradnorm:
Gradient normalization for adaptive loss balancing in deep multitask
networks,” in Proc. Int. Conf. Mach. Learn., 2018, pp. 794-803.

J. Cohen, “A coefficient of agreement for nominal scales,” Educ. Psychol.
Meas., vol. 20, no. 1, pp. 37-46, 1960.

M. L. McHugh, “Interrater reliability: The Kappa statistic,” Biochemia
Medica, vol. 22, no. 3, pp. 276-282, 2012.



DU et al.: AUTOMATIC CALCIFICATION MORPHOLOGY AND DISTRIBUTION CLASSIFICATION FOR BREAST MAMMOGRAMS

3793

[41]

[42]

[43]

[44]

[45]

[46]

[47]

[48]

[49]

[50]

[51]

[52]

[53]

[54]

[55]

[56]

H. Du, M. M.-S. Yao, S. Liu, L. Chen, W. P. Chan, and M. Feng,
“Apendix tables for automatic calcification morphology and distribution
classification for breast mammograms with multi-task graph convolu-
tional neural network,” 2023, Accessed: Feb. 21. [Online]. Available:
https://github.com/DuHao10086/multi_task_calcification

R. S. Lee, F. Gimenez, A. Hoogi, K. K. Miyake, M. Gorovoy, and D.
L. Rubin, “A curated mammography data set for use in computer-aided
detection and diagnosis research,” Sci. Data, vol. 4, no. 1, pp. 1-9, 2017.
M. Heath et al., “Current status of the digital database for screening
mammography,” in Digital Mammography. Berlin, Germany:Springer,
1998, pp. 457-460.

A. Paszkeet al., “Pytorch: An imperative style, high-performance deep
learning library,” in Proc. Int. Conf. Adv. Neural Inf. Process. Syst., 2019,
vol. 32, pp. 8026-8037.

M. Fey and J. E. Lenssen, “Fast graph representation learning with pytorch
geometric,” 2019, arXiv:1903.02428.

F. Zhang et al., “Cascaded generative and discriminative learning for
microcalcification detection in breast mammograms,” in Proc. IEEE/CVF
Conf. Comput. Vis. Pattern Recognit., 2019, pp. 12578-12586.

K. He, X. Zhang, S. Ren, and J. Sun, “Deep residual learning for image
recognition,” in Proc. IEEE Conf. Comput. Vis. Pattern Recognit., 2016,
pp. 770-778.

Z. Gu et al., “CE-Net: Context encoder network for 2D medical image
segmentation,” IEEE Trans. Med. Imag., vol. 38, no. 10, pp. 2281-2292,
Oct. 2019.

M. H. Hesamian, W. Jia, X. He, and P. Kennedy, “Deep learning techniques
for medical image segmentation: Achievements and challenges,” J. Digit.
Imag., vol. 32, no. 4, pp. 582-596, 2019.

D. Nieetal., “Medical image synthesis with deep convolutional adversarial
networks,” IEEE Trans. Biomed. Eng., vol. 65, no. 12, pp. 2720-2730,
Dec. 2018.

Y. Xu et al., “Deep learning predicts lung cancer treatment response from
serial medical imaging,” Clin. Cancer Res.,vol. 25,no. 11, pp. 3266-3275,
2019.

G. Huang, Z. Liu, L. Van Der Maaten, and K. Q. Weinberger, “Densely
connected convolutional networks,” in Proc. IEEE Conf. Comput. Vis.
Pattern Recognit., 2017, pp. 4700-4708.

K. Zhang, Y. Guo, X. Wang, J. Yuan, and Q. Ding, “Multiple fea-
ture reweight densenet for image classification,” IEEE Access, vol. 7,
pp. 9872-9880, 2019.

A. S. Lundervold and A. Lundervold, “An overview of deep learning in
medical imaging focusing on MRI,” Zeitschrift fiir Medizinische Physik,
vol. 29, no. 2, pp. 102-127, 2019.

A. G. Howard et al., “MobileNets: Efficient convolutional neural networks
for mobile vision applications,” 2017, arXiv:1704.04861.

R.Ito, S. Iwano, and S. Naganawa, “A review on the use of artificial intelli-
gence for medical imaging of the lungs of patients with coronavirus disease
2019,” Diagn. Interventional Radiol., vol. 26, no. 5, 2020, Art. no. 443.

[57]

(58]

[59]

[60]

[61]

[62]

[63]

[64]

[65]

[66]

[67]

[68]

[69]

[70]
[71]
[72]

[73]

[74]

M. Goyal, N. D. Reeves, S. Rajbhandari, and M. H. Yap, “Robust methods
for real-time diabetic foot ulcer detection and localization on mobile
devices,” IEEE J. Biomed. Health Informat., vol. 23, no. 4, pp. 1730-1741,
Jul. 2019.

M. Sandler, A. Howard, M. Zhu, A. Zhmoginov, and L.-C. Chen, “Mo-
bileNetV2: Inverted residuals and linear bottlenecks,” in Proc. IEEE Conf.
Comput. Vis. Pattern Recognit., 2018, pp. 4510-4520.

M. Tan and Q. Le, “EfficientNet: Rethinking model scaling for con-
volutional neural networks,” in Proc. Int. Conf. Mach. Learn., 2019,
pp. 6105-6114.

S.-H. Wang, V. V. Govindaraj, J. M. Gérriz, X. Zhang, and Y.-D. Zhang,
“COVID-19 classification by FGCNet with deep feature fusion from graph
convolutional network and convolutional neural network,” Inf. Fusion,
vol. 67, pp. 208-229, 2021.

T. Gaudeletet al., “Utilizing graph machine learning within drug discovery
and development,” Brief. Bioinf., vol. 22, no. 6, 2021, Art. no. bbab159.
X.Lietal., “BrainGNN: Interpretable brain graph neural network for fMRI
analysis,” Med. Image Anal., vol. 74, 2021, Art. no. 102233.

P. Velickovié, G. Cucurull, A. Casanova, A. Romero, P. Lio, and Y. Bengio,
“Graph attention networks,” 2017, arXiv:1710.10903.

X. Lietal., “Pooling regularized graph neural network for fMRI biomarker
analysis,” in Proc. Int. Conf. Med. Image Comput. Comput.- Assist. Interv.,
2020, pp. 625-635.

H. Yang et al., “Interpretable multimodality embedding of cerebral cortex
using attention graph network for identifying bipolar disorder,” in Proc. Int.
Conf. Med. Image Comput. Comput.- Assist. Interv., 2019, pp. 799-807.
X. Hu et al., “Feedback graph attention convolutional network for medical
image enhancement,” 2020, arXiv:2006.13863.

J. Dabass, S. Arora, R. Vig, and M. Hanmandlu, “Mammogram image en-
hancement using entropy and CLAHE based intuitionistic fuzzy method,”
in Proc. 6th Int. Conf. Signal Process. Integr. Netw., 2019, pp. 24-29.

T. Fawcett, “An introduction to ROC analysis,” Pattern Recognit. Lett.,
vol. 27, no. 8, pp. 861-874, 2006.

C. Ferri, J. Herndndez-Orallo, and R. Modroiu, “An experimental compar-
ison of performance measures for classification,” Pattern Recognit. Lett.,
vol. 30, no. 1, pp. 27-38, 2009.

T. J. DiCiccio and B. Efron, “Bootstrap confidence intervals,” Stat. Sci.,
vol. 11, no. 3, pp. 189-228, 1996.

M. Ojala and G. C. Garriga, “Permutation tests for studying classifier
performance,” J. Mach. Learn. Res., vol. 11, no. 6, pp. 1833-1863, 2010.
H. Abdiet al., “Bonferroni and Siddk corrections for multiple compar-
isons,” Encyclopedia Meas. Statist., vol. 3, pp. 103—107, 2007.

P-H. Chen, E. T. Ghosh, P. J. Slanetz, and R. L. Eisenberg, “Seg-
mental breast calcifications,” Amer. J. Roentgenol., vol. 199, no. 5,
pp- W532-W542, 2012.

R. Ying, D. Bourgeois, J. You, M. Zitnik, and J. Leskovec, “Gnnexplainer:
Generating explanations for graph neural networks,” in Proc. Int. Conf.
Adv. Neural Inf. Process. Syst., vol. 32, 2019, pp. 9240-9251.


https://github.com/DuHao10086/multi_task_calcification


<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Gray Gamma 2.2)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Warning
  /CompatibilityLevel 1.4
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /sRGB
  /DoThumbnails true
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 0
  /ParseDSCComments false
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo false
  /PreserveFlatness true
  /PreserveHalftoneInfo true
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts true
  /TransferFunctionInfo /Remove
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
    /Algerian
    /Arial-Black
    /Arial-BlackItalic
    /Arial-BoldItalicMT
    /Arial-BoldMT
    /Arial-ItalicMT
    /ArialMT
    /ArialNarrow
    /ArialNarrow-Bold
    /ArialNarrow-BoldItalic
    /ArialNarrow-Italic
    /ArialUnicodeMS
    /BaskOldFace
    /Batang
    /Bauhaus93
    /BellMT
    /BellMTBold
    /BellMTItalic
    /BerlinSansFB-Bold
    /BerlinSansFBDemi-Bold
    /BerlinSansFB-Reg
    /BernardMT-Condensed
    /BodoniMTPosterCompressed
    /BookAntiqua
    /BookAntiqua-Bold
    /BookAntiqua-BoldItalic
    /BookAntiqua-Italic
    /BookmanOldStyle
    /BookmanOldStyle-Bold
    /BookmanOldStyle-BoldItalic
    /BookmanOldStyle-Italic
    /BookshelfSymbolSeven
    /BritannicBold
    /Broadway
    /BrushScriptMT
    /CalifornianFB-Bold
    /CalifornianFB-Italic
    /CalifornianFB-Reg
    /Centaur
    /Century
    /CenturyGothic
    /CenturyGothic-Bold
    /CenturyGothic-BoldItalic
    /CenturyGothic-Italic
    /CenturySchoolbook
    /CenturySchoolbook-Bold
    /CenturySchoolbook-BoldItalic
    /CenturySchoolbook-Italic
    /Chiller-Regular
    /ColonnaMT
    /ComicSansMS
    /ComicSansMS-Bold
    /CooperBlack
    /CourierNewPS-BoldItalicMT
    /CourierNewPS-BoldMT
    /CourierNewPS-ItalicMT
    /CourierNewPSMT
    /EstrangeloEdessa
    /FootlightMTLight
    /FreestyleScript-Regular
    /Garamond
    /Garamond-Bold
    /Garamond-Italic
    /Georgia
    /Georgia-Bold
    /Georgia-BoldItalic
    /Georgia-Italic
    /Haettenschweiler
    /HarlowSolid
    /Harrington
    /HighTowerText-Italic
    /HighTowerText-Reg
    /Impact
    /InformalRoman-Regular
    /Jokerman-Regular
    /JuiceITC-Regular
    /KristenITC-Regular
    /KuenstlerScript-Black
    /KuenstlerScript-Medium
    /KuenstlerScript-TwoBold
    /KunstlerScript
    /LatinWide
    /LetterGothicMT
    /LetterGothicMT-Bold
    /LetterGothicMT-BoldOblique
    /LetterGothicMT-Oblique
    /LucidaBright
    /LucidaBright-Demi
    /LucidaBright-DemiItalic
    /LucidaBright-Italic
    /LucidaCalligraphy-Italic
    /LucidaConsole
    /LucidaFax
    /LucidaFax-Demi
    /LucidaFax-DemiItalic
    /LucidaFax-Italic
    /LucidaHandwriting-Italic
    /LucidaSansUnicode
    /Magneto-Bold
    /MaturaMTScriptCapitals
    /MediciScriptLTStd
    /MicrosoftSansSerif
    /Mistral
    /Modern-Regular
    /MonotypeCorsiva
    /MS-Mincho
    /MSReferenceSansSerif
    /MSReferenceSpecialty
    /NiagaraEngraved-Reg
    /NiagaraSolid-Reg
    /NuptialScript
    /OldEnglishTextMT
    /Onyx
    /PalatinoLinotype-Bold
    /PalatinoLinotype-BoldItalic
    /PalatinoLinotype-Italic
    /PalatinoLinotype-Roman
    /Parchment-Regular
    /Playbill
    /PMingLiU
    /PoorRichard-Regular
    /Ravie
    /ShowcardGothic-Reg
    /SimSun
    /SnapITC-Regular
    /Stencil
    /SymbolMT
    /Tahoma
    /Tahoma-Bold
    /TempusSansITC
    /TimesNewRomanMT-ExtraBold
    /TimesNewRomanMTStd
    /TimesNewRomanMTStd-Bold
    /TimesNewRomanMTStd-BoldCond
    /TimesNewRomanMTStd-BoldIt
    /TimesNewRomanMTStd-Cond
    /TimesNewRomanMTStd-CondIt
    /TimesNewRomanMTStd-Italic
    /TimesNewRomanPS-BoldItalicMT
    /TimesNewRomanPS-BoldMT
    /TimesNewRomanPS-ItalicMT
    /TimesNewRomanPSMT
    /Times-Roman
    /Trebuchet-BoldItalic
    /TrebuchetMS
    /TrebuchetMS-Bold
    /TrebuchetMS-Italic
    /Verdana
    /Verdana-Bold
    /Verdana-BoldItalic
    /Verdana-Italic
    /VinerHandITC
    /Vivaldii
    /VladimirScript
    /Webdings
    /Wingdings2
    /Wingdings3
    /Wingdings-Regular
    /ZapfChanceryStd-Demi
    /ZWAdobeF
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 150
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages false
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 900
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.00111
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages true
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /ColorImageDict <<
    /QFactor 0.40
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 150
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages false
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 1200
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.00083
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /GrayImageDict <<
    /QFactor 0.40
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 1200
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages false
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 1600
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.00063
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /CreateJDFFile false
  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e55464e1a65876863768467e5770b548c62535370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc666e901a554652d965874ef6768467e5770b548c52175370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000650067006e006500720020007300690067002000740069006c00200064006500740061006c006a006500720065007400200073006b00e60072006d007600690073006e0069006e00670020006f00670020007500640073006b007200690076006e0069006e006700200061006600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200075006d002000650069006e00650020007a0075007600650072006c00e40073007300690067006500200041006e007a006500690067006500200075006e00640020004100750073006700610062006500200076006f006e00200047006500730063006800e40066007400730064006f006b0075006d0065006e00740065006e0020007a0075002000650072007a00690065006c0065006e002e00200044006900650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000520065006100640065007200200035002e003000200075006e00640020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f0073002000640065002000410064006f00620065002000500044004600200061006400650063007500610064006f007300200070006100720061002000760069007300750061006c0069007a00610063006900f3006e0020006500200069006d0070007200650073006900f3006e00200064006500200063006f006e006600690061006e007a006100200064006500200064006f00630075006d0065006e0074006f007300200063006f006d00650072006300690061006c00650073002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f006200650020005000440046002000700072006f00660065007300730069006f006e006e0065006c007300200066006900610062006c0065007300200070006f007500720020006c0061002000760069007300750061006c00690073006100740069006f006e0020006500740020006c00270069006d007000720065007300730069006f006e002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA (Utilizzare queste impostazioni per creare documenti Adobe PDF adatti per visualizzare e stampare documenti aziendali in modo affidabile. I documenti PDF creati possono essere aperti con Acrobat e Adobe Reader 5.0 e versioni successive.)
    /JPN <FEFF30d330b830cd30b9658766f8306e8868793a304a3088307353705237306b90693057305f002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a3067306f30d530a930f330c8306e57cb30818fbc307f3092884c3044307e30593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020be44c988b2c8c2a40020bb38c11cb97c0020c548c815c801c73cb85c0020bcf4ace00020c778c1c4d558b2940020b3700020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken waarmee zakelijke documenten betrouwbaar kunnen worden weergegeven en afgedrukt. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d002000650072002000650067006e0065007400200066006f00720020007000e5006c006900740065006c006900670020007600690073006e0069006e00670020006f00670020007500740073006b007200690066007400200061007600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f00620065002000500044004600200061006400650071007500610064006f00730020007000610072006100200061002000760069007300750061006c0069007a006100e700e3006f002000650020006100200069006d0070007200650073007300e3006f00200063006f006e0066006900e1007600650069007300200064006500200064006f00630075006d0065006e0074006f007300200063006f006d0065007200630069006100690073002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f0074002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002c0020006a006f0074006b006100200073006f0070006900760061007400200079007200690074007900730061007300690061006b00690072006a006f006a0065006e0020006c0075006f00740065007400740061007600610061006e0020006e00e400790074007400e4006d0069007300650065006e0020006a0061002000740075006c006f007300740061006d0069007300650065006e002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d00200070006100730073006100720020006600f60072002000740069006c006c006600f60072006c00690074006c006900670020007600690073006e0069006e00670020006f006300680020007500740073006b007200690066007400650072002000610076002000610066006600e4007200730064006f006b0075006d0065006e0074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Use these settings to create PDFs that match the "Suggested"  settings for PDF Specification 4.0)
  >>
>> setdistillerparams
<<
  /HWResolution [600 600]
  /PageSize [612.000 792.000]
>> setpagedevice


