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Robust Visual Tracking via Constrained Multi-Kernel
Correlation Filters

Bo Huang , Tingfa Xu , Shenwang Jiang , Yiwen Chen, and Yu Bai

Abstract—Discriminative Correlation Filter (DCF) based
trackers are quite efficient in tracking objects by exploiting
the circulant structure. The kernel trick further improves the
performance of such trackers. The unwanted boundary effects,
however, are difficult to solve in the kernelized correlation
models. In this paper, we propose a novel Constrained Multi-
Kernel Correlation tracking Filter (CMKCF), which applies spatial
constraints to address this drawback. We build the multi-kernel
models for multi-channel features with three different attributes,
and then employ a spatial cropping operator on the semi-kernel
matrix to address the boundary effects. For the constrained
optimization solution, we develop an Alternating Direction Method
of Multipliers (ADMM) based algorithm to learn our multi-kernel
filters efficiently in the frequency domain. In particular, we suggest
an adaptive updating mechanism by exploiting the feedback from
high-confidence tracking results to avoid corruption in the model.
Extensive experimental results demonstrate that the proposed
method performs favorably on OTB-2013, OTB-2015, VOT-2016
and VOT-2018 dataset against several state-of-the-art methods.

Index Terms—Discriminative Correlation Filter, spatial
constraints, constrained optimization, adaptive updating.

I. INTRODUCTION

V ISUAL tracking has a plethora of practical applications in
computer vision, including robotics [1], surveillance [2],

video processing and biological image analysis [3]. The task of
visual tracking is estimating the trajectory of a target in sub-
sequent image frames, with an initial state (position and size)
given in the first frame. Despite great progress has been made
in the past decade, it is still a tough problem to design a generic
tracker, since the target objects undergo significant appearance
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changes due to Occlusion (OCC), In-Plane or Out-of-Plane Ro-
tation (IPR or OPR), Fast Motion (FM), Scale Variation (SV),
Background Clutter (BC), etc.

Recently, Discriminative Correlation Filters (DCFs) have
shown outstanding performance for visual object tracking thanks
to their superior computation and fair robustness to photomet-
ric and geometric variations. Employing DCFs for visual track-
ing starts with MOSSE [4], which learns the Correlation Filters
(CFs) using few samples in the frequency domain with an im-
pressive speed of 669 FPS. Many recent works significantly ad-
vance the accuracy of DCF-based trackers from several aspects,
such as feature representation [5], [6], nonlinear kernel [7], [8],
scale estimation [9]–[11], prior probability [12], [13] and con-
volutional neural networks [14], [15]. Among them, the Kernel
Trick [16] plays a vital role in improving the efficiency of track-
ers. The CSK method proposed by Heriques et al. [7] employs il-
lumination intensity features and applies DCFs in a kernel space
for the first time. The CSK method is further improved by using
HOG features in the KCF tracking algorithm [8]. Danelljan et al.
[5] exploit color attributes of target objects and learn an adaptive
correlation filter by mapping multi-channel features into a Gaus-
sian kernel space. To adaptively employ complementary fea-
tures, the work MKCF in [17] extends KCF [8] to multi-kernel
version to enhance the distinguishing ability of the model. Most
recently, the MKCFup tracker [18] further improves the per-
formance by taking advantage of the invariance-discriminative
power spectrums of various features.

The standard formulation of DCFs uses circular correlation
which allows to implement the learning of CFs efficiently by
Fast Fourier Transform (FFT). However, the negative examples
used for training the filters are implicitly generated through the
application of a circular shift on the real-world examples. Due to
the circularity, these negative examples are not realistic and are
plagued by circular boundary effects, which dramatically hurt
the tracking performance. To alleviate these unwanted bound-
ary effects, some DCF-based trackers utilize the discrimina-
tive deep features (e.g. DeepSRDCF [19] and CCOT [20]) or
deep tracking frameworks (e.g. MDNet [21] and FCNT [22]),
but suffering from high complexity limits the real-time perfor-
mance. There are also some hand-crafted feature based track-
ers [23]–[25], which can address this deficiency of DCFs and
achieve efficient tracking performance. SRDCF [23] decreases
the boundary effect by introducing a spatial regularization term
to penalize the DCF coefficients depending on their spatial loca-
tions. Galoogahi et al. [24], [25] investigate the boundary effect
problem by pre-multiplying the training images with a fixed
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Fig. 1. A scheme of the proposed CMKCF for single object tracking. During the training stage, CMKCF applies a cropping operator on semi-kernels to alleviate
the boundary effect. The multi-kernels are predefined, and the filters are then learned in the frequency domain via ADMM. In test stage, we extract the hand-craft
features on multiple resolutions of the search area, and the multi-scale response maps are further obtained by element-wise multiplication of the features and filters
in the frequency domain. Finally, The target is estimated on the highest peak of the best matching response map, and APCE is used to determine whether the target
instance is reasonable enough for updating the filters.

masking matrix. CSR-DCF [26] handles this drawback through
a preprocessing of foreground segmentation. The major disad-
vantage of such methods is that the spatial constraint breaks the
circulant matrix structure, which makes it difficult to kernelize
the model. How to effectively apply the spatial constraint to the
kernel matrix remains an open problem.

In this work, we derive a Constrained Multi-Kernel Correla-
tion Filter (CMKCF) based tracker that successfully employs the
spatial constraint on the kernel model. In order to maintain the
circulant property of the kernel matrix, we implement a spatial
cropping operator on the semi-kernel matrix. The cropping ma-
trix is a binary masking matrix that ensures that all real negative
examples are densely extracted from the background. For the
constrained optimization solution, we develop an efficient Al-
ternating Direction Method of Multipliers (ADMM) [27] based
algorithm to learn our multi-kernel CFs. More specifically, we
suggest an adaptive updating mechanism to avoid the model
corruption problem. In general DCF tracking approaches (e.g.
KCF [8] and ECO [28]), they utilize a certain learning rate to up-
date the training features in every frame or every several frames
to make the model more adaptable. This may work in the scenes
of a very short-term loss of a target. However, if the target is
heavy occlusion or out-of-view for a while, their learning strat-
egy will introduce inaccurate representations of the target, which
will lead to irreversible errors. In order to increase the ability of
algorithm to address the problem of target loss, we should be
able to identify the reliable parts of tracking trajectory [29],
[30]. In this work, we define the Average Peak-to-Correlation

Energy (APCE) [31] to indicate the fluctuated degree of response
maps. The confidence of tracking results is determined by the
values of APCE and we update the filter only in frames with
high-confidence. In summary, we have the following contribu-
tions in this paper:
� We propose a novel Constrained Multi-Kernel Correla-

tion Filter (CMKCF) for visual tracking. The utilization
of multi-kernels enhances the distinguishing ability of the
model, and the implementation of spatial constraints solves
the boundary effect very well.

� We develop an efficient Alternating Direction Method of
Multipliers (ADMM) based algorithm for learning our
multi-kernel filters in the frequency domain. Each sub-
problem has the closed form solution and our algorithm
can empirically converge within very few iterations.

� We suggest an Average Peak-to-Correlation Energy
(APCE) criterion to identify the reliable parts of the track-
ing trajectory, and we update the model adaptively in term
of the feedback from high-confidence tracking results.
Such adaptive updating mechanism avoids the model cor-
ruption, when the target is heavy occluded.

Fig. 1 presents a scheme of the proposed CMKCF for single
object tracking. For evaluation purposes, we employ the pub-
lic large-scale benchmarks, OTB-2013 [32], OTB-2015 [33],
VOT-2016 [34] and VOT-2018 [40]. In order to make a
fair comparison with existing state-of-the-art technologies, the
organizers of the benchmarks recommend a set of common
evaluation metrics, and maintain a large number of latest
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algorithm results on the public dataset. In this paper, we use sev-
eral representative metrics to evaluate the proposed tracker and
demonstrate state-of-the-art performance. The rest of the paper
is organized as follows: In Section II, we revisit the Kernelized
Correlation Filters (KCFs). The Constrained Multi-Kernel Cor-
relation Filter (CMKCF) is elaborated in detail in Section III
(including learning CMKCFs, optimization algorithm, scale es-
timation and occlusion-aware update). The comparative experi-
ments and quantitative evaluations are presented in Section IV.
We reach the conclusions of the paper in Section V.

II. REVISIT KERNELIZED CORRELATION FILTERS

Henriques et al. [8] propose to learn CFs in the spatial domain
as solving the following kernel ridge regression problem,

ε(w) =
1

2

L∑
i=1

||yi − f(xi)||22 +
λ

2
||w||22 (1)

Where L represents the size of the training signal x, and λ

represents a regularization parameter (λ ≥ 0). xi indicates the
sample after i cyclic shifts of x, and yi is the i-th element of the
predefined Gaussian shaped labels. The filter w is formulated by
a linear combination of the samples, w =

∑L
i=1 αiϕ(xi), where

ϕ(·) is a nonlinear transformation. f(x) is the linear classifier
that has the form f(x) = wTx, where the transpose operator T is
employed to ensure the operation is correlation not convolution.
By using the Kernel Trick [16], we have,

α = (K + λI)−1y (2)

Where K is the kernel matrix, the elements in K are defined
as, Kij = k(xi, xj) = ϕ(xi)

Tϕ(xj). The solution of w is im-
plicitly represented by the vectorα. Fortunately,K is a circulant
matrix that can be efficiently calculated in the Fourier domain,
this allows one to express the objective in (2) equivalently as,

α = F−1

( F(y)

F(kxx′) + λI

)
(3)

Where F and F−1 represent the Discrete Fourier transform
(DFT) and Inverse Discrete Fourier transform (IDFT), respec-
tively. kxx′ denotes the first row of the circulant matrixK and the
vector α contains all the αi coefficients. In tracking, the classier
response map for a single input z is obtained by computing the
following formula,

Φ(z) = F−1 (F∗(kzxmodel) ◦ F(α)) (4)

Where xmodel denotes the learned target appearance model
and ◦means the element-wise multiplication. The optimal target
position is estimated on the highest peak of the response map. In
the t-th frame, the update of the model is formulated as follows,

x
(t)
model = (1− η)x

(t−1)
model + ηx(t)

F(α(t)) = (1− η)F(α(t−1)) + ηF(α) (5)

Where η is the online adaptation rate.

III. THE PROPOSED CMKCF METHOD

A. Learning Constrained Multi-Kernel CFs

In the DCF formulation, the aim is to learn a convolution fil-
ter w from a set of training samples {(xi, yi)}Li=1. Each training
sample xi consists of a multi-dimensional feature map extracted
from an image region. We apply three different attribute fea-
tures, and tie them together in the same size. Kernel models are
then established by concatenating every d-dimensional features
together. Combining the features of all dimensions, and the con-
strained multi-kernel CFs can be expressed in the spatial domain
as solving the following ridge regression problem,

ε(w) =
1

2

L∑
i=1

∥∥∥∥∥yi −
M∑

m=1

(wm)TPxi

∥∥∥∥∥
2

2

+
λ

2

M∑
m=1

||wm||22 (6)

Where M denotes the number of non-linear kernels, and wm

represents the m-th filter with a nonlinear transformation. P is
the cropping operator (a binary matrix) which crops the mid D
elements of signal xi, where D is the size of the target. This
cropping operation has been proved to solve the boundary ef-
fect well in [25]. Each solution of the filter w can be expanded
as a linear combination of the inputs, wm =

∑L
i=1 α

m
i ϕm(xi).

Therefore, we re-express each kernel classifier as,

f(x) = (w)TPx =

L∑
i=1

αi(ϕ(xi))
Tϕ(Px) = K̄α (7)

Where K̄ is the kernel matrix with a spatial constraint on the
semi-kernel, and it is defined as follows,

K̄ =

⎡
⎢⎢⎢⎣
(ϕ(x1))

Tϕ(Px)

(ϕ(x2))
Tϕ(Px)
...

(ϕ(xL))
Tϕ(Px)

⎤
⎥⎥⎥⎦ =

⎡
⎢⎢⎢⎣
k(x1,Px)
k(x2,Px)

...
k(xL,Px)

⎤
⎥⎥⎥⎦ (8)

Where xi represents the sample that applies a (i− 1)-step
discrete circular shift to the original signal x and x1 = x. As P
is a fixed binary matrix, we can figure out K̄ is also a circulant
matrix. We have,

f(x) =
L∑

i=1

αi(ϕ(xi))
Tϕ(Px) = K̄α

||w||22 = (w)Tw = αTKα (9)

As the solution of each kernel model is independent, (6) can
be rewritten as,

ε(α) =
1

2

∥∥∥∥∥y −
M∑

m=1

K̄mαm

∥∥∥∥∥
2

2

+
λ

2

M∑
m=1

(αm)TKmαm (10)

The difficulty of solving (10) is that the kernel matrix is diffi-
cult to obtain due to the large number of samples. Next, we will
introduce the optimization algorithm, which avoids the direct
solution of K and K̄ in the spatial domain.
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B. Optimization Algorithm

It is well-known that circular matrices in the spatial domain
can be learned in the frequency domain, for computational effi-
ciency. Because we use spatial constraints, we can’t solve (10)
directly in Fourier domain like KCF [8]. To this end, we in-
troduce an auxiliary variable g, K̄g = K̄α, and re-express (10)
as,

ε(α, g) =
1

2

∥∥∥∥∥y −
M∑

m=1

K̄mgm

∥∥∥∥∥
2

2

+
λ

2

M∑
m=1

(αm)TKmαm

(11)
The model in (11) is convex, the original problem can be split

into two subproblems of solving the filter α and the auxiliary
variable g by using the ADMM technique [27]. The Augmented
Lagrangian form is formulated as,

L(α, g, ς) = 1

2

∥∥∥∥∥y −
M∑

m=1

K̄mαm

∥∥∥∥∥
2

2

+
λ

2

M∑
m=1

(αm)TKmαm

+
M∑

m=1

(ςm)T(K̄mgm − K̄mαm)

+
μ

2

M∑
m=1

||K̄mgm − K̄mαm||22 (12)

Whereμ is the penalty factor and ς is theL× 1Lagrange mul-
tiplier. We adopt the ADMM algorithm for alternatingly solving
these two subproblems, g and α, and each subproblem has a
closed form solution.

Subproblem g:

g = argmin
g

⎧⎨
⎩1

2

∥∥∥∥∥y −
M∑

m=1

K̄mgm

∥∥∥∥∥
2

2

+

M∑
m=1

(ςm)T(K̄mgm − K̄mαm)

+
μ

2

M∑
m=1

||K̄mgm − K̄mαm||22
}

(13)

We find the minimum value by taking the derivative with
respect to g,

g =
μK̄α− ς + y

K̄ + μK̄
(14)

Where K̄=[(
∑L

j=1(ϕ
1(xj))

T
ϕ1(Px))T, . . . , (

∑L
j=1(ϕ

M(xj))
T

ϕM (Px))T]T is a M × L2 kernel matrix. α = [(α1)T

, . . ., (αM )T]T and ς = [(ς1)T, . . ., (ςM )T]T are respectively
the M × L over-complete representations of α and ς by
concatenating their M kernel channels. Note that the kernel
matrix K̄ represents concatenating all possible cyclic shifts of
k̄xx′ = [k1(x1,Px)T, . . ., kM (x1,Px)T]T, so K̄ is a circulant
matrix too. Therefore (14) can be computed in the Fourier
domain, using,

C(u)v = F−1(F∗(u) ◦ F(v)) (15)

Where C(u) represents concatenating all possible cyclic
shifts of vector u. So we have,

g =
μC(k̄xx′)α− ς + y

C(k̄xx′ + μk̄xx′)

=
μF−1(F∗(k̄xx′) ◦ F(α))− ς + y

C(k̄xx′ + μk̄xx′)

= F−1

(
μF∗(k̄xx′) ◦ F(α)−F(ς) + F(y)

F∗(k̄xx′) + μF∗(k̄xx′)

)

≈ F−1

(
μF∗(k̄xx′) ◦ F(α)−F(ς) + F(y)

F∗(k̄xx′) + μF∗(k̄xx′) + δIM

)
(16)

Where δ is a small constant that prevents the denominator
from being zero, and IM is a M ×M identity matrix.

Subproblem α:

α = argmin
α

{
λ

2

M∑
m=1

(αm)TKmαm

+

M∑
m=1

(ςm)T(K̄mgm − K̄mαm)

+
μ

2

M∑
m=1

||K̄mgm − K̄mαm||22
}

= F−1

(
μF∗(k̄xx′) ◦ F(g) + F(ς)

μF∗(k̄xx′) + λIM

)
(17)

Where k̄xx′ = [k1(x1,Px)T, . . ., kM (x1,Px)T]T is the first
row of the multi-kernel circulant matrix. We first extract multi-
channel features with different attributes and apply the masking
matrix P in the spatial domain via the LookUp Table (LUT).
F(k̄xx′) is then calculated by employing M independent Fast
Fourier Transform (FFT) computations.

Since both α and g are solved in the frequency domain, we
convert the original problem into the following subproblems:⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎩

F∗(gi+1) =
μF∗(k̄xx′) ◦ F(αi)−F(ςi) + F(y)

F∗(k̄xx′) + μF∗(k̄xx′) + δIM

F∗(αi+1) =
μF∗(k̄xx′) ◦ F(gi+1) + F(ςi)

μF∗(k̄xx′) + λIM
F(ςi+1) = F(ςi) + μ

(F∗(k̄xx′) ◦ F(gi+1)

−F∗(k̄xx′) ◦ F(αi+1)
)

(18)

Where μ is the stepsize parameter and it is updated as follow,

μi+1 = min(μmax, βμ
i) (19)

Where μmax denotes the maximum value of μ and β is the
scale factor.

In tracking, the classier response map for a single input z is
obtained by computing the following formula,

Φ(z) = F−1
(F∗(k̄zxmodel) ◦ F(g)

)
(20)

Where k̄zxmodel = [k1(x1, x̄model)
T, . . ., kM (x1, x̄model)

T]T is
the constrained kernel matrix. In the t-th frame, the update of
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Fig. 2. Illustration of APCE criterion in sequence “Jogging-1” from OTB-
2015, where the red bounding boxes represent the tracking results of the proposed
CMKCF tracker. The blue curve represents the values of APCE, while the red one
represents 0.5 times respective historical average values of APCE. APCE =
0.4785, Φmax = 0.9604, when there is no occlusion in #Frame 58; APCE =
0.3227, Φmax = 0.6484, when the target is partially occluded in #Frame 68;
APCE = 0.2528, Φmax = 0.5082, when the target is totally occluded in
#Frame 73; APCE = 0.4265, Φmax = 0.8558, when the target re-enters the
field of view in #Frame 80.

the model is formulated as follows,

x̄
(t)
model = (1− η)x̄

(t−1)
model + ηPx(t)

F(g(t)) = (1− η)F(g(t−1)) + ηF(g) (21)

C. Scale Estimation

In practical tracking applications, the target objects often un-
dergo scale variation. A good scale adaption mechanism be-
comes necessary to enhance the tracking performance. Follow-
ing SAMF [11], we apply the CFs on multiple resolutions of
the search area to deal with the scale changes in videos. We
fix the size of filters UT and the scaling pool for the search
area is defined as Θ = {θ1, θ2, . . ., θS}, where S represents
the number of scales. Intuitively, when a new frame comes
out, we firstly crop the search region z with different scales
{UTθ1, UTθ2, . . ., UTθS} around the target center of the last
frame. We then employ bilinear-interpolation to resize z into
the fixed template size UT. The final response map to find the
proper target can be calculated by,

Φ(z) = argmax
i=1,2,...,S

[
M∑

m=1

F−1
(
F∗(k̄mzθixmodel

) ◦ F(gm)
)]

(22)
Where zθi refers to the search region with the size of UTθi,

which is resized to UT. The target is located on the highest peak
of the final response map.

D. Occlusion-Aware Update

Most DCF-based trackers update the CFs in every frame or
every several frames to be more adaptable, without considering
whether the tracking result is accurate or not. However, this may
result in a deterministic failure when the target is severely oc-
cluded or completely missing in the current frame. In [31], Wang
et al. utilize the Average Peak-to-Correlation Energy (APCE) to
denote the fluctuation of the response map, and the necessity of
model update depends on the feedback from confidence level of

Algorithm 1: The Proposed CMKCF Tracker
1: Initial target bounding box

x(1) = (x(1), y(1), w(1), h(1)) and other parameters;
2: Initial the target appearance model x̄(1)

model = Px(1),
and the filter F(g(1));

3: for frame = 2, 3,..., until the last frame do
4: Crop out the searching window from the entire

frame;
5: Build the target pyramid around (x(t−1), y(t−1)) and

extract the gray, CN and HOG features;
6: Compute the correlation response map Φ(z) using

x̄
(t−1)
model and F(g(t−1));

7: Estimate the optimal scale s(t),
x(t) = (x(t), y(t), s(t));

8: Calculate the value of APCE with formula (23);
9: if APCE > 0.5 ∗APCE_Average then

10: %% Update correlation filters via ADMM;
11: while ADMM iteration do
12: Update subproblem F(gi+1) using F(αi) and

F(ςi), formula (16);
13: Calculate the variable F(αi+1) in formula (17);
14: Compute the Lagrangians F(ςi+1);
15: Update the stepsize parameter μ;
16: end while
17: Update x̄

(t)
model and F(g(t));

18: end if
19: Update APCE_Average;
20: end for

the tracking results. Inspired by them, we define APCE as,

APCE =
(Φmax − Φmin)

2

aeB/L
(23)

Where Φmax = max(Φ(z)), Φmin = min(Φ(z)), and a is a
constant used to control the ratio. B represents the area where
the response value is greater than a threshold, and B is defined
as,

B = B + 1 s.t.
L∑

j=1

(Φj > 0.5× Φmax) (24)

Where Φj denotes the j-th element of Φ(z). As we can see in
Fig. 1, when the target apparently appearing in the view scope
in #Frame 58, the response map has a sharper peak and fewer
noise, the area B will be smaller and APCE will become larger.
When the target is occluded or missing in #Frame 68 and 73,
the single peak of the response map becomes insignificant and
a multimodal state occurs, the area B will increase and APCE
will significantly decrease.

APCE indicates the fluctuated degree of response maps and
the confidence level of the tracking results. We can figure out that
the target representations are inaccurate when the APCE value
significantly decreases, especially when APCE is less than 0.5
times its historical average. Therefore we discard these inaccu-
rate target representations to avoid corruption in the model. The
brief process of our CMKCF method is shown in Algorithm 1.
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Fig. 3. The precision plot (a) and success plot (b) of OPE (one pass evaluation) on OTB-2013 dataset for 10 trackers. The legends show the precision scores and
AUC scores for each tracker. Best viewed on color display.

IV. EXPERIMENT AND ANALYSIS

A. Implementation Details

The approach proposed in this paper is implemented in MAT-
LAB R2014b on the Windows 7 x64 system with an Intel Core
i5-4590 M 3.3 GHz processor and 8 GB DDR3 RAM. We
crop a square searching region centered at the target, and the
length of the region is set to

√
5wh (w and h represent the width

and height of the target, respectively). We employ 1-channel
gray, 10-channel CN [5], 31-channel HOG [35] features, and
the total 42-channel features are then multiplied by a Hann win-
dow [4] to enhance the robustness. The dimension of the fea-
tures used for each kernel, d, is set to 4. The regularization fac-
tor, λ, is set to 0.01, and the small constant, δ, is set to 10−4.
The scale adaptive scales parameters are set to 5 scale factors
Θ = {0.98, 0.99, 1.00, 1.01, 1.02}. The desired response is pre-
defined by a 2D Gaussian function with bandwidth of

√
wh/16.

The online adaptation rate of CMKCF η is set to 0.02 for all
experiments. For the ADMM optimization, the initial stepsize
parameter μ0, the maximum value μmax and the scale factor β
are set to 2, 10 and 103, respectively. The threshold for APCE
is set to 0.5 times its historical average, and the constant a is set
to 2.0.

B. Comparisons on OTB Benchmarks

In order to evaluate our CMKCF tracker, we employ all the
sequences on OTB-2013 benchmark [32] and OTB-2015 bench-
mark [33], which are classic benchmarks for visual tracking. On
these two benchmarks, Precision and Success are the most popu-
lar metrics to evaluate the performance of the trackers. Precision
metric indicates percentage of frames whose estimated locations
lie in a given threshold distance to ground-truth centers, but it can
hardly indicate the scale variations of the target object. Success
metric measures the percentage of frames where the Intersection
over Union (IoU) ratios of predicted and groundtruth bounding
boxes are larger than a given threshold and the overall success

performance is indicated by the Area Under the Curve (AUC) of
success plots for all the thresholds. In this experiment, the error
threshold used in the precision plot is set to 20 pixels, and the
AUC scores are used to rank the trackers in the success plot.

In this section, we compare our approach with 9 state-of-
the-art trackers from the literature: DSST [36], MEEM [37],
SAMF [11], KCF [8], LCT [38], SRDCF [23], Staple [39],
BACF [25] and CSR-DCF [26]. Fig. 3 and Fig. 4 show the overall
performance of all the mentioned trackers in terms of the Preci-
sion and Success metric. It is worth noticing that the proposed
method ranks first on both metrics on OTB-2013 dataset. On the
success plot of OTB-2013, our approach provides an AUC score
of 0.659, which outperforms the baseline KCF tracker by 14.5%.
On OTB-2015, the average CMKCF performance on success
plot is slightly lower than the first one in scores, but yields bet-
ter performance in the average precision (center error). Further,
our AUC score of 0.610 also leads to a significant gain of more
than 10% compared to the baseline tracker. Among these com-
parative algorithms, SRDCF, BACF and CSR-DCF are designed
to address the boundary effect. One can see that our CMKCF
outperforms these three algorithms through the comprehensive
comparison.

For further analyses on the tracking performance, we also
demonstrate the advantages of our algorithm through the
attribute-based comparison on sequences of the OTB-2013
dataset. The complete comparisons with 11 different attributes
are illustrated in Fig. 5 and Fig. 6. Our CMKCF tracker achieves
the best performance on all 11 attributes on Precision metric, and
10 attributes on Success metric, respectively. In case of Scale
Variation (SV), SAMF, a milestone tracker for handling target
size changes, achieves an AUC score of 50.7%. Our tracker pro-
vides a gain of 11.6% compared to SAMF, which is a significant
improvement. On the success plots of Out-of-Plane Rotation
(OPR), our algorithm exceeds the second by 1.8% in scores.
The proposed CMKCF enhances the distinguishing ability of the
model by utilizing multi-kernels with multi-attribute features,
which addresses the OPR challenge well. Occlusion (OCC) and
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Fig. 4. The precision plot (a) and success plot (b) of OPE (one pass evaluation) on OTB-2015 dataset for 10 trackers. The legends show the precision scores and
AUC scores for each tracker. Best viewed on color display.

Out-of-View (OV) may introduce inaccurate representations of
the target and make the model gradually corrupt. The proposed
CMKCF exploits an adaptive model updating mechanism via the
feedback from high-confidence tracking results. So it’s not sur-
prising that our algorithm performs best in the both challenges.

C. Results on VOT Dataset

We compare our tracker with 5 top participants on VOT-
2016 [34] and VOT-2018 [40] dataset, including KCF [8],
DSST [36], SRDCF [23], CCOT [20], and Staple [39]. We con-
duct two sets of experiments: 1) the baseline evaluation in which
trackers are reset with ground-truths when tracking failures oc-
cur; 2) the unsupervised evaluation where trackers are initialized
with ground truth in the first frame. In this work, four primary
metrics are used to analyze tracking performance: Accuracy (A),
Robustness (R), Expected Average Overlap (EAO) and Area Un-
der the Curve (AUC). The Accuracy (A) metric is the average
overlap between the predicted and ground truth bounding boxes
during successful tracking periods. The Robustness (R) metric
measures how many times the tracker loses the target (fails)
during tracking. The Expected Average Overlap (EAO) is an
estimator of the average overlap a tracker is expected to attain
for the baseline evaluation. Finally, AUC indicates the average
overlap between the tracking box and the ground truth box under
the unsupervised mechanism. The results of the mentioned met-
rics are shown in Table I and Table II. On VOT-2016, CMKCF
obtains the second place of Robustness, EAO and AUC metric,
and the third place of Accuracy metric. On VOT2018, CMKCF
gets the best score, 0.4075, under the unsupervised evaluation.
The more vivid A-R rank plots are shown in Fig. 7. The experi-
mental results demonstrate that our tracker can not only achieve
good accuracy but also appear very robust.

D. Visual Comparisons

For visual comparisons, we evaluate CMKCF with 6 state-
of-the-art trackers including KCF [8], DSST [36], SAMF [11],

TABLE I
VOT-2016 PERFORMANCE RESULTS. RED FONTS INDICATE THE BEST

PERFORMANCE, THE BLUE FONTS INDICATE THE SECOND BEST

ONES AND THE GREEN FONTS INDICATE THIRD ONES

LCT [38], SRDCF [23] and Staple [39]. KCF is the most typi-
cal kernelized correlation tracking filter. DSST and SAMF are
designed to handle scale variations. LCT algorithm performs
strong robustness in case of long term tracking, which can deal
with the challenge of heavy occlusion. SRDCF can address
boundary effects in the standard DCF trackers. Staple tracker
applies more comprehensive features, which combines HOG
with color names [5]. Considering clarity and representation, we
mainly focus on the performance of the most common challenge
factors, namely Occlusion (OCC), In-Plane or Out-of-Plane Ro-
tation (IPR or OPR), Fast Motion (FM), Scale Variation (SV) and
Background Clutter (BC). We choose some example sequences
from the OTB-2015 dataset to illustrate the superiority of our
tracker.

1) Occlusion: Occlusion pollutes the target model, if no
measures are taken to remove this interference, it will lead to
irreversible errors. Fig. 8 shows the situation in which the tar-
gets suffer partial or short-term complete occlusions. Among
these comparison algorithms, only SRDCF can deal with the



HUANG et al.: ROBUST VISUAL TRACKING VIA CONSTRAINED MULTI-KERNEL CORRELATION FILTERS 2827

Fig. 5. Attribute-based analysis of our approach on the OTB-2013 dataset with all videos. Precision plots are shown for 11 attributes: IV (illumination variation),
SV (scale variation), OCC (occlusion), DEF (deformation), MB (motion blur), FM (fast motion), IPR (in-plane rotation), OPR (out-of-plane rotation), OV
(out-of-view), BC (background clutters), LR (low resolution). Attributes are displayed in each plot title, and the number of videos is appended to the end of each
title.

challenge of occlusion in “Jogging-2” video sequences, even
the LCT tracker designed for long-term tracking fails. Unfortu-
nately, SRDCF fails in the other two video sequences. Our al-
gorithm can deal with the challenge of occlusion in these three
video sequences at the same time. The reason why our algorithm
exceeds the other algorithms is that we use a feedback update
criterion. When the occlusion occurs, the criterion will discard
the inaccurate target representations to avoid introducing errors.

2) Rotation (In-Plane or Out-of-Plane): The challenge of ro-
tation is caused by the movement of the target or the change of
the viewpoint, and this challenge makes it difficult to model the
appearance of the target. In rotation test on “Dudek” sequences
in Fig. 9, none of the trackers lose their targets, but some trackers

suffer from significant scale drift caused by the target rotation in
or out of the image plane. Our algorithm tracks the target closely
and keep a high degree of overlap, which demonstrates that our
algorithm can address the rotation challenge well.

3) Fast Motion: Fast motion blurs the target, and we require
a wider searching range to ensure that the target can be cap-
tured again. Video sequences in Fig. 10 are used to test the
performance of these trackers to handle fast moving targets. On
these sequences, only SRDCF and our CMKCF can track the
target when fast motion occurs. Our tracking algorithm uses a
large searching window and high-confidence updating mecha-
nism, which ensure that our target will not be lost easily when
it moves quickly.
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Fig. 6. Attribute-based analysis of our approach on the OTB-2013 dataset with all videos. Success plots are shown for 11 attributes: IV (illumination variation), SV
(scale variation), OCC (occlusion), DEF (deformation), MB (motion blur), FM (fast motion), IPR (in-plane rotation), OPR (out-of-plane rotation), OV (out-of-view),
BC (background clutters), LR (low resolution). Attributes are displayed in each plot title, and the number of videos is appended to the end of each title.

4) Scale Variation: The target size usually changes during
tracking. Therefore, the tracker must adjust the bounding box
according to the target size, otherwise the tracker may fail be-
cause of the lack of complete target information or the acqui-
sition of redundant background information. Fig. 11 presents
the tracking results in there video sequences with scale varia-
tions. Among the existing methods, two DCF based trackers,
DSST and SAMF, are designed to handle scale variations. How-
ever, DSST and SAMF cannot adapt to scale variation in these

sequences. Although our algorithm uses almost the same scale
adaptive strategy as the SAMF algorithm, our CMKCF outper-
forms SAMF in capturing the target with different scales.

5) Background Clutter: The target undergoes the BC chal-
lenge in Fig. 12, the bounding box may drift onto the back-
ground, since distinguishing the target object from the back-
ground becomes very difficult through a rather simple model.
One can see that the proposed CMKCF outperforms the other
algorithms in handling this problem. The superiority of our
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Fig. 7. Accuracy-robustness rank plots for VOT-2016 (a) and VOT-2018
(b) tracking challenges.

Fig. 8. Visual comparison with 6 state-of-the-art trackers in terms of Occlusion
(OCC) challenges in the “Jogging-2,” “Lemming” and “Tiger2” video sequences.
Some representative frames are shown in the figures.

Fig. 9. Visual comparison with 6 state-of-the-art trackers in terms of In-Plane
or Out-of-Plane Rotation (IPR or OPR) challenges in the “Board,” “Vase” and
“Dudek” video sequences. Some representative frames are shown in the figures.

TABLE II
VOT-2018 PERFORMANCE RESULTS. RED FONTS INDICATE THE BEST

PERFORMANCE, THE BLUE FONTS INDICATE THE SECOND BEST

ONES AND THE GREEN FONTS INDICATE THIRD ONES

Fig. 10. Visual comparison with 6 state-of-the-art trackers in terms of Fast Mo-
tion (FM) challenges in the “BlurOwl,” “Jumping” and “Deer” video sequences.
Some representative frames are shown in the figures.

Fig. 11. Visual comparison with 6 state-of-the-art trackers in terms of Scale
Variation (SV) challenges in the “Freeman3,” “Walking2” and “Singer1” video
sequences. Some representative frames are shown in the figures.



2830 IEEE TRANSACTIONS ON MULTIMEDIA, VOL. 22, NO. 11, NOVEMBER 2020

Fig. 12. Visual comparison with 6 state-of-the-art trackers in terms of Back-
ground Clutter (BC) challenges in the “Shaking,” “Couple” and “ClifBar” video
sequences. Some representative frames are shown in the figures.

algorithm could be attributed to the usage of the multi-attribute
features, which enhances the robustness of target appearance
modeling.

E. Comparisons With Deep Trackers

In this part, we compare our tracker against several rep-
resentive deep trackers, including SiamFC [41], CF2 [6],
HDT [42], CNN-SVM [43], DeepSRDCF [19], SiamRPN [44],
SiamDW [45] and ATOM [46]. The OTB benchmarks are em-
ployed to evaluate the trackers in terms of Precision metric
and Success metric. As shown in Table II, although our AUC
score (65.9%) on OTB-2013 benchmark is slightly lower than
SiamDW (66.2%), our method outperforms SiamFC (60.7%),
CF2 (60.5%), HDT (60.3%), CNN-SVM (59.7%), DeepSRDCF
(64.1%), SiamRPN (65.8%) and ATOM (64.3%). In addition,
our average precision (88.3%) on OTB-2013 benchmark is also
very competitive with SiamDW (93.2%). Notwithstanding the
CMKCF tracker does well in the OTB-2013 dataset, our results
on the OTB-2015 dataset are not optimistic. The reason may
be that the distinguishing ability of our tracker is not compa-
rable to that of deep features. The scenes of OTB-2015 videos
are more complex, so traditional features can’t contain enough
information to identify targets.

F. Comparisons With Kernelized Trackers

Here, we compare our tracker against several state-of-the-art
kernelized trackers on OTB-2013, including KCF [8], CN [5],
MKCF [17] and MKCFup [18]. As shown in Fig. 13, Our average
precision score (88.3%) and AUC score (65.9%) outperform that
of MKCFup, and win the first place.

G. Ablation Studies

In this section, we analyze the proposed method on the
OTB-2013 benchmark to study the contributions of Spatial Con-
straints (SC) and Different Attribute Features (DAF). CMKCF is

Fig. 13. Comparisons between CMKCF and 5 kernelized trackers on OTB-
2013 dataset. (a) Precision results via OPE (one pass evaluation). (b) Results of
the Area Under the success Curve (AUC).

Fig. 14. Ablation study of CMKCF on OTB-2013 dataset. The AUC scores
are used to rank the trackers.

our final method. KCF is one baseline tracker. Staple is another
baseline tracker, which equips the same multi-attribute features
as CMKCF. Without SC is the same method as CMKCF except
it does not apply spatial constraints to the semi-kernel matrix,
and its filter is directly solved by formula (3). Without DAF in-
dicates the method that is the same as CMKCF except for only
extracting HOG features. To make a fair comparison, CMKCF,
Without SC and Without DAF use the same default parameters,
so Without SC and Without DAF may not be optimal. Fig. 14
shows the comparisons with the 5 trackers mentioned above on
OTB-2013 dataset, using success metric over all 51 videos. A
significant decrease in the results of Without SC tracker indicates
that the spatial constraint is critical to improve the performance
of the tracker. The slight decrease in the AUC score of Without
DAF shows that rich features can also improve the performance
of tracker to a certain extent. In addition, our CMKCF exceeds
Staple, which means that the performance gain of our tracker
does not come from feature fusion.

H. Speed Analyses

Another important property of a tracker is its efficiency. For
the optimal solution of CMKCF, we split the original problem
into two sub-problems to calculate the updated filter more ef-
ficiently by ADMM. The computation of subproblem F∗(g)
in formula (16) is bounded by O(ML log(L) +ML), where
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TABLE III
COMPARISONS WITH DEEP TRACKERS ON OTB BENCHMARKS IN TERMS OF PRECISION METRIC AND SUCCESS METRIC. RED FONTS INDICATE THE BEST

PERFORMANCE, THE BLUE FONTS INDICATE THE SECOND BEST ONES AND THE GREEN FONTS INDICATE THIRD ONES

TABLE IV
COMPARISON OF EXECUTION SPEED IN MATLAB R2014b SOFTWARE

L log(L) is the cost of computing the FFT of the signalF∗(k̄xx′)
with the length of L. The cost of computing subproblem F∗(α)
using formula (17) is O(ML log(L) +ML), which can be ap-
proximately reduced to O(ML), as F∗(k̄xx′) has been calcu-
lated. In tracking, the amount of computation in formula (22)
is O(SML log(L)). In order to further elaborate the tracking
speed of CMKCF, we compare our method with 3 hand-crafted
feature-based algorithms: KCF [8], SRDCF [23] and Staple [39].
KCF is the most basic algorithm, SRDCF is used to solve
the boundary effect, and Staple utilizes the same features as
CMKCF. The average FPS on OTB-2015 is shown in Table III.
The execution speed of our method in this experiments has an
average result of 18.13 FPS, which is more efficient than most
deep learning based tracking methods.

V. CONCLUSION

In this paper, we employ constrained multi-kernel CFs for
visual tracking. Our tracker not only enhances the ability of
coding the target appearance, but also solves the boundary ef-
fect well. Furthermore, the solution of our model is optimized
via the ADMM technique so that the filter can be calculated effi-
ciently in the frequency domain. To avoid the model corruption
problem, we suggest an Average Peak-to-Correlation Energy
(APCE) criterion to identify the reliable parts of tracking tra-
jectory. The experimental results demonstrate that the proposed
tracker performs superiorly against several state-of-the-art al-
gorithms on OTB-2013, OTB-2015, VOT-2016 and VOT-2018
dataset.
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[26] A. Lukezic, T. Vojir, L. Č. Zajc, J. Matas, and M. Kristan, “Discriminative
correlation filter with channel and spatial reliability,” in Proc. IEEE Conf.
Comput. Vis. Pattern Recognit., 2017, pp. 6309–6318.

[27] S. Boyd et al., “Distributed optimization and statistical learning via the
alternating direction method of multipliers,” Found. Trends Mach. Learn.,
vol. 3, no. 1, pp. 1–122, 2011.

[28] M. Danelljan, G. Bhat, F. S. Khan, and M. Felsberg, “ECO: Efficient
convolution operators for tracking,” in Proc. IEEE Conf. Comput. Vis.
Pattern Recognit., 2017, pp. 6638–6646.

[29] X. Dong et al., “Occlusion-aware real-time object tracking,” IEEE Trans.
Multimedia, vol. 19, no. 4, pp. 763–771, Apr. 2017.

[30] R. Yao, S. Xia, Z. Zhang, and Y. Zhang, “Real-time correlation filter track-
ing by efficient dense belief propagation with structure preserving,” IEEE
Trans. Multimedia, vol. 19, no. 4, pp. 772–784, Apr. 2017.

[31] M. Wang, Y. Liu, and Z. Huang, “Large margin object tracking with cir-
culant feature maps,” in Proc. IEEE Conf. Comput. Vis. Pattern Recognit.,
2017, pp. 4021–4029.

[32] Y. Wu, J. Lim, and M.-H. Yang, “Online object tracking: A benchmark,” in
Proc. IEEE Conf. Comput. Vis. Pattern Recognit., 2013, pp. 2411–2418.

[33] Y. Wu, J. Lim, and M. Yang, “Object tracking benchmark,” IEEE Trans.
Pattern Anal. Mach. Intell., vol. 37, no. 9, pp. 1834–1848, Sep. 2015.

[34] M. Kristan et al., “The visual object tracking VOT 2016 challenge re-
sults,” Springer, Oct. 2016. [Online]. Available: http://www.springer.com/
gp/book/9783319488806

[35] N. Dalal and B. Triggs, “Histograms of oriented gradients for human
detection,” in Proc. Int. Conf. Comput. Vis. Pattern Recognit., 2005,
vol. 1, pp. 886–893.

[36] M. Danelljan, G. Häger, F. Khan, and M. Felsberg, “Accurate scale estima-
tion for robust visual tracking,” in Proc. Brit. Mach. Vis. Conf., Nottingham,
U.K., Sep. 2014. [Online]. Available: http://www.bmva.org/bmvc/2014/
papers/paper038/index.html

[37] J. Zhang, S. Ma, and S. Sclaroff, “MEEM: Robust tracking via multiple
experts using entropy minimization,” in Proc. Eur. Conf. Comput. Vis.,
2014, pp. 188–203.

[38] C. Ma, X. Yang, C. Zhang, and M.-H. Yang, “Long-term correlation
tracking,” in Proc. IEEE Conf. Comput. Vis. Pattern Recognit., 2015,
pp. 5388–5396.

[39] L. Bertinetto, J. Valmadre, S. Golodetz, O. Miksik, and P. H. Torr, “Sta-
ple: Complementary learners for real-time tracking,” in Proc. IEEE Conf.
Comput. Vis. Pattern Recognit., 2016, pp. 1401–1409.

[40] M. Kristan et al., “The sixth visual object tracking VOT 2018 challenge
results,” in Proc. Eur. Conf. Comput. Vis., 2018, pp. 3–53.

[41] L. Bertinetto, J. Valmadre, J. F. Henriques, A. Vedaldi, and P. H. Torr,
“Fully-convolutional siamese networks for object tracking,” in Proc. Eur.
Conf. Comput. Vis., 2016, pp. 850–865.

[42] Y. Qi et al., “Hedged deep tracking,” in Proc. IEEE Conf. Comput. Vis.
Pattern Recognit., 2016, pp. 4303–4311.

[43] S. Hong, T. You, S. Kwak, and B. Han, “Online tracking by learning
discriminative saliency map with convolutional neural network,” in Proc.
Int. Conf. March. Learn., 2015, pp. 597–606.

[44] B. Li, J. Yan, W. Wu, Z. Zhu, and X. Hu, “High performance visual tracking
with siamese region proposal network,” in Proc. IEEE Conf. Comput. Vis.
Pattern Recognit., 2018, pp. 8971–8980.

[45] Z. Zhang and H. Peng, “Deeper and wider siamese networks for real-time
visual tracking,” in Proc. IEEE Conf. Comput. Vis. Pattern Recognit., 2019,
pp. 4591–4600.

[46] M. Danelljan, G. Bhat, F. S. Khan, and M. Felsberg, “ATOM: Accurate
tracking by overlap maximization,” in Proc. IEEE Conf. Comput. Vis. Pat-
tern Recognit., 2019, pp. 4660–4669.

Bo Huang is currently working toward the Ph.D. de-
gree with the School of Optoelectronics, Beijing In-
stitute of Technology, Beijing, China. His research
interests include computer vision and real-time im-
age/video processing.

Tingfa Xu received the Ph.D. degree from the
Changchun Institute of Optics, Fine Mechanics and
Physics, Changchun, China, in 2004. He is cur-
rently a Professor with the School of Optoelectronics,
Beijing Institute of Technology, Beijing, China. His
research interests include optoelectronic imaging and
detection and hyper-spectral remote sensing image
processing.

Shenwang Jiang received the B.E. degree from the
School of Optoelectronics, Beijing Institute of Tech-
nology, Beijing, China, in 2014. He is currently work-
ing toward the Ph.D. degree in optical engineering
with the Beijing Institute of Technology, Beijing,
China. His research interests include image classi-
fication, object detection, and image processing.

Yiwen Chen is currently working toward the M.E.
degree with the School of Optoelectronics, Beijing
Institute of Technology, Beijing, China. His research
interests include computer vision and real-time im-
age/video processing.

Yu Bai is currently working toward the M.E. degree
with the School of Optoelectronics, Beijing Institute
of Technology, Beijing, China. Her research interests
include computer vision and real-time image/video
processing.

http://www.springer.com/gp/book/9783319488806
http://www.bmva.org/bmvc/2014/papers/paper038/index.html


<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Gray Gamma 2.2)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Warning
  /CompatibilityLevel 1.4
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /sRGB
  /DoThumbnails true
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 0
  /ParseDSCComments false
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo false
  /PreserveFlatness true
  /PreserveHalftoneInfo true
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts true
  /TransferFunctionInfo /Remove
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
    /Algerian
    /Arial-Black
    /Arial-BlackItalic
    /Arial-BoldItalicMT
    /Arial-BoldMT
    /Arial-ItalicMT
    /ArialMT
    /ArialNarrow
    /ArialNarrow-Bold
    /ArialNarrow-BoldItalic
    /ArialNarrow-Italic
    /ArialUnicodeMS
    /BaskOldFace
    /Batang
    /Bauhaus93
    /BellMT
    /BellMTBold
    /BellMTItalic
    /BerlinSansFB-Bold
    /BerlinSansFBDemi-Bold
    /BerlinSansFB-Reg
    /BernardMT-Condensed
    /BodoniMTPosterCompressed
    /BookAntiqua
    /BookAntiqua-Bold
    /BookAntiqua-BoldItalic
    /BookAntiqua-Italic
    /BookmanOldStyle
    /BookmanOldStyle-Bold
    /BookmanOldStyle-BoldItalic
    /BookmanOldStyle-Italic
    /BookshelfSymbolSeven
    /BritannicBold
    /Broadway
    /BrushScriptMT
    /CalifornianFB-Bold
    /CalifornianFB-Italic
    /CalifornianFB-Reg
    /Centaur
    /Century
    /CenturyGothic
    /CenturyGothic-Bold
    /CenturyGothic-BoldItalic
    /CenturyGothic-Italic
    /CenturySchoolbook
    /CenturySchoolbook-Bold
    /CenturySchoolbook-BoldItalic
    /CenturySchoolbook-Italic
    /Chiller-Regular
    /ColonnaMT
    /ComicSansMS
    /ComicSansMS-Bold
    /CooperBlack
    /CourierNewPS-BoldItalicMT
    /CourierNewPS-BoldMT
    /CourierNewPS-ItalicMT
    /CourierNewPSMT
    /EstrangeloEdessa
    /FootlightMTLight
    /FreestyleScript-Regular
    /Garamond
    /Garamond-Bold
    /Garamond-Italic
    /Georgia
    /Georgia-Bold
    /Georgia-BoldItalic
    /Georgia-Italic
    /Haettenschweiler
    /HarlowSolid
    /Harrington
    /HighTowerText-Italic
    /HighTowerText-Reg
    /Impact
    /InformalRoman-Regular
    /Jokerman-Regular
    /JuiceITC-Regular
    /KristenITC-Regular
    /KuenstlerScript-Black
    /KuenstlerScript-Medium
    /KuenstlerScript-TwoBold
    /KunstlerScript
    /LatinWide
    /LetterGothicMT
    /LetterGothicMT-Bold
    /LetterGothicMT-BoldOblique
    /LetterGothicMT-Oblique
    /LucidaBright
    /LucidaBright-Demi
    /LucidaBright-DemiItalic
    /LucidaBright-Italic
    /LucidaCalligraphy-Italic
    /LucidaConsole
    /LucidaFax
    /LucidaFax-Demi
    /LucidaFax-DemiItalic
    /LucidaFax-Italic
    /LucidaHandwriting-Italic
    /LucidaSansUnicode
    /Magneto-Bold
    /MaturaMTScriptCapitals
    /MediciScriptLTStd
    /MicrosoftSansSerif
    /Mistral
    /Modern-Regular
    /MonotypeCorsiva
    /MS-Mincho
    /MSReferenceSansSerif
    /MSReferenceSpecialty
    /NiagaraEngraved-Reg
    /NiagaraSolid-Reg
    /NuptialScript
    /OldEnglishTextMT
    /Onyx
    /PalatinoLinotype-Bold
    /PalatinoLinotype-BoldItalic
    /PalatinoLinotype-Italic
    /PalatinoLinotype-Roman
    /Parchment-Regular
    /Playbill
    /PMingLiU
    /PoorRichard-Regular
    /Ravie
    /ShowcardGothic-Reg
    /SimSun
    /SnapITC-Regular
    /Stencil
    /SymbolMT
    /Tahoma
    /Tahoma-Bold
    /TempusSansITC
    /TimesNewRomanMT-ExtraBold
    /TimesNewRomanMTStd
    /TimesNewRomanMTStd-Bold
    /TimesNewRomanMTStd-BoldCond
    /TimesNewRomanMTStd-BoldIt
    /TimesNewRomanMTStd-Cond
    /TimesNewRomanMTStd-CondIt
    /TimesNewRomanMTStd-Italic
    /TimesNewRomanPS-BoldItalicMT
    /TimesNewRomanPS-BoldMT
    /TimesNewRomanPS-ItalicMT
    /TimesNewRomanPSMT
    /Times-Roman
    /Trebuchet-BoldItalic
    /TrebuchetMS
    /TrebuchetMS-Bold
    /TrebuchetMS-Italic
    /Verdana
    /Verdana-Bold
    /Verdana-BoldItalic
    /Verdana-Italic
    /VinerHandITC
    /Vivaldii
    /VladimirScript
    /Webdings
    /Wingdings2
    /Wingdings3
    /Wingdings-Regular
    /ZapfChanceryStd-Demi
    /ZWAdobeF
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 150
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages false
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 900
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.00111
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages false
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /ColorImageDict <<
    /QFactor 0.40
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 150
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages false
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 1200
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.00083
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages false
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /GrayImageDict <<
    /QFactor 0.40
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 1200
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages false
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 1600
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.00063
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /CreateJDFFile false
  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e55464e1a65876863768467e5770b548c62535370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc666e901a554652d965874ef6768467e5770b548c52175370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000650067006e006500720020007300690067002000740069006c00200064006500740061006c006a006500720065007400200073006b00e60072006d007600690073006e0069006e00670020006f00670020007500640073006b007200690076006e0069006e006700200061006600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200075006d002000650069006e00650020007a0075007600650072006c00e40073007300690067006500200041006e007a006500690067006500200075006e00640020004100750073006700610062006500200076006f006e00200047006500730063006800e40066007400730064006f006b0075006d0065006e00740065006e0020007a0075002000650072007a00690065006c0065006e002e00200044006900650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000520065006100640065007200200035002e003000200075006e00640020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f0073002000640065002000410064006f00620065002000500044004600200061006400650063007500610064006f007300200070006100720061002000760069007300750061006c0069007a00610063006900f3006e0020006500200069006d0070007200650073006900f3006e00200064006500200063006f006e006600690061006e007a006100200064006500200064006f00630075006d0065006e0074006f007300200063006f006d00650072006300690061006c00650073002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f006200650020005000440046002000700072006f00660065007300730069006f006e006e0065006c007300200066006900610062006c0065007300200070006f007500720020006c0061002000760069007300750061006c00690073006100740069006f006e0020006500740020006c00270069006d007000720065007300730069006f006e002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA (Utilizzare queste impostazioni per creare documenti Adobe PDF adatti per visualizzare e stampare documenti aziendali in modo affidabile. I documenti PDF creati possono essere aperti con Acrobat e Adobe Reader 5.0 e versioni successive.)
    /JPN <FEFF30d330b830cd30b9658766f8306e8868793a304a3088307353705237306b90693057305f002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a3067306f30d530a930f330c8306e57cb30818fbc307f3092884c3044307e30593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020be44c988b2c8c2a40020bb38c11cb97c0020c548c815c801c73cb85c0020bcf4ace00020c778c1c4d558b2940020b3700020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken waarmee zakelijke documenten betrouwbaar kunnen worden weergegeven en afgedrukt. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d002000650072002000650067006e0065007400200066006f00720020007000e5006c006900740065006c006900670020007600690073006e0069006e00670020006f00670020007500740073006b007200690066007400200061007600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f00620065002000500044004600200061006400650071007500610064006f00730020007000610072006100200061002000760069007300750061006c0069007a006100e700e3006f002000650020006100200069006d0070007200650073007300e3006f00200063006f006e0066006900e1007600650069007300200064006500200064006f00630075006d0065006e0074006f007300200063006f006d0065007200630069006100690073002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f0074002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002c0020006a006f0074006b006100200073006f0070006900760061007400200079007200690074007900730061007300690061006b00690072006a006f006a0065006e0020006c0075006f00740065007400740061007600610061006e0020006e00e400790074007400e4006d0069007300650065006e0020006a0061002000740075006c006f007300740061006d0069007300650065006e002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d00200070006100730073006100720020006600f60072002000740069006c006c006600f60072006c00690074006c006900670020007600690073006e0069006e00670020006f006300680020007500740073006b007200690066007400650072002000610076002000610066006600e4007200730064006f006b0075006d0065006e0074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Use these settings to create PDFs that match the "Suggested"  settings for PDF Specification 4.0)
  >>
>> setdistillerparams
<<
  /HWResolution [600 600]
  /PageSize [612.000 792.000]
>> setpagedevice


