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Quadtree Degeneration for HEVC
Yuan Gao, Pengyu Liu, Yueying Wu, and Kebin Jia

Abstract—The quadtree is one of the most advanced techniques
contributing to the excellent compression performance of high
efficiency video coding (HEVC). However, the computational
complexity increases because the quadtree examines all coding
unit (CU) sizes to obtain the optimal CU partitioning. This paper
focuses on quadtree degeneration based on a proposed quadtree
probability mechanism. Two techniques, a quadtree probability
model (QPM) procedure and a quadtree probability update
(QPU) procedure, are proposed. The QPM process estimates a
CU distribution model based on a quantization parameter (QP)
and a group of pictures (GOP). Based on the model, a new
quadtree is constructed by skipping low probability tree nodes.
The QPU process is performed to update the new quadtree based
on scene content change. Update addresses model distortion and
ensures the accuracy of the new quadtree. Experimental results
demonstrate that the proposed quadtree probability mechanism
for quadtree degeneration considerably reduces average encoding
time (27.55%) for the low delay condition. Applied to lossless
coding, the proposed mechanism achieves a significant 43.10%
encoding time reduction. The experiments also show that the
proposed quadtree probability mechanism improves HEVC coding
efficiency for a variety of applications and sequence characteristics.

Index Terms—Group of pictures (GOP), high efficiency video
coding (HEVC), quadtree, quantization parameter (QP), scene
content.

I. INTRODUCTION

S INCE the development of H.264/AVC, video coding
standards have been continuously improved for network

services and mobile communication. HEVC [1] has now been
finalized by the Joint Collaborative Team on Video Coding
(JCT-VC) after a decade of preparations. Due to the rapid
growth of multimedia services, realizing high-efficiency video
coding while simultaneously providing high-quality images
with minimal transmission delay has remained a challenge
[2]. HEVC is designed to offer better coding efficiency and
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greater flexibility than H.264/AVC [3], [4]. In addition, HEVC
is expected to have more impact on high-resolution video (4K
and 8K) and high fidelity video (for high-resolution displays
such as high definition TV (HD-TV) and ultra-high definition
TV (UHD-TV) in the future [5], [6]. HEVC not only inherits
crucial elements of H.264/AVC but also adopts numerous new
techniques to achieve superior performance. In H.264/AVC, en-
coding a macroblock (MB) is a complicated technique derived
from mode decision [7]. HEVC uses a more complex, quadtree
technique to improve compression performance. However, the
quadtree greatly increases the computational complexity of the
encoder. Computational complexity reduction with negligible
performance loss is a major research concern [8], [9]. At
present, improving HEVC efficiency by reducing quadtree
complexity is a particular research concern, and various
research studies have been carried out to achieve this goal.

A considerable amount of effort has been focused on quadtree
complexity reduction. Studies on fast coding unit (CU) encod-
ing improvement attempt to represent the redundant informa-
tion that is often present in quadtree traversal computing. This
state of the art research applies machine learning theory to low
complexity CU encoding. Zhang [10] proposes a flexible com-
plexity allocation that converts the CU depth decision problem
into a classification problem. Ye [11] makes use of Bayesian
decision theory in adaptive CU depth decision, which achieves
a notable encoding time reduction. Kim [12] combines scene
change detection with a minimum error Bayesian decision rule.
However, these machine-learning based approaches have large
computation and memory costs. This is primarily why machine
learning theory has not been widely applied to video coding,
even though it could achieve significant performance improve-
ments. Hence, the back-to-basics approach based on the en-
coder parameters is designed to improve low complexity video
coding efficiency. Traditionally, dynamic information redun-
dancy in videos occurs in the spatial and temporal contexts.
Thus, alternative mechanisms for intra mode decision and in-
ter mode decision would be interesting. Many works focus on
the development of fast quadtree computation based on early
CU size decision for HEVC intra encoders [13]–[15] and inter
encoders [16]–[19]. Shen [13] skips low probability intra pre-
diction modes in the parent CUs of the upper depth levels or spa-
tially nearby CUs. Ahn [16] simplifies the rate-distortion (RD)
competition processes by selectively conducting a mode deci-
sion process based on inter predicting unit (split-type, square-
type, or non-square-type) modes. Xiong [18] uses a nearest
neighbor method to determine CU splitting. These approaches
effectively reduce encoding time by using fast mode decision at
the prediction unit (PU) and transform unit (TU) levels. How-
ever, these approaches need to traverse all CU sizes to obtain
the optimal CUs, causing performance limitations. In HEVC,
whether to split the CU is determined by PU and TU partitions.
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Fig. 1. Complete quadtree in HEVC.

Thus, the encoder can save significant CU encoding time by
directly skipping some of the quadtree nodes rather than PUs
or TUs. Accordingly, mechanisms based on low complexity CU
encoding that combine early determination with other coding
parameters have been successfully applied. A few works have
focused on speeding up quadtree computing through early termi-
nation mechanisms [20]–[26]. Cen [22] proposes a fast CU depth
decision mechanism that uses spatial correlations to achieve
a CU depth range determination. Song [25] presents an early
merge mode decision method to avoid exhaustive mode checks
for CUs derived from recursive quadtree partitioning. Despite
these achievements, some prominent studies [27], [28] into low
complexity schemes focus solely on quadtree prediction. For
instance, Guo [28] proposes a fast CU size selection algorithm
based on hierarchical quadtree correlations and determines the
size of the current CU based on the subtree distributions of
adjacent CUs. In general, current researchers concentrate on re-
ducing quadtree complexity by selecting a specific tree depth to
search, instead of traversing all depths. In other words, current
approaches only focus on reducing the leaf nodes of the quadtree
by lessening depth, which means that the quadtree continues to
be computed from its maximum tree root node. However, with
different scene contents and different coding parameters, it is
possible to distinguish a best quadtree for each frame using a
different tree root node size and different tree depth. Indeed,
using a befitting quadtree is a key method for reducing HEVC
encoder computational complexity. The problem is choosing
the appropriate tree root node and tree depth to degenerate a
quadtree. Our work presents a quadtree probability mechanism
to achieve quadtree degeneration. We propose two important
concepts, the quadtree probability model (QPM) and quadtree
probability update (QPU), for quadtree degeneration.

In the rest of this paper, Section II reviews quadtree struc-
ture and the motivation for quadtree degeneration. Section III
describes the discovery and analysis of the factors affecting CU
distribution probability. Section IV provides the details of the
QPM and QPU. Extensive experimental results are documented
and discussed in Section V to evaluate the performance of the
proposed quadtree probability mechanism for quadtree degen-
eration. Finally, Section VI presents our conclusions.

II. OVERVIEW AND MOTIVATION

A. Overview of Quadtree Structure in HEVC

HEVC hierarchical coding structure is implemented by
quadtree, as shown in Fig. 1. A quadtree is defined as a tree

Fig. 2. Traverse a complete quadtree for CU partitioning result. CU64, CU32,
CU16, and CU08 represent the optimal CU size ranging from a depth = 1 to a
depth = 4.

in which each node has exactly zero or four children. In other
words, every node is either a leaf or has four children. The num-
ber of nodes must meet the maximum, and all the leaves must
be in the same layer. Based on this definition, HEVC usually
uses root node and depth for describing a quadtree. The root
node of the quadtree is a square region called a coding tree unit
(CTU) with a size of 64 × 64 and a leaf node of a quadtree
partitioning is a CU. The quadtree allows recursive splitting of
each unit into four equally sized nodes, beginning with the CTU
and terminating when maximum tree depth is reached. Thus, a
complete quadtree has a CTU of size 64 × 64, a maximum tree
depth of four, and each CU may be as large as 64 × 64 or as
small as 8 × 8.

The encoder selects the optimal CU partitioning for the cur-
rent CTU by calculating the coding costs J of various CU sizes.
The cost function J is specified by

J = SSE + λ · B (1)

where B specifies the bit cost, SSE represents the difference
between two blocks with the same block size, and λ is the cost
computation Lambda value. For each CTU, the decision to split
the current CU is based on the minimum between the J value
of the current CU size and the summed J values of the resulting
four smaller CU sizes. A CU partitioning result is calculated by
a complete quadtree as shown in Fig. 2.

The flexible quadtree structure of HEVC provides a signifi-
cant improvement in coding gain. However, it causes a dramatic
increase in encoding complexity because the encoding process
needs to explore every single quadtree node size from 64 × 64
to 8 × 8. Each quadtree node tries all possible PU and TU sizes
to determine the best PU and TU partition. This exhaustive tree
node check results in an enormous increase in computational
complexity.

B. Motivations for Quadtree Degeneration

In HEVC the encoder calculates one CTU by traversing a
complete quadtree with root node size 64 × 64 and depth 4. In-
creasing video resolution increases the number of CTUs rapidly,
which leads to increased encoding complexity. The process of
quadtree degeneration reduces CU encoding time by omitting
some tree nodes.

As stated above, a quadtree is described by root node size
and tree depth. Thus a rough way to determine the relationship
between quadtree complexity and encoding time is to downsize
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TABLE I
ENCODING TIME SAVING (%) UNDER DIFFERENT QUADTREE STRUCTURES COMPARED

WITH HEVC QUADTREE WITH A DEPTH OF FOUR AND A CTU SIZE OF 64 × 64

Sequence Depth = 3 Depth = 2 Depth = 1

CTU CTU CTU CTU CTU CTU CTU CTU

64 × 64 32 × 32 64 × 64 32 × 32 16 × 16 64 × 64 32 × 32 16 × 16

Traffic 19.62 20.72 51.39 39.59 45.81 73.48 71.27 64.96
Cactus 16.98 18.34 31.88 27.18 43.31 69.34 67.49 62.63
Party Scene 20.17 23.01 35.25 37.91 39.55 74.62 71.99 68.24
Race Horses 23.59 29.74 32.26 38.14 44.45 76.90 70.84 66.98
Johnny 17.95 16.40 49.27 48.42 46.36 70.73 68.49 62.41
Slide Show 22.24 18.86 40.39 41.38 42.27 70.02 66.17 64.28
Average TS(%) 20.09 21.18 40.07 38.77 43.63 72.52 69.38 64.92

Fig. 3. CU distribution probability based on QP.

the root node and depth of a complete quadtree. Our experiment
compares various degenerated quadtree structures to the HEVC
complete quadtree structure. As illustrated in Table I, quadtree
complexity drops proportionally with decreasing depth. In ad-
dition to depth, CTU size is also related to quadtree complexity.
Table I shows not only that a simpler quadtree structure can
contribute to reduced encoding complexity but also that the en-
coder can improve time complexity by choosing a larger CTU
and shallower depth.

However, encoding accuracy drops severely when a quadtree
is too simple. Thus, for the encoder to save CU encoding time
while maintaining encoding accuracy, the quadtree degenera-
tion must be built with the provision that a low probability tree
node can be omitted, but others must be retained. However, both
internal and externSal encoder factors affect the final CU par-
titioning probability. Thus it is necessary to identify the factors
affecting CU distribution and then use these factors to ascer-
tain how to predict CU distribution to obtain the optimal CU
partitioning probability.

III. FACTORS AFFECTING CU DISTRIBUTION

A. CU Distribution Based on QP

First we test different types of videos to investigate general
CU distribution. The statistics are obtained in a common video
coding condition [29] recommended by JCT-VC. This configu-

ration leads to a non-uniform J by defining the cost computation
λ in (1) as

λ = α · Wk · 2
(Q P −1 2 )

3 (2)

where α and Wk are weighting factors related to different config-
urations. Thus for any specific configuration, λ is related to the
quantization parameter (QP). Indeed, the QP affects the optimal
CU partitioning by changing J . For example, Fig. 3 shows the
CU distribution probability of the encoded BQSquare sequence
and demonstrates that there is a high correlation between the QP
and the optimal CU partitioning. CU partitioning distribution in
a particular range occupies a greater percentage of the CU allo-
cation in the same sequence. In general, smaller QPs are highly
likely to be encoded by CUs of small sizes. In contrast, larger
CUs are much more likely to encode larger QPs. For a small
QP, a CU size of 64 × 64 has quite a low probability, while a
small CU size has a high probability. For example, CU sizes of
16 × 16 and 8 × 8 occupy 88.70% of the CU distribution when
QP = 17. In the range QP = 22 to QP = 42, the CU distribution
changes dramatically. The probabilities of CUs of size 64 × 64
and 32 × 32 rapidly increase, while the probability of a CU
size of 16 × 16 or 8 × 8 rapidly declines. The total number
of the CUs of sizes 64 × 64, 32 × 32 and 16 × 16 comprise
98.90% of the CU distribution when QP = 42. Therefore, it
can be inferred that QP is an important parameter in determin-
ing CU distribution. We can also estimate the CU distribution
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Fig. 4. CU distribution probability based on GOP.

Fig. 5. CU distribution probability based on scene content.

percentage for a specific QP. Thus, it is unnecessary to calcu-
late all quadtree nodes from CU64 to CU08 when determining
the optimal CU partitioning. Based on QP, encoders need to
traverse only the tree nodes with the greatest CU distribution
probabilities, and can skip tree nodes with low CU distribution
probabilities, as these low probability quadtree nodes are rarely
used and contribute little to promoting coding efficiency.

B. CU Distribution Based on GOP

The QP has a serious impact on CU distribution. However,
when encoding a video sequence, an HEVC encoder makes
use of a complex QP offset rather than a constant QP value.
The QP offset causes the encoder to use different QPs based
on the temporal layer. For different coding configurations, the
QP of each inter encoded picture is derived by adding an off-
set to the QP of the intra encoded picture (QPI), depending
on the temporal layer. For example, if a base QP is set to
the QPI for the first layer, the QP of the second layer QPL2
= QPI + 2, the QP of the third layer QPL3 = QPI + 3, and so
on. In HEVC, the QP offset hierarchy level is configured within
the group of pictures (GOP). This means the encoder sets a
series of QP values for each frame in a GOP, and each GOP
has the same QP configuration. It can be inferred that frames
in the same order in different GOPs may exhibit a similar CU
distribution. As an example, Fig. 4 demonstrates the CU dis-
tribution probability of the encoded FourPeople sequence with

QPI = 32 and QP offset = 3, 2, 3, 1. We observe that there is a
relationship between GOP structure and optimal CU partition-
ing. A CU size of 64 × 64 has the greatest probability in the
first three frames of a GOP. However, in the fourth frame, the
probability of a CU of size 64 × 64 drops severely and other
CU sizes’ probabilities simultaneously increase markedly. It
is noteworthy that almost all of the GOPs in this sequence
follow the above pattern. Because different frames have the
same, fixed QP offset in different GOPs, each GOP fixes
the picture order count (POC), and the same POC has the same
QP offset, there is a similar CU distribution in adjacent GOPs.
Therefore, we conclude that GOP structure affects CU distribu-
tion when a QP offset is present. Moreover, we find that the N th

frame and the (N + GOPSize)th frame have a similar CU dis-
tribution. We use this rule to predict CU distribution probability
and then omit low probability quadtree nodes.

C. CU Distribution Based on Scene Content

Another factor affecting CU distribution is scene content
change. A variety of factors may cause scene content change
including shot change, lens zoom, lens rotation, and motion oc-
clusion. A current frame may be different from the previous
frame due to the introduction of new objects. In other words,
the steady CU distribution probability related to QP and GOP is
broken. For example, Fig. 5 shows the CU distribution probabil-
ity for the encoded BasketballPass sequence. To eliminate the
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influence of a varying QP, we set the QP offset equal to zero. All
the frames are coded with QP = 32. If there were no scene con-
tent change, the CU distribution probability would not change
during the sequence. However, probability of a CU of size
64 × 64 drops below 10% and the probability of a CU of
size 8 × 8 increases to 20% in the 9th GOP. A typical scene
content change occurs in the 9th GOP and obviously affects the
CU distribution. In addition, Fig. 5 shows that the CU distri-
bution changes begin at the 51st frame; the previous CU distri-
bution probabilities show little change, as scene content does
not change much for 50 frames. However, the frame rate of this
sequence is equal to 50 fps. We believe that the interval of scene
content change is usually longer than one second. Therefore,
excluding the effect of the QP and GOP, CU distribution is not
invariable and varies due to scene content change. Updating CU
distribution is important in maintaining an accurate CU distribu-
tion probability. When updating the CU distribution probability,
the frame rate parameter must be considered for updating CU
distribution probability and determining when to compute a new
quadtree.

IV. PROPOSED QUADTREE PROBABILITY MECHANISM

Based on the factors affecting CU distribution probability
presented above, we propose a quadtree probability mechanism
for quadtree degeneration. Fig. 6 shows the flowchart for the
implementation of the quadtree probability mechanism in the
HEVC encoder. The encoder encodes the first GOP, then uses
its CU partitioning result to direct the encoding of later GOPs.
Frames in later GOPs degenerate the quadtree based on pre-
vious GOPs. The quadtree probability mechanism consists of
two key procedures. The first concerns the quadtree probabil-
ity model, which determines how to establish the probability
model and how to predict a new quadtree using the model. The
second is the quadtree probability update, which determines
how to recompute the probability model and how often to per-
form an update. The goal of our method is to achieve HEVC
encoding complexity reduction with negligible additional
computation.

A. Quadtree Probability Model

The quadtree probability model (QPM) uses an optimal CU
partitioning to establish a probability model. The key technique
proposes to use the N th optimal CU partitioning to predict the
(N + GOPSize)th quadtree. QPMs are designed to construct a
new quadtree for each frame. The QPM process uses two steps
to obtain the root node size and depth for constructing a new
quadtree.

Step 1. QPM establishing: First, a probability model is es-
tablished by computing the CU distribution probability for an
encoded GOP (this may be the first GOP). The QPM uses the
optimal CU partitioning acquired via a complete quadtree to es-
tablish the function Festa . Festa(CU,Frame|GOPcoded) rep-
resents the probability of each CU size for each frame in the

encoded GOP. Festa is defined as

Festa (CU,Frame |GOPcoded ) = Pij

=

⎡
⎢⎢⎣

P (CU64 , F rame1) · · · P (CU64 , F ramen )
...

. . .
...

P (CU08 , F rame1) · · · P (CU08 ,Framen )

⎤
⎥⎥⎦ (3)

where Pij is a two-dimensional matrix in which each element
is calculated as

P (CU,Frame) = P (CU |Frame)

= CU
/

CU64 + CU32 + CU16 + CU08 (4)

where is P an empirical frequency used to approximate the
corresponding conditional probability of a certain CU size in a
frame. Each CU size is determined based on a 4 × 4 pixel block.

Step 2. QPM Predicting: Second, QPM predicts a new
quadtree for the current, unencoded GOP. Another important
function, δij , is used to determine whether the nodes of the new
quadtree exist. δij contains only {0, 1} which means the state
of the node is {nonexistent, existent}

δij =

{
0, Pij < σ

1, Pij ≥ σ
(5)

where σ is an empirical value.
A new function, Fpred , similar in form to Festa , predicts the

new quadtree of each frame in the current GOP:

Fpred (CU,Frame |GOPcurrent ) = δij

=

⎡
⎢⎢⎣

δ (CU64 , F rame1) · · · δ (CU64 , F ramen )
...

. . .
...

δ (CU08 , F rame1) · · · δ (CU08 ,Framen )

⎤
⎥⎥⎦ (6)

A new quadtree is calculated for each frame when
δ(CU,Frame) = 1.

1) Root node is the maximum size of δ(CU,Frame)
leaf node is the minimum size of δ(CU,Frame)

2) Depth is log2(Root node) − log2(leaf node) + 1, node
= {64, 32, 16, 8}

As shown in Fig. 6, the proposed method uses a complete
quadtree,δij , to encode the first GOP. After the quadtree prob-
ability model process runs, the encoder obtains a degenerated
quadtree δij . δij is used to encode later GOPs. The root node
or depth of the new quadtree is less than or equal to that of
the complete quadtree, which means the encoder can obtain an
approximate optimal CU partitioning result without searching
all the CU sizes.

B. Quadtree Probability Update

Quadtree probability update (QPU) is designed to address
the problem that scene content change leads to inaccuracy in
the probability model. First, the key to guaranteeing coding ef-
ficiency is to determine how often to perform a QPU. Overly
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Fig. 6. Flowchart of the proposed quadtree probability mechanism.

frequent updating introduces unnecessary computational com-
plexity, but updating too infrequently causes QPM inaccuracy.
Second, the QPU process defines how to recompute Festa for
the current GOP. Once the encoder performs the QPM process,
the new Fn

esta replaces the Fn−1
esta or constructing the quadtrees

of later GOPs.
1) Update Depends on Frame Rate: To balance coding effi-

ciency, QPU is performed based on the frame rate parameter of
each sequence. The frame rate parameter determines the number
of frames per second. The number of GOPs within one second
is given by N as

N = GOPSize · floor
(

FrameRate
GOPSize

)
. (7)

The QPU period T is defined as

T =

{
floor

(
N
2

)
, GOPSize < FrameRate

GOPSize, GOPSize ≥ FrameRate.
(8)

T is the frame interval between updates. When GOPSize is
small, T is a multiple of GOPSize that is close to the frame rate.
When GOPSize is large, T is equal to GOPSize and frame rate
is immaterial. The GOPSize setting impacts the performance of
QPU because the larger GOPSize is, the less frequently Festa

updates.
2) Update Depends on Fn−1

esta : Although the frame rate period
determines the frame where update occurs, if the current Fn

esta

and the previous one, Fn−1
esta have the same CU distribution, it is

unnecessary to update Fn
esta . If Fn

esta and Fn−1
esta have different

CU distribution probabilities, then QPU must make use of Fn−1
esta .

Hence, Fn
esta is updated in the QPU according to

Fn
esta =

{
Fn−1

esta , Z (Fn
esta) = Z

(
Fn−1

esta

)

ρ · Fn−1
esta + (1 − ρ) · Fn

esta , Z (Fn
esta) �= Z

(
Fn−1

esta

)
(9)

where Z represents the number and positions of the “0” elements
in matrix F . ρ is an equilibrium factor used for adjusting the
performance of QPU and is in [0, 1]. Next, the encoder uses (5)
and (6) to obtain a new Fpred .

As shown in Fig. 6, whether the encoder performs QPU is
determined by T . After update, the encoder obtains a new de-
generated quadtree δij . This δij is used to encode later frames.
QPU is needed in video coding not only to maintain the accuracy
of the probability model but also to avoid propagating errors to
later GOPs.

In summary, the QPM avoids traversing a complete quadtree
by constructing a new quadtree for encoding later frames. QPU
maintains the accuracy of the new quadtree while limiting in-
crease in computational complexity as much as possible.

V. PERFORMANCE ASSESSMENTS

A. General Experimental Configuration

To evaluate the coding effectiveness of the proposed quadtree
probability mechanism, we make experiments with respect to
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TABLE II
TEST SEQUENCES

Class Size Sequence Frame Rate

Class A 2560 × 1600 Traffic, PeopleOnStreet 30fps, 30fps
Class B 1920 × 1080 ParkScene, Cactus 24fps, 50fps
Class C 832 × 480 RaceHorses, BQMall, Basketbal Drill 30fps, 60fps, 50fps
Class D 416 × 240 Rac Horses, BQSquare, BasketballPass 30fps, 60fps, 50fps
Class E 1280 × 720 FourPeople, Johnny 60fps, 60fps
Class F – ChinaSpeed, SlideShow 30fps, 20fps

TABLE III
GENERAL EXPERIMENTAL CONFIGURATION

PC Configuration

CPU Intel Core i7
Memory 8 GB

CU Definition

Max CTU 64 × 64
Min CTU 16 × 16
Max Partition Depth 4
Min Partition Depth 1

Parameter Setting

σ in (5) 0.15
ρ in (9) 0.25

HEVC test model version 15.0 and sequences of various resolu-
tions from 2560 × 1600 to 416 × 240, as shown in Table II. The
encoder configures all the sequences according to the common
test conditions of HEVC standardization. Table III shows other
experimental design details. For the experiments, HM15.0 sets
an anchor by using a completed quadtree.

Performance is measured by distortion and rate for a variety
of conditions. The Bjøntegaard delta peak signal-to noise ratio
(BDPSNR) and the Bjøntegaard delta bit rate (BDBR) [30] are
used to evaluate the performance of the proposed method. All
the experiments calculate encoding time-savings according to
the following equation:

TS (%) =
Enc.time (Anchor) − Enc.time (Prop)

Enc.time (Anchor)
× 100.

(10)

B. Coding Performance Assessment

For evaluation of lossy coding, the experiment has three possi-
bilities: the all intra (AI) condition, the low delay (LD) condition
and the random access (RA) condition. For all of the conditions,
the first frame is encoded by a complete quadtree, and QPI is set
to 22, 27, 32 and 37. Specifically, for AI the GOP Size is equal
to 1 and there is no QP offset. For RA, due to the Intra Period,
all I frames use the complete quadtree to guarantee the quality
of reconstruction. Table IV gives the specific configurations for
LD and RA.

Table V and Table VI show the experimental results for the
proposed quadtree probability mechanism. As shown in Table V,
under the AI condition the proposed method reduces encoding
time by 20.24% with a 0.06 dB BDPSNR drop and 0.63%

TABLE IV
ENCODER CONFIGURATION

LD RA

GOP Size 4 8
POC 1, 2, 3, 4 8, 4, 2, 1, 3, 6, 5, 7
QP offset 3, 2, 3, 1 1, 2, 3, 4, 4,3,4,4

TABLE V
PERFORMANCE OF PROPOSED MECHANISM

COMPARED WITH HM15.0 UNDER AI

Class Proposed method under AI condition

BDPSNR (dB) BDBR (%) TS (%)

Class A −0.01 0.33 14.92
Class B −0.03 0.78 21.44
Class C −0.07 0.84 23.85
Class D −0.02 0.31 15.12
Class E −0.01 0.20 11.31
Class F −0.19 1.30 34.78
Average −0.06 0.63 20.24

TABLE VI
PERFORMANCE OF PROPOSED MECHANISM COMPARED

WITH HM15.0 UNDER LD AND RA

Class Proposed method under LD condition Proposed method under RA condition

BDPSNR (dB) BDBR (%) TS (%) BDPSNR (dB) BDBR (%) TS (%)

Class A – – – −0.02 0.94 26.47
Class B −0.03 1.07 27.89 −0.03 0.76 24.29
Class C −0.08 1.44 28.61 −0.06 1.31 29.88
Class D −0.05 1.02 23.01 −0.04 1.08 19.03
Class E −0.01 0.75 32.99 – – –
Class F −0.04 1.28 25.27 −0.03 1.10 21.45
Average −0.04 1.11 27.55 −0.04 1.04 24.22

BDBR increase. Because there is a single frame in any GOP,
then Festa and Fpred have a single column vector. The quadtree
of each frame imitates its previous frame. Without a QP offset,
CU distribution under the AI condition is related to the fixed
QPI value and scene content.

In most cases, the LD condition applies to real-time com-
munication, while the RA condition applies to video playback
and stream splicing. According to Table VI, when compared to
HM15.0 LD conditions, the proposed method yields a 27.55%
average reduction in total encoding time with an average BDBR
gain of 1.11% and a 0.04 dB BDPSNR loss. Under the RA
condition, the proposed method achieves a 24.22% reduction
in total encoding time with a 1.04% BDBR gain and 0.04 dB
BDPSNR loss. The greatest improvement in encoding time oc-
curs for Class E under LD. For the Class E test sequences,
the proposed method saves on total encoding time with neg-
ligible loss in BDPSNR. This indicates that Class E has vast
background regions that exhibit little motion. Even if Class E
performs the most complex quadtree, the probabilities of CUs
of size 16 × 16 and 8 × 8 are quite small. Therefore, using
a new quadtree without CUs of size 16 × 16 or 8 × 8 as
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Fig. 7. Assessment for the number of operations.

the anchor for the frame can achieve high coding performance
while markedly reducing encoding time. The proposed method
can achieve considerable efficiency improvement and precise
quadtree prediction.

The complexity can be assessed with respect to the number
of operations per frame as shown in Fig. 7. Compared with
HM15.0, our proposed method achieves an average reduction in
number of operations of 35.57%. The proposed method achieves
greater reductions in number of operations as video resolution
increases. Moreover, a small or large QP (we assume a medium
QP to be 32) provides a greater reduction in operations.

The efficiency of optimal CU partitioning is defined as the
probability of obtaining the optimal CUs by performing a
quadtree node once. For the anchor, the CU partition time is
a constant determined by the number of nodes in the complete
quadtree. The optimal CU must be of CU size CU64, CU32,
CU16 or CU08, so the efficiency of the anchor is 0.25. For the
proposed method, the number of quadtree nodes is less than or
equal to those of the anchor. Therefore, the proposed method
obtains the optimal CU by performing fewer quadtree nodes. In
most instances, the efficiency of the proposed method is better
than 0.25. Occasionally, the omission of some low probability
nodes by the proposed method prevents it from obtaining the
optimal CU partitioning result. This deviation is reflected by
the BDPSNR drop and BDBR increase. However, the deviation
affects the coding efficiency only slightly, which we consider as
a fair trade for the coding complexity reduction.

In addition, the proposed method achieves a better coding per-
formance compared to other, similar fast quadtree algorithms.
Based on (10), the anchor is set to the same low complexity
quadtree used by the methods of [22] and [28]. Table VII com-
pares the coding performance of these two methods to the pro-
posed method’s results. Compared with the reference methods,
the proposed method maintains a good quality reconstructed
picture, the PSNR increases at most 0.15 dB, and the bit rate
drops at most 1.97%, maintaining the HEVC high compression
advantage. Most importantly, the proposed method further re-
duces encoding time an average of 8.67% and 6.09%, compared,
respectively to method [22] and method [28]. These results show
that the proposed method is more efficient than simply optimiz-
ing either the tree root node or the tree depth. Generally, the

TABLE VII
PERFORMANCE OF PROPOSED MECHANISM COMPARED

WITH SIMILAR METHODS UNDER LD

Class Compared with the method in [22] Compared with the method in [28]

BDPSNR (dB) BDBR (%) TS (%) BDPSNR (dB) BDBR (%) TS (%)

Class A 0.12 −1.04 4.50 0.01 −0.03 2.41
Class B 0.02 −1.78 9.72 −0.01 0.09 9.82
Class C −0.03 0.55 14.69 −0.02 0.18 14.09
Class D 0.01 0.02 10.02 0.01 0.06 4.18
Class E 0.15 −1.29 7.75 0.02 −0.05 3.92
Class F 0.12 −1.97 5.36 0.01 −0.04 2.11
Average 0.07 −0.92 8.67 0.00 0.04 6.09

TABLE VIII
PERFORMANCE OF PROPOSED MECHANISM COMPARED WITH HM15.0 FOR

VISUALLY LOSSLESS CODING AND LOSSLESS CODING UNDER LD

Class Proposed method for visually Proposed method for
lossless coding lossless coding

BDPSNR (dB) BDBR (%) TS (%) Bit-rate Increase
(%)

TS (%)

Class B −0.01 0.23 48.79 0.21 48.66
Class C −0.03 0.89 36.45 0.44 38.47
Class D −0.02 0.80 23.00 0.37 30.31
Class E −0.01 0.41 43.98 0.13 47.79
Class F −0.03 1.02 47.02 0.79 50.25
Average −0.02 0.67 39.85 0.39 43.10

proposed method achieves significant encoding time reduction
with negligible BDBR loss in comparison to the HM15.0 and
the state of the art low complexity quadtree methods.

Another experiment is designed to evaluate the performance
of the proposed method for lossless coding and visually lossless
coding. For the visually lossless condition, the QP is set to 0, 4,
8 and 12. For the lossless condition, QP is set to 0. The specific
configuration is sourced from [31]. Visually lossless or loss-
less compression is desirable for many professional applications
such as medical imaging, surveillance, and archiving. Table VIII
presents the coding performance of the proposed method in com-
parison to HM15.0 for the visually lossless and lossless condi-
tions. Average encoding time-savings of 39.85% and 43.10%,
respectively, are achieved, while maintaining a good RD per-
formance. Additionally, the proposed method achieves better
encoding complexity reductions for visually lossless and loss-
less coding than for lossy coding because, with small QPs, low
probability CU sizes (CU64 and CU32) occupy almost none of
the optimal CU distribution, making the new quadtree simpler.
Therefore, the proposed method provides a great approach to
complexity reduction for high quality video coding.

This paper also investigates the CU partitioning results and
object assessment of the proposed quadtree mechanism. The
CU partitioning results for the Johnny sequence are shown in
Fig. 8. The proposed method chooses not to perform an 8 × 8
CU size, due to the large number of still and flat background
blocks. Hence, the proposed method may lose some details in
lossy coding. However, it can be observed that, although CU
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Fig. 8. Object assessment between different CU partitioning results.

partitioning results in proposed method do not contain a CU
of size 8 × 8 in the facial area, the reconstructed picture has
little object difference compared to the HEVC method. This is
because the QP has a greater impact on quality degeneration than
does partitioning the CU without a CU of size 8 × 8. With the
lossy coding QP, the details are missing regardless of whether
the encoder performs a CU of size 8 × 8. The proposed method
uses a simpler quadtree to achieve a similar CU partitioning
result.

Generally speaking, the quadtree probability mechanism suc-
cessfully reduces CU encoding complexity by degenerating the
quadtree for each frame, reducing computing complexity and
memory usage and making the method appropriate for common
applications.

VI. CONCLUSION

Factors such as QP, GOP and scene content change greatly
affect CU partitioning. Our research emphasizes the importance
of degenerating the quadtree by both root node and depth. To
maintain compression performance, quadtree degeneration con-
siders QP, GOP and scene content change. Successful quadtree
degeneration provides an effective fast CU encoding scheme
without adding computing complexity, further validating the
universality of low complexity algorithms.

In this paper, a quadtree probability mechanism is proposed
for quadtree degeneration. We examine CU distribution to ad-
dress the high computational complexity caused by the traver-
sal of the complete quadtree in HEVC, and propose a quadtree
probability mechanism for optimizing quadtree degeneration.
We show that CU distribution is related to encoder parameters
and changes in scene content. Based on this discovery, the QPM
and QPU are designed to create a new quadtree model and up-
date it. The QPM and QPU of the proposed method together
provide better performance compared to HM15.0 and state of
the art fast CU size decision algorithms. The experimental re-
sults show that the proposed quadtree probability mechanism
achieves 24% encoding time reduction on average for lossy cod-
ing and an average 42% encoding time reduction for (visually)
lossless coding. Compared with HM15.0, the average number
of operations is reduced 36%. Compared to other advanced fast
CU size decision algorithms, the proposed method also achieves

an 8% encoding time reduction. The proposed quadtree prob-
ability mechanism prunes the original quadtree, avoiding low
probability CU traversal, reduces unnecessary encoding time
and achieves similar compression performance to the original
tree. Fundamentally, the proposed quadtree probability mecha-
nism efficiently improves the performance of HEVC real-time
encoding and can be combined with other fast video coding
techniques to accelerate encoding speed. Additionally, we be-
lieve the proposed quadtree probability mechanism can be used
for various applications with limited computational resources.
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