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Text-guided Eyeglasses Manipulation with Spatial
Constraints

Jiacheng Wang, Ping Liu*, Jingen Liu, Wei Xu*

Abstract—Virtual try-on of eyeglasses involves placing eye-
glasses of different shapes and styles onto a face image without
physically trying them on. While existing methods have shown
impressive results, the variety of eyeglasses styles is limited
and the interactions are not always intuitive or efficient. To
address these limitations, we propose GlassesCLIP, a text-guided
eyeglasses manipulation method with spatial constraints, which
allows for control of the eyeglasses shape and style based on
a binary mask and text, respectively. Specifically, we introduce
a mask encoder to extract mask conditions and a modulation
module that enables simultaneous injection of text and mask
conditions. This design allows for fine-grained control of the
eyeglasses’ appearance based on both textual descriptions and
spatial constraints. Our approach includes a disentangled map-
per and a decoupling strategy that preserves irrelevant areas,
resulting in better local editing. We employ a two-stage training
scheme to handle the different convergence speeds of the various
modality conditions, successfully controlling both the shape
and style of eyeglasses. Extensive comparison experiments and
ablation analyses demonstrate the effectiveness of our approach
in achieving diverse eyeglasses styles while preserving irrelevant
areas.

Index Terms—Eyeglasses virtual try-on, Text-guided face at-
tributes manipulation, Generative adversarial network.

I. INTRODUCTION

V IRTUAL try-on technology allows individuals to virtu-
ally add fashion items to their personal images, facili-

tating the assessment of suitability and appeal. Specifically,
virtual try-on for eyeglasses enables users to experiment with
a variety of styles without physical presence, e.g., sunglasses,
metal glasses, and eyeglasses of different colors. This approach
is highly efficient and convenient, as it eliminates the need
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for individuals to physically try on numerous eyeglasses to
determine the appropriate style and shape. Moreover, virtual
try-on technology for eyeglasses has gained popularity due
to the emergence of short videos, as it enables users to
apply various styles to recorded videos for enhanced visual
effects, commonly referred to as “eyeglasses special effects”
in different applications.

Several approaches have been proposed to improve eye-
glasses virtual try-on technology [1]–[8]. These approaches
can be broadly classified into two categories: 3D-based and
2D-based methods. 3D-based methods [1]–[5] employ 3D
eyeglasses models to align the eyeglasses with the face. In
contrast, 2D-based methods [6]–[10] directly edit input images
using generative adversarial networks (GANs) [11] to produce
the desired eyeglasses, which generally rely on the learned
latent space to perform eyeglasses manipulation. However,
a limitation of these methods is that the introduction of
new eyeglasses styles (e.g., sunglasses, metal glasses, and
eyeglasses of different colors) typically requires either building
new 3D eyeglasses models [1], [2] for 3D-based methods or
recalculation of editing directions in the latent space [7], [8]
for 2D-based methods. This can be inefficient and inconvenient
to scale.

One alternative solution to this issue is to leverage text input
as a means of conveniently scaling diverse eyeglasses styles.
Vision-Language models, such as Contrastive Language-Image
Pre-training (CLIP) [12], have enabled various methods for
arbitrary text-guided image manipulation [13]–[20]. StyleCLIP
[13], in particular, is a pioneering work in this area, leveraging
the powerful text-to-image alignment capabilities of CLIP to
manipulate original images based on text descriptions. Subse-
quently, many methods [14]–[20] have improved StyleCLIP to
achieve better image editing results. However, these methods
are primarily designed for general face manipulation and are
rarely used for diverse eyeglasses manipulation. To ensure an
intuitive and convenient eyeglasses virtual try-on process, it is
imperative to conduct further research on controlling eyeglass
styles through text prompts.

As we directly applying these methods to eyeglass manipu-
lation tasks, they suffers from several drawbacks, as illustrated
by some results from StyleCLIP [13] shown in Fig. 1 (refer
to Fig. 5 for more comparisons). Firstly, it can be difficult
to express the degree of editing precisely, particularly for the
spatial configuration (e.g., sizes, shapes) of eyeglasses, which
is critical for eyeglasses virtual try-on. For instance, using
the same text prompt of “big glasses” may produce different
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Fig. 1. Issues existing on text-guided virtual try-on for eyeglasses. The first
row depicts that eyeglasses in the editing results are of different sizes based
on the same text prompt of “big glasses”. The second row shows an entangled
phenomenon that irrelevant areas are significantly modified, especially in the
cloth region.

editing results with eyeglasses of varying sizes, indicating
an ambiguity challenge that size words such as “small”,
“medium”, and “large” may not be consistent with the absolute
pixel sizes of items in images [21]. Secondly, modifying the
eyeglasses region conditioned on text prompts often leads to
noticeable changes in unrelated areas, such as the clothing
region, which is a common entangled phenomenon in many
existing methods [13]–[15]. In this manner, it can be challeng-
ing to succinctly modify specific areas to accommodate the
given condition while maintaining the consistency of unrelated
regions, which requires specific design.

To address the ambiguity challenge and disentanglement
challenge, we propose GlassesCLIP, a text-guided eyeglass
manipulation method with spatial constraints. Inspired by
HairCLIP [22], we harness the remarkable expression ca-
pacity of textual descriptions to manipulate diverse styles
of eyeglasses using a single model. However, different from
HairCLIP, our approach integrates spatial constraints through
the use of eyeglasses masks to handle the ambiguity challenge.
Specifically, the mask is automatically generated by an off-
the-shelf face parser on the FFHQ [23] and CelebA-HQ [24]
datasets, which are then used to construct aligned data pairs
based on the original face pose. To address the disentangle-
ment challenge, we view the editing process as a two-step
procedure, with one step concentrating on concisely altering
eyeglasses and the other on maintaining the consistency of un-
related areas. As a result, we specifically design the following
components and training strategy to solve the eyeglass editing
challenges.

Firstly, we introduce a mask encoder comprising multiple
convolutional blocks to extract mask conditions, which are
then employed to control the spatial configuration of eye-
glasses for more precise manipulation. Simultaneously, we
design a modulation module to allow for the simultaneous
injection of text and mask conditions. Utilizing the binary
eyeglasses mask and straightforward text prompts, we can
effortlessly regulate the shape and style of eyeglasses within
a single model.

Secondly, to address the entangled issue, we propose
GlassMapper, which consists of an editing mapper and a

disentangled mapper to enable more distinct and disentangled
editing directions. The editing mapper is responsible for con-
trolling the eyeglasses style, while the disentangled mapper
preserves irrelevant areas. We achieve this by employing
a simple yet effective decoupling strategy, which involves
truncating the gradient flow from the disentangled mapper to
the editing mapper.

Thirdly, we adopt a two-stage training scheme to address
the varying convergence speeds of different modalities. This
enables us to sequentially equip the GlassMapper with the
ability to modify eyeglasses, resulting in a stable training
process. After completing the two-stage training, we can
simultaneously manipulate the style and shape of eyeglasses
based on different modality conditions.

In summary, our contributions are as follows:
• We propose GlassesCLIP, a text-guided eyeglasses ma-

nipulation method with spatial constraints, to achieve
diverse and flexible eyeglasses virtual try-on. Our method
controls eyeglasses shape and style based on a simple
binary eyeglasses mask and text description, respectively.
This approach accommodates a wide range of eyeglasses
shapes and common styles within a single model, offering
a more convenient and intuitive mode of interaction.

• To support multiple modalities of information in a single
model, we propose a new modulation module that com-
bines the binary eyeglasses mask and natural language
descriptions. Furthermore, we employ a two-stage train-
ing scheme to stabilize the training process, sequentially
equipping our method with the ability to modify eye-
glasses.

• To better preserve irrelevant areas, we introduce a disen-
tangled mapper and a simple decoupling strategy, result-
ing in better local editing. This allows for more accurate
and precise control over the eyeglasses style and shape,
while also maintaining the integrity of the surrounding
areas in the image.

• Extensive quantitative and qualitative experiments on the
CelebA-HQ dataset [24] are conducted to demonstrate the
superiority of our approach. On average, we outperform
the state of the arts [14] by 6.28%, 12.89%, and 3.32%
on Structure Similarity Index Measure (SSIM) [25], Peak
Signal to Noise Ratio (PSNR) [26], and Identity Discrep-
ancy Scores (IDS), respectively.

II. RELATED WORK

A. Eyeglasses Virtual Try-on

The goal of eyeglasses virtual try-on is to add eyeglasses
with a specific style to the face of an image or video,
which is opposite to eyeglasses removal [27], [28]. This can
be accomplished through two main categories of methods:
3D-based eyeglasses virtual try-on and 2D-based eyeglasses
virtual try-on. 3D-based eyeglasses virtual try-on methods [1]–
[5] typically add eyeglasses to a face image by aligning the
3D models of eyeglasses and face. For example, Milanova et
al. [1] proposed a markerless eyeglasses virtual try-on system
that overlays the 3D eyeglasses model over the face image
according to the estimated head pose. Similarly, Feng et al. [2]
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Fig. 2. An overview of GlassesCLIP. Our approach takes the source latent code ws, mask embedding em, and text embedding et as input through a StyleGAN
inversion encoder, mask encoder, and CLIP text encoder, respectively. Later, the GlassMapper predict an editing latent code wedit and a decoupling editing
latent code wde, which are then applied to the StyleGAN generator to generate the editing image Iedit and the decoupling editing image Ide. Specifically, Iedit
achieves the desired manipulation but unavoidably suffers significant modification in unrelated regions. In contrast, Ide inherits the impressive manipulation
capability while preserving irrelevant areas well. The details of GlassMapper are provided in Section III-A.

achieved 3D eyeglasses virtual try-on by combining 3D face
reconstruction and pose estimation techniques. While there are
many real-time eyeglasses virtual try-on systems based on 3D
models, each change of eyeglasses style requires a new 3D
eyeglasses model, which can be difficult to collect and scale.

2D-based eyeglasses virtual try-on methods [6]–[10] di-
rectly edit the given images to obtain the desired eyeglasses.
Some methods [7]–[9] use pre-trained GANs, specifically
StyleGAN [23], [29], and learn an editing direction in their
latent space to control the generated eyeglasses style. Others
[6], [10] mainly train an encoder and a generator from scratch,
where the encoder extracts the latent representation of the orig-
inal image and the generator achieves arbitrary eyeglasses style
manipulation based on different attribute constraints. However,
the variations of generated eyeglasses in these methods are
limited, e.g., only black plastic eyeglasses or sunglasses can
be added in most cases. To handle this limitation, a concurrent
work GlassGAN [30] focuses on multi-style eyeglasses virtual
try-on using pre-trained StyleGAN [23], [29]. They explore the
editing directions targeted toward eyeglasses in an unsuper-
vised setting, i.e., solving an eigen-problem. However, they
need to subjectively assign human-interpretable attributes to
the explored editing directions, such as size, position, square-
ness, roundness, cat-eye appearance, and thickness, which
are limited to express the spatial consistency of generated
eyeglasses.

B. Text-guided Image Manipulation

With the development of generative models, there has been
a significant amount of research on facial image synthesis
and manipulation. The objective of facial image synthesis is
to produce realistic and high-fidelity portraits. Unconditional

methods [23], [29] emphasize the diversity and quality of the
resulting images, whereas conditional methods [31]–[37] pri-
oritize the ability to control the generated images by utilizing
textual descriptions [31], [32], sketches [33]–[35], or semantic
maps [36], [37]. Moreover, facial image manipulation [38]–
[42] endeavors to alter facial attributes in accordance with
user predilections, including images [40], [42], sketches [38],
and textual descriptions [39].

In pursuit of a more convenient and intuitive means of
manipulation interaction, text-guided image manipulation aims
to modify source images according to simple text descrip-
tions, while preserving irrelevant areas. With the powerful
capabilities of CLIP [12], StyleCLIP [13] proposed a CLIP
loss to make the editing results consistent with the given
text. Later, to better preserve irrelevant areas and learn a
more disentangled editing direction, several works [14], [16]
proposed disentangled loss functions, and [17] learned an
attention mask to limit editing areas. Given that the original
CLIP loss proposed in StyleCLIP is vulnerable to adversarial
samples, [15], [19], [20] modified the CLIP loss using data
augmentation or contrastive learning to improve robustness.

Several works [18], [31], [43], [44] achieved arbitrary text-
guided image manipulation without inference-time optimiza-
tion or restricting to single attribute editing. Specifically, [18],
[31], [43] focused on bridging the latent space of StyleGAN
[23], [29] and CLIP [12], while [44] injected text conditions
into an attention decoder to obtain corresponding editing
directions. With the development of diffusion models, several
works [45]–[47] combined CLIP with diffusion models [48]–
[50] to handle the limitations of GAN inversion [45] and
extend the image manipulation domain [46], [47]. HairCLIP
[22] is another recent work that focuses on the diversity of
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Fig. 3. The architecture of GlassMapper. a) GlassMapper is composed of an editing mapper and a disentangled mapper, each of which is divided into three
sub-mappers. b) Each sub-mapper consists of 5 blocks, which are stacked with a fully connected layer, a modulation module, and a leaky ReLU activation
layer. c) The modulation module is responsible for modulating the input x ∈ R512 based on the mask condition em ∈ R512 and text condition et ∈ R512.

specific attributes, specifically hair attributes, which achieves
control of 44 hairstyles and 12 hair colors simultaneously.

In this study, we employ straightforward textual cues to
control the eyeglasses style for a more user-friendly and intu-
itive interface. Furthermore, to precisely regulate the spatial
configuration of the eyeglasses without introducing undue
intricacy, we suggest the implementation of a binary eyeglasses
mask as a spatial constraint.

III. METHOD

Firstly, in Section III-A, we will provide a detailed descrip-
tion of our GlassesCLIP, including the conditional information
encoder, the GlassMapper, and the decoupling strategy. Section
III-B will contain a thorough examination of the loss functions
implemented during the training process. Finally, in Section
III-C, we will present the two-stage training scheme and its
corresponding objective functions.

A. Framework

Like previous works such as StyleCLIP [13] and HairCLIP
[22], our work utilizes a pre-trained StyleGAN to generate
high-quality face images. As the W+ space has good semantic
decoupling properties, we leverage it to learn a GlassMapper
that predicts editing directions to control the shape and style of
eyeglasses, given the text prompt and automatically generated
mask.

As shown in Fig. 2, we start by obtaining the source latent
code ws ∈ W+, the mask embedding em, and the text
embedding et through a StyleGAN inversion model, a mask
encoder, and a CLIP text encoder, respectively, given a real
image Isrc, a eyeglasses mask m, and a text description t.

The obtained embeddings of different modalities are then
sent to the GlassMapper, which consists of an editing mapper
and a disentangled mapper. The editing mapper predicts an
editing direction ∆we based on em and et while the disen-
tangled mapper predicts a more decoupling editing direction
∆wde based on et, given the calculated editing direction ∆we.

Finally, the editing latent code wedit = ws +∆we and the
decoupling editing latent code wde = wedit + ∆wde are fed
into StyleGAN to generate the editing image Iedit and the

decoupling editing image Ide. Specifically, Iedit successfully
achieves the desired manipulation but unavoidably suffers
significant modification in unrelated regions. In contrast, Ide
inherits the impressive manipulation capability of Iedit while
preserving irrelevant areas to the greatest extent possible.

Conditional Information Encoder: For text descriptions,
a pre-trained CLIP [12] text encoder is used to extract an
expressive text embedding et ∈ R512. However, for eyeglasses
masks, there is no pre-trained eyeglasses mask encoder avail-
able. Therefore, a convolutional neural network, similar to
that used in MaskGAN [51], is employed to extract mask
conditions. The mask encoder consists of 5 convolutional
blocks, each comprising a convolutional layer, an instance
normalization layer, and a ReLU activation layer. Given an
eyeglasses mask, the mask encoder extracts the corresponding
mask embedding em ∈ R512. These mask and text embeddings
are then used to condition the GlassMapper and control the
shape and style of eyeglasses in the manipulated image Iedit
and decoupling editing image Ide.

GlassMapper Architecture: In Fig. 3(a), we can see that
GlassMapper consists of two distinct mappers: an editing
mapper and a disentangled mapper. The editing mapper is
specifically designed to manipulate the shape and style of
eyeglasses, while the disentangled mapper is responsible for
preserving areas that are not relevant to the eyeglasses.

Studies [13], [32] have demonstrated that different layers
of StyleGAN control different levels of semantic information
in the generated image. For instance, shallow layers control
coarse-grained information like head pose and facial expres-
sions, while deep layers control fine-grained information like
color and micro details. Therefore, we divide the GlassMapper
into three sub-mappers, namely Mc, Mm, and Mf , each
controlling different semantic levels in the generated image.
Mc and Mm are responsible for controlling coarse-grained
information like eyeglasses shape, while Mf controls fine-
grained information such as eyeglasses color. In accordance
with this, we split the source latent code ws into three
parts: wc, wm, and wf , which represent different semantic
information.

The editing mapper is purposefully engineered to manipu-
late the eyeglasses, without being tasked with preserving the ir-
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relevant areas. Each sub-mapper of the editing mapper consists
of 5 blocks, and each block consists of a fully connected layer,
a modulation module, and a leaky relu activation layer, as
shown in Fig. 3(b). Since we want to control eyeglasses shape
based on the mask, we inject the mask conditions into Mc

and Mm. On the other hand, we use text to control eyeglasses
style, which involves fine-grained information like eyeglasses
color, so we inject text conditions into all sub-glasses mappers.
Therefore, the editing mapper can be expressed as:

M (ws, et, em)

= (Mc (wc, et, em) ,Mm (wm, et, em) ,Mf (wf , et)) .
(1)

Disentangled mapper is similar to the editing mapper but
with two differences: 1) The number of blocks is set to 2,
less than the editing mapper, according to a simpler goal that
reduces the modification in the irrelevant areas; 2) Considering
that large modifications in the irrelevant areas are always
accompanied by the change of eyeglasses style, we only keep
the text branch in the modulation module, ensuring the ca-
pability of dealing with different text descriptions. Therefore,
the disentangled mapper can be expressed as:

M (∆w, et)

= (Mc (∆wc, et) ,Mm (∆wm, et) ,Mf (∆wf , et)) .
(2)

To incorporate both text conditions and mask conditions
into Mc and Mm, we modify the original modulation module
by introducing a mask branch and a text branch to calculate
corresponding scale and bias parameters αm, βm, αt, and
βt, as shown in Fig. 3(c). These parameters are then fused
using a weight γ to obtain the final scale parameter α and
bias parameter β. Finally, the input x is modulated using α
and β as follows:

α = (1− γ) ∗αm + γ ∗αt,

β = (1− γ) ∗ βm + γ ∗ βt,

x′ = (1 +α)
x− µx

σx
+ β,

(3)

where µx and σx denote the mean and standard deviation of
x, respectively.

Simple Decoupling Strategy: Generating eyeglasses with
diverse shapes and styles while preserving irrelevant regions
presents a significant challenge. Our experimental observations
suggest that this objective may compromise the diversity and
realism of the generated eyeglasses. To address this issue, we
propose a simple yet effective decoupling strategy comprising
two operations: 1) We truncate the gradient flow from the dis-
entangled mapper to the editing mapper, thereby liberating the
editing mapper from the responsibility of preserving unrelated
areas; 2) Based on the outcomes of the editing mapper, we then
use the source image as a reference to minimize alterations in
unrelated areas while simultaneously preserving the eyeglasses
region. In summary, with the decoupling strategy, the editing
mapper mainly focuses on controlling the eyeglasses style
while the disentangled mapper mainly focuses on preserving
the irrelevant areas, without affecting each other.

B. Loss Function

In order to meet our objective of controlling the shape and
style of eyeglasses in the manipulated image based on mask
and text conditions, while preserving the irrelevant areas, we
have devised several loss functions. The details are explained
below.

Shape Consistency Loss: We propose a shape consistency
loss that utilizes a face parser network [51] to guide our model
in generating eyeglasses that are consistent with the given
mask. Specifically, we first obtain the segmentation label Ssrc

of the source image Isrc using the face parser network P .
Next, we combine Ssrc and the eyeglasses mask m to create
the target segmentation label Star, which classifies pixels in
the mask region as eyeglasses (excluding the eyes category)
while leaving the others unchanged. The combination is de-
fined as follows:

(Star)ij =

{
Nglasses, if mij = 1& (Ssrc)ij ̸= Neyes

(Ssrc)ij , otherwise,
(4)

where Nglasses and Neyes denote the category number of
eyeglasses and eyes, respectively.

To ensure that the generated eyeglasses have the desired
shape conditioned on m, we then minimize the cross-entropy
loss between Star and the predicted probability of the manip-
ulated image Iedit. The shape consistency loss is defined as
follows:

Lsc = CE (P (Iedit) , Star) , (5)

where CE is cross-entropy loss.
Classification Loss: To avoid the undesirable phenomenon

where GlassMapper relies on shortcuts that inconspicuous and
mutilated eyeglasses may match the given mask and achieves a
low shape consistency loss, we propose an eyeglasses classifi-
cation loss. GlassMapper leverages this eyeglasses classifier1

to distinguish between images with and without eyeglasses.
The eyeglasses classification loss is expressed as:

Lcls = Cg (Iedit) , (6)

where Cg denotes the eyeglasses classifier. Intuitively, if
the classification score decreases, the present probability of
eyeglasses will increase, i.e., eyeglasses in the manipulated
image will be more fidelity and complete.

CLIP-NCE Loss: To perform eyeglasses style manipulation
conditioned on the text description, we adopt the CLIP-based
Noise Contrastive Estimation (CLIP-NCE) loss [15], which
encourages the generated eyeglasses to be semantically similar
to the input text description. It is defined as:

LNCE = − log
e(Q·K+

T /τ)

e(Q·K+
T /τ) +

∑
K− e(Q·K−/τ)

− log
e(Q·K+

I /τ)

e(Q·K+
I /τ) +

∑
K− e(Q·K−/τ)

,

(7)

where τ is the temperature and is set to 1.0. Q, K+
T , K+

I and
K− denote as query, text positive pairs, image positive pairs,
and negative pairs, respectively.

1https://github.com/apnkv/eyeglasses on photo
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Fig. 4. Qualitative comparisons to semantic-based editing methods: MaskGAN [51], SEAN [36], S2-Flow [54]. Our approach successfully generates natural
and high-fidelity eyeglasses consistent with the given semantic mask, along with a slight loss of identity information.

Latent Loss and ID Loss: Similar to StyleCLIP [13], we
adopt L2 distance to regularize the latent code and constrain
the image domain; we also adopt cosine similarity to evaluate
the facial feature similarity and preserve the identity informa-
tion. The formulations are defined as follows:

Lnorm = ∥wedit − ws∥2 , (8)

Lid = 1− cos (R (Iedit) , R (Isrc)) , (9)

where R denotes ArcFace [52] network for face recognition.
Background Loss: To preserve the irrelevant areas, we

directly compute pixel-wise mean square error between manip-
ulated image Iedit and source image Isrc, which is expressed
as:

Lbg = ∥(Iedit − Isrc) ∗ (Png (Iedit) ∩ (1−m))∥2 , (10)

where Png() denotes non-eyeglasses areas mask.
Disentangled Loss: When editing the eyeglasses color, we

observe a consequent change in cloth color. As the W+ space
of StyleGAN exhibits strong semantic decoupling properties,
we hypothesize that the entanglement issue may arise from
the global guidance provided by CLIP, which may bind the
color attribute to other objects, rather than eyeglasses. In other
words, CLIP tends to identify an entangled editing direction
in which clothing also conforms to color attributes, making
it challenging to fully utilize the decoupling properties of
W+ space. Therefore, as the RGB color space is not linearly
correlated with human visual perception, we convert all the
images from RGB color space to LAB [53] color space and
define the disentangled loss as:

Ldisentangle =λg ∥(Ide − Iedit) ∗ Pg (Iedit)∥2
+λc ∥(Ide − Isrc) ∗ Pc (Isrc)∥2 ,

(11)

where Pg() denotes eyeglasses area mask and Pc() denotes
cloth area mask. λg and λc are set to 4, 5 respectively. In
this way, we achieve desired eyeglasses style in Ide under the
supervision of Iedit, and preserve the irrelevant area under the
supervision of Isrc.

C. Training Scheme

Intuitively, we can divide the whole task into two sub-
tasks, one of which is to control the shape of eyeglasses
based on the mask, and the other is to control the style of
eyeglasses based on the text. As we observed that the training
convergence speed of each sub-task is distinct, roughly 20
times the difference, it is challenging to train our framework
end to end based on the mask and text simultaneously.

To handle the disparate training convergence rate of differ-
ent modalities, we adopt a two-stage training approach. In the
first stage (Stage-I), we train the editing mapper separately for
each sub-task to enable preliminary control of the eyeglasses.
In the second stage (Stage-II), we jointly train the editing map-
per to simultaneously achieve all sub-tasks while introducing
and learning the disentangled mapper to preserve the irrelevant
areas. With this approach, we are able to control the eyeglasses
shape and style based on the mask and text simultaneously,
while also preserving the irrelevant areas.

Stage-I: Considering the distinct training convergence speed
of each sub-task (i.e., mask-guided eyeglasses shape manip-
ulation and text-guided eyeglasses style manipulation), we
separately train the editing mapper to achieve each sub-task.
First, we focus on the sub-task of mask-guided eyeglasses
manipulation, where we train the editing mapper to control
the eyeglasses shape conditioned on the mask. Specifically, we
set the weight γ to 0 and exclude the fine mapper, i.e., only
the mask encoder and mask branches in the course mapper
and medium mapper are trainable. In this way, the objective
function is defined as:

L = λscLsc+λclsLcls+λnormLnorm+λidLid+λbgLbg, (12)

where λsc, λcls, λnorm, λid and λbg are set to 3, 0.03, 0.8,
0.1 and 2, respectively.

Later, we focus on the sub-task of text-guided eyeglasses
manipulation, where we incorporate text conditions into the
editing mapper to modify the eyeglasses style. Specifically,
we freeze the parameters of the pre-trained mask encoder and
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mask branches and train all the text branches in the editing
mapper. Moreover, we also set the weight γ to 0.5, which
means the mask conditions and text conditions contribute to
the editing results equally. Finally, the objective function is:

L = λnceLnce + λnormLnorm + λidLid, (13)

where λnce, λnorm, λid, are set to 0.3, 0.8, and 0.2, respec-
tively.

Stage-II: After Stage-I, the editing mapper has preliminary
capabilities to achieve each sub-task separately, while per-
forming poorly on the whole task. In other words, given a
mask and text simultaneously, editing results would be overly
modified based on the text, and also inconsistent with the
mask. Therefore, we jointly train the editing mapper based
on the mask and text simultaneously, i.e., all the parameters
in the editing mapper are trainable at this stage. To preserve
the irrelevant areas, we also introduce and learn a disentangled
mapper to predict more disentangled editing directions. Com-
bined with the decoupling strategy, the editing mapper and the
disentangled mapper would perform their duties independently
of each other. Finally, the total objective function is:

L = λnceLnce + λnormLnorm + λidLid

+ λbgLbg + λscLsc + λdisentangleLdisentangle,
(14)

where λnce, λnorm, λid, λbg , λsc, and λdisentangle are set to
0.3, 0.8, 0.2, 5, 4, and 1, respectively.

IV. EXPERIMENTS

A. Implementation Details

We use FFHQ dataset [23] for training and CelebA-HQ
dateset [24] for evaluating. Since we focus on the manipulation
of eyeglasses, we split all the datasets based on the presence
of eyeglasses. To obtain diverse eyeglasses masks, we utilize a
face parser to segment all the images with eyeglasses and get
12,698/1,341 eyeglasses masks in FFHQ/CelebA-HQ datasets.
In this way, we construct 12,698 data pairs in FFHQ as the
training set and 1,341 data pairs in CelebA-HQ as the test
set2.

We use an 18-layer StyleGAN2 [29] pretrained on FFHQ as
our generator and the e4e [55] encoder pretrained on FFHQ as
our inversion model. For text input, we select seven common
eyeglasses colors(i.e., red, blue, green, yellow, pink, orange,
and purple) and two common eyeglasses styles(i.e., metal
glasses and sunglasses). As for training, Stage-I is trained for
150,000 iterations, among which we train the mask branches
for 145,000 iterations with a base learning rate of 0.005 and
train the text branches for 5,000 iterations with a base learning
rate of 0.002. Stage-II is trained for 20,000 iterations with a
base learning rate of 0.001.

To quantitatively evaluate the performance of our model, we
use Structure Similarity Index Measure (SSIM) [25], Peak Sig-
nal to Noise Ratio (PSNR) [26], Fréchet Inception Distances

2Please note that our constructed dataset mainly consists of face images
without eyeglasses, binary eyeglass masks, and some textual descriptions of
eyeglass styles. Therefore, the training dataset does not contain samples that
represent the eyeglass styles discussed in the introduction.

TABLE I
QUANTITATIVE COMPARISONS TO SEMANTIC-BASED EDITING METHODS.

WE ACHIEVE BETTER RESULTS IN MOST CASES, DEMONSTRATING A
STRIKING EDITING CAPABILITY OF PRESERVING IRRELEVANT AREAS AND
GENERATING HIGH-FIDELITY EYEGLASSES CONSISTENT WITH THE GIVEN

SEMANTIC MASK SIMULTANEOUSLY.

Method SSIM(↑) PSNR(↑) IDS(↑) FID(↓) mIoU(↑) PA(↑)

MaskGAN [51] 0.7086 20.6624 0.2823 39.44 0.6926 0.8985
SEAN [36] 0.7365 21.3615 0.4621 15.30 0.7467 0.9249
S2-Flow [54] 0.6824 16.5182 0.6057 21.81 0.5194 0.8400

Ours 0.8936 27.7014 0.7009 27.10 0.7741 0.9584

TABLE II
QUANTITATIVE COMPARISONS TO TEXT-BASED EDITING METHODS. IN
MOST CASES, WE ACHIEVE SIGNIFICANT IMPROVEMENTS, INDICATING
THE SUPERIOR CAPABILITY OF PRESERVING IRRELEVANT AREAS AND

IDENTITY INFORMATION.

Method SSIM(↑) PSNR(↑) IDS(↑) FID(↓) CLIPScore(↑)

StyleCLIP [13] 0.7303 17.0802 0.5250 102.10 24.4427
PPE [14] 0.8077 20.2526 0.5911 107.68 23.8046

CF-CLIP [15] 0.7792 19.2501 0.5193 138.2 24.9713
HairCLIP [22] 0.8298 23.2001 0.6358 138.18 25.7187
DeltaEdit [18] 0.7660 18.7950 0.4700 48.98 20.6276

Ours 0.8819 26.1910 0.6569 94.56 24.2708

(FID) [56], Identity Discrepancy Scores (IDS), mean of class-
wise Intersection over Union (mIoU), Pixel Accuracy (PA),
and CLIP Similarity Score (CLIPScore) as evaluation metrics.
Intuitively, we used mIoU and PA to evaluate the consistency
between the eyeglasses shape and the mask, and CLIPScore
to evaluate the alignment between the eyeglasses style and
the text description. SSIM, PSNR, IDS, and FID are used
to evaluate the preservation of irrelevant regions and identity
information. More implementation details can be found in the
supplementary material.

B. Qualitative and Quantitative Comparison

To achieve diverse and flexible eyeglasses virtual try-on,
we propose GlassesCLIP to control eyeglasses shape and
style based on a simple binary eyeglasses mask and text
description, respectively. Some manipulation methods [36],
[51], [54] can edit various facial attributes based on the spatial
information provided by the semantic map, while others [13]–
[15], [18], [22] can edit facial images to align with the given
text description. This seems to suggest that existing manip-
ulation methods have the potential to be directly applied to
eyeglasses manipulation tasks to achieve arbitrary changes in
eyeglasses shape and style. However, eyeglasses manipulation
tasks are distinct and challenging, requiring consideration of
some special issues, such as maintaining irrelevant areas when
changing eyeglasses style, and handling eyeglasses material
and reflection effects. Therefore, we chose to compare our
method with semantic-based editing methods [36], [51], [54]
and text-based editing methods [13]–[15], [18], [22] to discuss
the unique challenges of eyeglasses manipulation, demonstrate
our effectiveness in addressing these challenges, and achieving
superior results.

Comparison to Semantic-based Editing Methods: The
semantic-based editing methods aim to manipulate the source
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Source Image StyleCLIP PPE CF-CLIP OursDeltaEditCombined Image Oursw/o maskHairCLIP

Fig. 5. Qualitative comparisons to text-based editing methods: StyleCLIP [13], PPE [14], CF-CLIP [15], HairCLIP [22], and DeltaEdit [18]. Each row
demonstrates the editing results of different methods, and the text conditions are listed on the left side of each row. Combined Image denotes the combination
of the source image and corresponding eyeglasses mask for better visualization. Oursw/o mask denotes we ignore the effect of mask condition. Our approach
successfully generated proper eyeglasses in all cases along with the least modification in irrelevant areas. It is noteworthy that comparison methods typically
produce eyeglasses with identical shapes. In contrast, we can precisely control the shape of the eyeglasses using a binary mask.

image by utilizing a given semantic map, ultimately aligning
the edited image with the semantic map. In the context of our
task scenario, we aim to use the semantic map to control the
shape and size of eyeglasses in the source image, in order
to achieve flexible and precise virtual eyeglasses try-on. To
evaluate our capability of controlling the eyeglasses shape,
we select three semantic-based image editing methods for
comparison: MaskGAN [51], SEAN [36], and S2-Flow [54].
All the following comparison experiments are based on their
pre-trained models.

The qualitative results are shown in Fig. 4. As illustrated in
Fig. 4, our method demonstrates superior performance in terms
of consistency in eyeglasses shape and preservation of identity
information. MaskGAN [51] successfully generates eyeglasses
consistent with the edited semantic mask, while the editing
results are unnatural with a severe loss of identity. On the
contrary, SEAN [36] better preserves the irrelevant areas and
identity information while generating low-fidelity eyeglasses.
Visually, S2-Flow [54] has a better trade-off between gener-
ating high-fidelity eyeglasses and preserving irrelevant areas.
However, it fails to generate eyeglasses consistent with the
given semantic mask in some cases. Benefiting from the shape

consistency loss, we successfully generate natural and high-
fidelity eyeglasses consistent with the given binary mask, along
with a slight loss of identity information.

Table I presents the results of our quantitative comparison
experiment to evaluate our capability of preserving irrelevant
areas and generating high-fidelity eyeglasses, compared to
other semantic-based editing methods. Compared with other
semantic-based editing methods, we achieve a significant
improvement in SSIM, PSNR, and IDS metrics, which demon-
strates our capability of preserving irrelevant areas and identity
information. We also get the best results on mIoU and PA
metrics, demonstrating the extraordinary capacity to generate
high-fidelity eyeglasses consistent with the given semantic
mask. In terms of FID, we still achieve comparable results,
indicating that the distribution of editing results is similar to
the source images. In total, we demonstrate a striking editing
capability of preserving irrelevant areas and generating high-
fidelity eyeglasses simultaneously.

Comparison to Text-based Editing Methods: The text-
based editing methods aim to manipulate the source image
based on a given textual description, ultimately aligning the
edited image with the text description. To provide a more
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Ablation——Cls

Source Image OursCombined Image w/o cls w/o sc

Fig. 6. Ablation analysis of Lcls and Lsc. Combined Image denotes the
combination of the source image and corresponding eyeglasses mask for
better visualization. By incorporating both the classification loss (Lcls) and
the shape consistency loss (Lsc), we can generate eyeglasses that are more
complete and realistic.

convenient and intuitive interactive process, we employ textual
descriptions as conditions for modifying different styles of
eyeglasses. We compare our model to four state-of-the-art
text-guided image manipulation methods: StyleCLIP [13],
PPE [14], CF-CLIP [15], and DeltaEdit3 [18]. Since these
compared methods do not involve mask conditions, we simply
focus on the capabilities of modifying the eyeglasses style
based on text conditions for a fair comparison, i.e., we do not
calculate mIoU and PA during quantitative comparison.

The qualitative results over CelebA-HQ dataset [24] are
shown in Fig. 5, our method achieves more natural and realistic
results while preserving the irrelevant areas to the greatest
extent. StyleCLIP [13] successfully achieves most of the
eyeglasses styles besides sunglasses, along with a significant
modification on irrelevant areas, e.g., hair, skin, and cloth. Fo-
cusing on disentangling editing, PPE [14] reduces changes in
most of the irrelevant areas, while still failing in the sunglasses
setting. CF-CLIP [15] achieves all the eyeglasses styles we
demonstrated, but it may suffer from an excessive modification
issue, e.g the lens is also modified in the setting of blue glasses
and green glasses. HairCLIP [22] is originally designed for
hair style transfer tasks, but with minor modifications, it can
also be applied to eyeglass editing. Visually, while Hairclip
is capable of achieving various styles of eyeglass editing, it
falls short when editing metal eyeglasses, and there are also
significant changes in irrelevant areas. DeltaEdit [18], which is
designed to perform arbitrary text-guided image manipulation,
fails to produce satisfactory results in any of our experimental
settings, even when the editing scale is increased. This illus-
trates the challenge of manipulating eyeglasses based solely
on text prompts. Meanwhile, all the comparison methods fail
to preserve the cloth region when modifying the eyeglasses
color. Thanks to the disentangled mapper and the simple
decoupling strategy, we successfully preserve the cloth region
in most cases, regardless of whether we incorporate or ignore

3In the comparison experiments, we multiply their editing scale since there
are no significant alterations in the initial configuration.

Ablation——Two-stage
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Source Image w/o Stage-II Oursw/o Stage-I Two-stages*

Fig. 7. Ablation analysis of the two-stage training scheme. Two-stage*
denotes we exchange the training orders in Stage-I. Only by using the two-
stage training scheme, did we succeed to control the shape and style of the
eyeglasses simultaneously.Ablation——disentangle

Source Image EM EM+DL EM+DL+DM Ours(EM+DL+DM+GT)
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Fig. 8. Ablation analysis of the disentangled mapper and decoupling strategy.
EM, DL, DM, and GT denote the editing mapper, disentangling loss, disentan-
gled mapper, and gradient flow truncation, respectively. It indicates that both
the disentangled mapper and decoupling strategy is necessary to preserve the
irrelevant areas.

the spatial information. Moreover, since we control the shape
and style of eyeglasses in a single model, we mitigate the
excessive modification phenomenon by keeping the balance
of each eyeglasses style.

In Table II, we give the average quantitative comparison
results of modifying eyeglasses styles, and more quantitative
results are given in the supplementary material. As is evident,
we achieve the best SSIM, PSNR and IDS scores, which are
6.28%, 12.89%, and 3.32% higher than the state of the arts
[14], demonstrating our capability of preserving the irrelevant
areas and identity information. All the quantitative results
are consistent with our visual comparison, i.e., our approach
can not only generate natural and realistic eyeglasses in the
editing results but also preserve the irrelevant areas to the
greatest extent. Despite our approach not achieving the best
performance in terms of CLIPScore, it is still comparable to
the top results, indicating that we are able to preserve irrelevant
areas to a significant extent without sacrificing text control
capability. We also found that DeltaEdit [18] achieves the best
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TABLE III
QUANTITATIVE EXPERIMENTS OF ABLATION ANALYSIS. THOUGH OUR METHOD DID NOT ACHIEVE THE BEST RESULTS IN EACH METRIC, IT WAS

COMPARABLE TO THE OPTIMAL RESULTS AND ACHIEVED A BALANCE BETWEEN ALIGNING WITH THE EYEGLASSES MASK AND TEXT DESCRIPTION AND
PRESERVING IRRELEVANT REGIONS.

Lcls Lsc S-I S-II DL DM GT PA(↑) mIoU(↑) SSIM(↑) PSNR(↑) IDS(↑) CLIPScore(↑)

✓ 0.9404 0.6977 0.8711 25.5300 0.6109 18.7031
✓ 0.9601 0.7835 0.9182 29.0105 0.7358 18.7343

✓ ✓ 0.9617 0.7790 0.9139 28.5235 0.6935 19.0625

✓ ✓ ✓ 0.9146 0.6567 0.7746 16.7176 0.5609 27.5312
✓ ✓ ✓ 0.9541 0.7550 0.8688 25.9677 0.6679 20.8125
✓ ✓ ✓* ✓* 0.9522 0.7455 0.8930 27.3941 0.6652 18.7503
✓ ✓ ✓ ✓ 0.9538 0.7529 0.8644 23.8862 0.6463 26.4843

✓ ✓ ✓ ✓ ✓ 0.9603 0.7776 0.9114 28.5231 0.7073 19.0937
✓ ✓ ✓ ✓ ✓ ✓ 0.9625 0.7849 0.9209 29.3569 0.7282 19.1093
✓ ✓ ✓ ✓ ✓ ✓ ✓ 0.9512 0.7509 0.8736 25.5683 0.6585 26.3752

FID scores, but it fails to produce visually appealing results
in all our experimental settings. This suggests that FID may
not be an appropriate metric for evaluating the manipulation
capability of these methods, which is consistent with the
findings in [22].

Discussion: Given the limited availability of dedicated and
open-source methods specifically designed for eyeglass manip-
ulation, we conducted detailed comparative experiments with
existing methods [13]–[15], [18], [22], [36], [51], [54] that
address broader issues of face manipulation. It can be observed
that the semantic-based editing methods [36], [51], [54] cannot
accurately control eyeglass shape conditioned on mask in
many cases, while the text-based editing methods [13]–[15],
[18], [22] fail with some eyeglasses styles and significantly
affects irrelevant areas in some cases. This highlights the
uniqueness and challenges of the eyeglass manipulation task,
where existing methods cannot be easily transferred to this
task and require special design. Our method performs well
in aligning with different modal information and preserving
irrelevant areas, providing a flexible and diverse glasses virtual
try-on framework.

C. Ablation Analysis

To investigate the effects of loss functions, decoupling
strategy, and two-stage training scheme on eyeglasses ma-
nipulation tasks, we conducted ablation studies that included
both quantitative and qualitative analysis. As FID may not be
suitable for evaluating manipulation tasks [22], we ignored the
FID results in the quantitative experiments. For more intuitive
understanding, we summarized the quantitative results in Table
III. The specific roles of each component will be analyzed in
the following sections, including mask-related loss functions,
decoupling strategies, and two-stage training scheme.

Importance of Shape Consistency Loss and Classifi-
cation Loss: During our two-stage training process, we use
several loss functions to control the generated eyeglasses and
preserve the irrelevant areas. We employ widely-used loss
functions such as Lnce, Lid, Lnorm, and Lbg , which have
proven their effectiveness in aligning the manipulation results
with the text description while keeping irrelevant regions
unchanged. We introduce Lcls and Lsc to better control the
shape and alignment of the eyeglasses.

As shown in the first part of Table III, the absence of
Lsc leads to poorer mIoU and PA results, indicating that
Lsc plays a crucial role in aligning the eyeglasses shape
with the given mask. Note that excluding Lcls seems to get
better metrics, such as higher mIoU, SSIM, PSNR, and IDS.
However, visual examples in Fig. 6 demonstrate that dropping
Lcls sometimes results in mutilated eyeglasses, indicating an
insufficient editing magnitude of the original image in the
eyeglasses region. Although it better preserves the irrelevant
regions, it also yields results with lower fidelity. Therefore,
both Lcls and Lsc are critical in generating more complete and
realistic eyeglasses that are well-aligned with the given mask.
Dropping either of these loss functions leads to noticeable
issues, such as mutilated eyeglasses or misaligned eyeglasses.

Two-Stage Training Scheme: To verify the role of our two-
stage training scheme, we compare the editing results using
different training schemes: 1) We exclude Stage-II, where we
do not jointly train our model after the preliminary training
of Stage-I; 2) We exclude Stage-I, where we jointly train our
model based on the mask and text conditions simultaneously;
3) We adopt another two-stage training scheme, where we
exchange the training orders in Stage-I and use * to distinguish
it in Table III. In other world, we first train our model based
on the text conditions and then based on the mask conditions.

Visual examples in Fig. 7 and metrics results in the second
part of Table III demonstrate the roles of each training stage
and the positive impact of adopting a two-stage training
strategy on the controllability of eyeglass shape and style.
Firstly, when Stage-II is not utilized, all the editing results are
well-aligned with the text descriptions, resulting in a higher
CLIPScore. However, the eyeglass shapes differ from the given
mask, resulting in lower mIoU and PA results and indicating a
loss of control over the eyeglass shape. Secondly, when Stage-
I is not utilized, all the editing results are better consistent
with the eyeglass mask, resulting in the best mIoU and PA
results. However, we fail to obtain satisfactory results that
are well-aligned with the text description, indicating a loss of
control over the eyeglass style. Thirdly, when we exchange the
training orders of Stage-I, although we have a better ability
to preserve irrelevant regions, it is still difficult to achieve
the desired eyeglass style consistently with the text. As can
be seen, it is difficult for all the variants to simultaneously
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control the shape and style of eyeglasses based on mask and
text, and aligning the manipulation results with one modality
often results in the loss of control ability of the other modality.
Nonetheless, our two-stage training scheme can strike a better
balance between the control abilities of the two modalities,
which leads to a better alignment with the eyeglasses mask
and text descriptions.

Impact of Disentangled Mapper and Decoupling Strat-
egy: To better preserve irrelevant areas, we propose a disen-
tangled mapper and a simple decoupling strategy, i.e., truncate
the gradient flow computed by the disentangling loss. There-
fore, we compare several variants to verify the effect of our
disentangled mapper and decoupling strategy, as shown in Fig.
8 and the third part of Table III.

Solely with the editing mapper (i.e. adopting Lcls, Lsc and
two-stage training scheme), we successfully achieve satisfac-
tory eyeglasses with desired shape and style, but there present
significant modifications in the irrelevant areas, especially the
cloth region. When including the disentangling loss, we better
preserve the irrelevant areas and get higher SSIM, PSNR and
IDS results, while failing in generating desired eyeglasses,
indicating that the disentangling loss may impair the capa-
bility of the editing mapper to generate desired eyeglasses.
In addition, when incorporating both disentangling loss and
disentangled mapper, although the preservation of irrelevant
regions is improved, we still encounter the same issue, where
the generated eyeglasses significantly deviate from the given
text, and the resulting CLIPScore is much lower. Combining
the disentangled mapper and disentangling loss with gradient
flow truncation, our approach both obtains diverse eyeglasses
styles and preserves the irrelevant areas well, achieving a better
balance between the controllability of different modalities (i.e.
mask and text) and the preservation of irrelevant regions.
In other words, by truncating the gradient flow, the editing
mapper mainly focuses on controlling the eyeglasses style
while the disentangled mapper mainly focuses on preserving
the irrelevant areas, without affecting each other.

Overall, while our approach did not achieve the best
performance across all metrics, it demonstrated comparable
performance to the optimal results and achieved a balance
between the alignment of different modalities and the preser-
vation of irrelevant regions: Firstly, Lcls and Lsc improved the
completeness and alignment of the eyeglasses, demonstrating
a positive impact on improving the controllability of the mask;
Later, two-stage training scheme effectively addressed the
mutual interference between the two modalities and achieved
a good balance between aligning with the eyeglasses mask
and text description; Finally, the disentangled mapper and
decoupling strategy maximally preserved the irrelevant regions
without sacrificing the control ability of both mask and text.
All the experimental results indicate that each component
plays a crucial role in eyeglass manipulation tasks and ef-
fectively addresses some challenges in this field.

D. Exploring the Potential of Advanced Models in Eyeglasses
Manipulation

With the rapid advancements in diffusion models, large
text-to-image models [50], [59], [60] have demonstrated re-
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Fig. 9. Comparison with the advanced manipulation models. Existing
advanced manipulation models [57], [58] fall short in fully addressing the
specific and challenging task of eyeglass virtual try-on, while our method
achieves superior results.

markable generation capabilities, producing stunning and high-
quality images. Building upon these impressive generation
abilities, researchers have explored their potential in the field
of image editing, aiming to achieve more versatile and com-
prehensive image manipulation. Notable studies in this area
include Prompt-to-Prompt [57] and SEGA [58]. Specifically,
Prompt-to-Prompt utilizes the semantic relationship in the
cross-attention layers between pixels and tokens to implement
three editing modes: word swap for local editing, new phrase
addition for global editing, and attention re-weighting for
extent controlling. SEGA demonstrates how text interacts with
the diffusion process and propose an approach to discover
semantic directions in a single forward pass, allowing for local
and global editing in composition and style. Given the notable
progress in advanced manipulation models, we were motivated
to investigate their potential in the specific task of eyeglasses
virtual try-on.

In order to achieve real image editing, we utilized Prompt-
to-Prompt (combined with null-text inversion [61]) and LED-
ITS [62] (an expanded version of SEGA) in our experimental
setting for eyeglasses manipulation. As illustrated in Fig. 9,
when eyeglasses-related phrases were directly added in the
text, Prompt-to-Prompt [57] always resulted in global editing
and it was difficult to achieve the desired eyeglass styles.
Compared to Prompt-to-Prompt, LEDITS [62] achieved better
results; however, the generated eyeglasses were still unrealistic
and resulted in a loss of identity information. To further
explore the local editing ability of Prompt-to-Prompt, we used
a simpler experimental setting, denoted as P2P*, where we
edited the existing eyeglasses in the source images, rather than
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TABLE IV
INFERENCE TIME ANALYSIS. OUR APPROACH CAN ACHIEVE FLEXIBLE
AND DIVERSE EYEGLASS VIRTUAL TRY-ON UNDER THE CONTROL OF
BOTH MASK AND TEXT INPUTS WITHOUT INCURRING SIGNIFICANT

INFERENCE TIME COSTS.

mask
control

text
control

retraining
per style

inference
time (sec)

MaskGAN [51] ✓ no 0.0199±0.0796
SEAN [36] ✓ no 0.3602±0.0530
S2-Flow [54] ✓ no 0.5378±0.1058

PPE [14] ✓ yes 0.0952±0.0278
StyleCLIP [13] ✓ yes 0.0976±0.0210
CF-CLIP [15] ✓ yes 0.1273±0.0272
HairCLIP [22] ✓ no 0.1171±0.0073
DeltaEdit [18] ✓ no 0.0994±0.0006

Ours ✓ ✓ no 0.1168±0.0069

directly generating eyeglasses with a specified style4. As can
be seen, under such a simpler experimental setting, Prompt-to-
Prompt can maintain irrelevant areas and identity information
well, but the edited eyeglasses were not entirely satisfactory,
such as sunglasses, metal eyeglasses, and yellow eyeglasses.
In contrast, our method can not only directly generate diverse
and high-quality eyeglasses but also maintain irrelevant areas
and identity information to a great extent.

Undoubtedly, advanced manipulation models [57], [58],
[63] have extraordinary editing capabilities and can perform
various types of editing on different types of images. However,
for editing tasks that involve adding small objects, especially
for eyeglass virtual try-on, existing methods are still far from
satisfactory. In other words, eyeglass virtual try-on is a specific
and challenging task that cannot be fully addressed by these
advanced manipulation models. Although our method are not
as versatile as these models, it can achieve better results for
the specific task of eyeglass virtual try-on.

E. Inference Time Analysis

In this section, we conducted a comprehensive performance
evaluation of our proposed GlassesCLIP and most comparison
methods, specifically focusing on the inference time required
for editing a single image. Specifically, we utilized an RTX
1080 GPU and measured the overall duration of the model,
from input to output, for each test sample. We then computed
the average inference time based on these measurements.

As demonstrated in Table IV, while our method may not
be the fastest in terms of inference speed, it still achieves
excellent results that are comparable to other methods [13]–
[15], [18], [22]. It is important to note that our approach can
manipulate both the eyeglass shape using the mask input and
the eyeglass style using the text input, without necessitating re-
training a new model for each style, showcasing the efficiency
of our approach. In summary, following a single training
session, our approach enables flexible and diverse eyeglass try-
on, controlled by both mask and text inputs, without incurring
significant inference time costs.

4Common results with regular eyeglasses were generated by our approach,
where the differences compared to the source images may be visually
negligible.

V. CONCLUSION

Focusing on eyeglasses virtual try-on, we propose Glass-
esCLIP, a text-guided eyeglasses manipulation method with
spatial constraints, to control the eyeglasses shape and style
based on the mask and text, which is intuitive and effective.
Thanks to the new modulation module and two-stage training
scheme, the mask conditions and text conditions control the
eyeglasses simultaneously in a decoupling way, which is a
more flexible and controllable interaction way. Furthermore,
by utilizing the simple but effective decoupling strategy, we
preserve the irrelevant areas to a great extent, resulting in better
local editing. Quantitative and Qualitative Comparison and
ablation analysis demonstrate the superiority of our approach
to achieve diverse and realistic eyeglasses and preserve the
irrelevant areas in the editing results.

Future research may focus on streamlining the training
process, which currently necessitates separate training for each
modality followed by joint training. Another potential avenue
for improvement is the generalization to more challenging
cases, such as highly regular eyeglasses shapes or unusual eye-
glasses styles. The collection of additional extreme eyeglasses
masks and unusual eyeglasses prompts may provide a viable
solution.
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