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Abstract—Modular building energy management strategy based
on a three-level hierarchical model predictive control is proposed in
the paper. Building zones, central medium conditioning and micro-
grid subsystems are controlled independently by individual linear
and nonlinear model predictive controllers, and further integrated
together as levels of hierarchical coordination control structure
based on price-consumption information exchange. The three-level
coordination provides a holistic energy management strategy and
enables significant demand response ancillary services for buildings
as prosumers, while retaining the independence of required exper-
tise in very different building subsystems. The approach is applied
for daily operation scheduling of a full-scale building consisting of
248 offices. Models of building subsystems are obtained by identifi-
cation procedures on measurement data. Compared to rule-based
control, detailed realistic simulations show that the overall building
operation cost for typical days in summer is reduced by 9-12%
for level-by-level energy-optimal and by 15-24% for price-optimal,
coordinated operation. The application of predictive control in the
proposed way also improves the indoor comfort substantially.

Index Terms—Building energy management system, central
medium conditioning, zone comfort control, energy efficiency,
hierarchical coordination, microgrid energy management, model
predictive control, price-optimal control.

I. INTRODUCTION

ADVANCED control systems for buildings energy man-
agement have emerged as promising tools to significantly

increase the energy efficiency, motivated by the fact of 30% of
global energy consumption being spent for buildings operation,
and by a 20% rise in energy demand of the sector over the last 17
years [1]. With the development of reduced-complexity accurate
building thermal models, a great potential is discovered in model
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predictive control (MPC) as a control method for systematic
improvements in energy savings or operational cost reductions
in various building subsystems.

Starting with high theoretical energy saving potential, of up
to 70% in particular applications [2]–[4], MPC approaches re-
sulted with experimentally validated building energy efficiency
increase by 17% in a comprehensive building automation case
study [5], 29% of heating, ventilation, and air conditioning
(HVAC) electricity and 63% of thermal energy savings in [6], up
to 20% electricity savings in [7], or recently with 25% increased
energy efficiency and 72% improved comfort by combining
decision trees approach for modeling and MPC for optimal
decisions [8]. In addition to zone climate control, the MPC
approach adds to increased savings of 13% when applied to
heat pump [9], with load shifting by up to 61% [10], [11] and to
peak electricity power reduction by 35-72% [2].

Recently, a large potential is recognized in merging advanced
control with distributed energy resources in energy grids by ob-
serving buildings as active entities capable of providing various
ancillary services, i.e. as prosumers. Buildings act as thermo-
electric storage systems, which are identified as the main need
for integration of large share of renewable energy sources [12].
In particular, a mixed-integer linear MPC in microgrid control
achieves 35% savings for the considered configuration and ex-
perimental operation in [13]. A genetic algorithm for battery
storage optimization in [14] reduced grid-supplied energy to the
considered building by 13%. In [15], the application of modular
hierarchical coordination between predictive zones control and
energy flows in the building microgrid ensured 123% savings
(revenue equal to 23% of the baseline cost) on a yearly scale.

Despite the promising and thoroughly validated results, a
commercial application based on MPC is still not available.
Required expert knowledge and staff costs are among the main
identified reasons [5]. Buildings are complex systems com-
posed of many coupled subsystems responsible for maintaining
safe and efficient operation. These subsystems are often very
different in dynamics, mathematical models types, priorities,
means of operation but also implementation aspects such as
energy levels, protocols, maintenance services, etc. Typical ap-
plications of a building energy management system (BEMS)
neglect cooperation among all constituent subsystems, resulting
in uncoordinated and non-optimal behavior of the building as
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a whole. However, as a method, the MPC is suitable both
for flexible integration of various technologies that achieve
optimal operation of individual subsystems and for the overall
coordination.

To this aim, we introduce a hierarchical three-level opti-
mization of building subsystems as independent modules: (A)
building zones level, (B) central HVAC system level, and (C)
building microgrid level, mutually coordinated by a parametric
MPC approach. The subsystems are separated in a hierarchical
fashion [15], [16] rather than having a single complex control
problem. In the multi-level control topology, comfort crite-
ria, thermal energy and electricity are concurrently optimized
while balancing microgrid energy flows, in presence of variable
weather, user behavior (occupancy, consumption) and electric-
ity market conditions. At the same time, hierarchical topol-
ogy enables easier implementation and retains level-specific
practice such as equipment, protocols and staff. In particular,
(C) introduces a possibility to manage energy storages, energy
conversion systems and controllable loads on the building level,
(B) introduces a central heating or cooling medium conditioning
and (A) delivers the users comfort. Coordinated operation of all
levels ensures the price-optimal behavior of the whole building
with ensured end-users comfort. Interaction with the grid further
enables the building to become an active entity in a smart district
or smart grid.

The outputs of the coordination procedure within such a
BEMS are further passed as references to corresponding BEMS
interfaces acting as links between the BEMS and the building
automation system, e.g. room controllers [17] on the zones level,
chiller controller [16] on the central HVAC system level or
battery system power converter controllers [18] on the microgrid
level.

The proposed approach is applied to a full-scale case study
building of 248 controllable building zones with two-pipe fan
coil units, the HVAC system operating in a cooling season and
a microgrid comprising lithium-ion battery storage system with
fully controllable power converter and a photovoltaic system.
Verification of achievable benefits in daily operation scheduling
is performed with a mathematical model of the building and
its subsystems identified based on the on-site data, historical
weather data measurements and relevant energy pricing condi-
tions [19], [20].

The following contributions of the paper are highlighted:
� modular hierarchical three-level MPC for global coordina-

tion through predicted optimal operations and cost sensi-
tivities of hierarchy levels;

� holistic building optimization through coordinated BEMS
operation on a real case-study building with its mod-
els tuned based on measurements, showing substantial
operational costs reduction and indoor comfort increase
compared to the performance of industrial state-of-the-art
building controls.

The paper is organized as follows. BEMS based on MPC
is described in Section II. Section III presents the hierarchical
coordination between the optimization levels. In Section IV, the
approach is demonstrated on a smart building case study, with
substantial savings achieved and reported.

Fig. 1. The proposed modular decomposition and hierarchical coordination
in a building.

II. BUILDING ENERGY MANAGEMENT SYSTEM

The considered Building Energy Management System
(BEMS) consists of three levels following the building energy
system vertical decomposition in its major parts: (A) zones
level, (B) central HVAC system level, and (C) microgrid level
(Fig. 1). The inter-level interactions are later on more formally
mathematically treated and explained. In essence, for direction
up a level provides predictions of its own behaviour in variables
relevant for the first upper level decision-making. In direction
down a level provides sensitivity of its own optimal cost and
optimizer for set-localized changes of the level-down predicted
behaviour.

The most significant property of the proposed concept is
modularity where each of the introduced levels may operate
independently, in a standalone way. Previously controllable
loads in this case now become passive, non-controllable loads
and opportunity for cost savings is therefore not fully exploited,
but the remaining levels operate to achieve best cost for the
building operation in such a constellation.

Predictive control optimization problems for zones, central
HVAC system and microgrid control levels are described in
the sequel; superscripts ‘z,’ ‘h’ and ‘μ,’ respectively denote
variables from these levels. Lower and uppercase letters are used
to denote vectors and matrices, respectively, while bold notation
is used to denote variables stacked over the prediction horizon
of length N . Appropriately sized (column) vectors of ones and
zeros are denoted with 1 and 0, respectively. Notation ‘*’ in the
superscript denotes the values obtained by optimization.

A. Zones Level Optimal Control for High Comfort Demands

The recent studies on MPC applied for zone temperature
control are divided into two categories. The optimization criteria
used in the first category of studies is mainly focused on mini-
mizing the use and cost of energy, while the zone temperature
is constrained to be within a considerably large interval. Pro-
ductivity of occupants in commercial buildings depends largely
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on comfort levels, but also on lots of subjective factors [21],
[22], so the second category of studies focuses not only on
controlling the energy consumption for reducing cost but also
on user comfort. The comfort is typically included directly into
the optimization criteria through penalization of temperature
deviation from user-defined temperature reference [23] or a more
complex metric for defining the user comfort is used, like e.g.
Predicted Mean Vote index [22], [24]. The zone temperature
control approach considered in the paper allows the individual
setting of comfort level with the aim of user satisfaction and
increased productivity weighed at the same time with energy
savings. This is enabled by the applied direct control of thermal
energy inputs per zone [17]. For this reason, the methodology is
further readily applicable for different heating/cooling elements
in zones and open for interaction with the upper levels.

1) Discrete-Time System Model: Zone temperature dynam-
ics is described with a linear state-space model of the following
form:

xz
k+1 = Azxz

k +Bz
dd

z
k +Bz

uu
z
k,

yzk = Czxz
k, (1)

where k ∈ Z represents the discrete-time index, xz
k ∈ Rnz

x de-
notes the zone level state vector consisting of zones air tempera-
ture states and additional states modelling the thermal behaviour
of higher thermal capacity elements, yzk ∈ Rnz

y is an output
vector consisted of zones air temperatures, uz

k ∈ Rnz
u is a vector

of thermal energy inputs into each ofnz
u = nz

y controllable zones
and dzk ∈ Rnz

d is the disturbance input (outdoor temperature,
solar irradiance, internal gains, etc.). Positive values of uz

k

represent heating, while negativeuz
k stands for cooling. Energies

with index k like uz
k generally in the paper represent energies

realized in period [kTs, (k + 1)Ts) where Ts is the sampling
time for models discretization. Matrices Az, Bz

d, Bz
u and Cz are

of appropriate dimensions and are obtained based on a grey-box
modeling approach which is detailed in [25].

2) Optimization Problem: Users’ comfort is defined by a
temperature reference sequence yz

ref ∈ RN ·nz
y and a permissible

zone temperature interval defined with ±Δz
ref ∈ RN ·nz

y :

yz
ref −Δz

ref − σ ≤ yz ≤ yz
ref +Δz

ref + σ, (2)

where σ ∈ RN ·nz
y is a vector of non-negative slack variables

for highly penalized deviation outside the permissible zone
temperature interval that eliminates feasibility problems. The
zone heating/cooling element limitations are formulated as:

uz
min ≤ uz ≤ uz

max, (3)

whereuz
min ∈ RN ·nz

u anduz
max ∈ RN ·nz

u are minimum and max-
imum attainable thermal powers along the prediction horizon,
dependent on the current and planned central HVAC system
level operation and temperatures within zones [26]. The final
optimization problem for energy-saving and comfortable zone

temperature control, written in a compact form, is as follows:

min
uz,σ

c�t |uz|+ γctδ
�|Q(yz

ref − yz)|+ g1�σ,

s.t. (1), (2), (3),σ ≥ 0, (4)

where the operator |.| denotes element-wise absolute value,
ct ∈ RN ·nz

u is the thermal energy cost important for a subse-
quent coordination with higher level modules, ct ∈ R is the
mean thermal energy cost, g ∈ R is a non-negative weighting
parameter for hard penalization of the zone air temperature
deviation outside the comfort bounds yz

ref ±Δz
ref. The vector

δ ∈ RN ·nz
y is the zone occupancy vector, consisted of zeros

(indicating vacant zone) and ones (indicating occupied zone).
Transformation matrix Q ∈ RN ·nz

u×N ·nz
y stems directly from

the dynamic system model as described in [23] and is used to
transform the temperature deviation from the reference to the
equivalent amount of the required thermal energy input. Energy
difference obtained in this way is then multiplied with the mean
thermal energy cost ct in order to have both first and second
summand in the cost expressed in the same units. The parameter
γ ∈ R is introduced as a tangible weighting parameter for selec-
tion of the desired system performance: energy-cost-optimal for
γ = 0, energy cost priority for 0 < γ < 1, equivalent trade-off
for γ = 1 or reference tracking performance priority for γ > 1.

B. Central HVAC System Level Optimal Control

The considered central HVAC control system is used to con-
dition the thermal medium in the central medium preparation
system of the building in a way that minimizes the overall ex-
pense for the HVAC system operation while assuring that zones
required energies uz are attainable and the HVAC electrical load
constraints are respected. The central HVAC MPC optimizes
setpoints for the central HVAC supply medium temperature [16]
along the considered prediction horizon.

The central HVAC level controller is designed in the supervi-
sory control fashion [16]. Specifically, it generates the reference
setpoints for the low-level controllers of the central HVAC
medium conditioning system that are propagated to the existing
building automation system. This approach ensures high safety
standards for the system at hand since all the limitations imposed
in the low-level industrially developed HVAC controllers remain
preserved.

1) Discrete-Time System Model: The considered HVAC sys-
tem level is derived as a grey-box model and composed of the
following subsystems: a chiller, a pipework, a hydraulic pump
and fan coil units used to provide thermal energy to zones air.
The applied sampling time of 15 minutes allows us to represent
the dynamics of the central HVAC system level with a one-step
time delay. A brief system description and derived mathematical
formulation is given in the sequel, whereas a more detailed
model description can be found in [16].

The thermal balance equation for the system at hand at the
time-instant k is given by:

Et,ch
k = Et, losses

k + 1�uz
k + Et,nc

k , (5)
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where Et,ch
k is the thermal energy consumption of the chiller,

Et, losses
k are the thermal losses in the pipework and Et,nc

k is the
non-controllable part of the building thermal loads.

The chiller energy conversion is modelled by energy effi-
ciency ratio (EER), i.e. the ratio of the realized cooling en-
ergy with respect to the consumed electrical energy. It is ex-
pressed with a nonlinear static function mapping with respect
to the ambient air temperature To and the thermal load Et,ch,
EER(To, E

t,ch). The EER function parameters are tuned based
on a collected set of historical measurements of chiller operation
in the case-study building.

Distribution of the pipeline flows and fan coil units within
the building is considered in the model to enable estimation of
attainable energies in the zones and incurred thermal losses in
the cooling medium distribution. The model also incorporates
the nonlinear attainable thermal energy functions of the fan coil
units with respect to supply medium temperature and room air
temperature and the associated electrical energy consumption
functions for fan coils fans.

All of the above is described by a nonlinear input-output
model:

yhk = hh(uh
k−1, [u

z�
k , yz�k ]�, dhk), (6)

where yhk ∈ R is the HVAC level electrical energy consumption,
uh
k ∈ R is the starting cooling medium temperature and dhk =

[To,k Et,nc
k ]�. A one-step delay is incorporated in the model to

take into account the inherited delays of the decision variable
propagation through the chiller control loops and the induced
delays due to the thermal capacity of the pipework.

1) Optimization Problem: The controller is formulated in the
form of MPC, with the associated optimization problem given
by [16]:

min
uh

c�e y
h, (7a)

s.t. gh(uh, [uz�,yz�]�,dh) ≤ 0, (7b)

where ce ∈ RN is the electrical energy price vector on the
prediction horizon and yh ∈ RN is the electrical energy con-
sumption profile of the entire HVAC system, including chiller,
circulation pumps and fan coils fans electricity consumption.
Compact formulation of the optimal control problem constraints
is given by the nonlinear vector function gh. Constraints are
imposed on the electrical power consumption of the HVAC level
and on the supply medium temperatures required on all fan coils
to make their required 15-minutes energies attainable.

The outlined central HVAC system control problem is non-
convex and thus solved with a sequential linear programming
(SLP) procedure.

D. Microgrid Level Optimal Control

On the microgrid level, the proposed MPC algorithm is uti-
lized on controllable production, storage and consumption units
to favorably shape the external energy exchange. In this paper,
the battery storage system is considered as the only controllable
microgrid element.

1) Discrete-Time System Model: For the MPC implementa-
tion, microgrid, i.e. battery storage system dynamics is formu-
lated as:

xμ
k+1 = Aμxμ

k +Bμuμ
k , (8)

where xμ
k ∈ R is the battery system state-of-energy (SoE),

uμ
k := [uμ

dch,k uμ
ch,k]

� are the battery discharging and charging
energies and Aμ and Bμ are model matrices derived from a
linear battery model incorporating constant battery and power
converter charge and discharge efficiencies, and a constant bat-
tery capacity [27]. The efficiency for battery system charging
and discharging is determined experimentally and each of them
can be considered flat for the span of energy exchanges that can
be performed with the power converter. The actual low efficiency
for small power amounts comparable to power converter self-
consumption is evaded by using time modulation with higher
powers to attain the required energy exchange with the battery
within the sampling interval of 15 minutes. The microgrid energy
flows are connected via the energy conservation law:

yμk = 1�uμ
k + yhk + dμnc,k, (9)

where yμk is the electrical energy exchanged with the grid, yhk is
the electrical consumption of the HVAC level described in (6)
and dμnc,k is the cumulative energy consumption of the system
composed of the non-controllable building loads and production
units.

2) Optimization Problem: In order to ensure price-optimal
operation of the building, the microgrid level optimization
problem incorporates the following costs: (i) cost of energy
exchanged with the distribution grid, (ii) cost of peak power
consumed from the grid and (iii) cost of battery degradation.
All of the corresponding costs are summed and the resulting
microgrid level cost function is:

Jμ = c�day
μ + cyµ

max
max([yμmax 0]) + c�bdu

μ, (10)

where cda is a vector of energy prices along the prediction
horizon, cyµ

max
is the fixed cost of maximum power consumption,

yμmax = max(yμ/Ts), where Ts is the sampling period, max(·)
denotes the maximum component of a vector and cbd is a vector
constituted of N times row-wise repeated [cbd,dch cbd,ch] that
contains battery discharging and charging costs obtained from
battery degradation properties and its market price [28].

Additional physical constraints are included in order to re-
spect the operational limits specified by the battery and power
converter manufacturers such that a safe battery system opera-
tion is ensured. Charging and discharging energies within one
sampling period are constrained as:

[uμ
min 0]� ≤ uμ

k ≤ [0 uμ
max]

�,
0 ≤ [1/uμ

min 1/uμ
max]u

μ
k ≤ 1.

(11)

Limits on the energy exchanged with the distribution grid are
added as:

yμmin ≤ yμk ≤ yμmax, (12)

and SoE is constrained between the posed operational limits:

xμ
min ≤ xμ

k ≤ xμ
max. (13)



2674 IEEE TRANSACTIONS ON ENERGY CONVERSION, VOL. 36, NO. 4, DECEMBER 2021

The microgrid level optimization problem is then mathemat-
ically represented in a compact form as:

min
uµ

Jμ,

s.t. (8), (9), (11), (12), (13). (14)

III. HIERARCHICAL COORDINATION BETWEEN OPTIMIZATION

LEVELS

The aim of the modular parametric hierarchical coordination
is to separate building subsystems in a hierarchical fashion
rather than having one large control problem that handles all
the subsystems at once. The imposed modularity is based on
so called “price-consumption” talk, where the coordination be-
tween building subsystems (levels) is attained by communicat-
ing the optimized inputs and outputs from the lower hierarchical
level (LHL) to the higher hierarchical level (HHL) and the HHL’s
cost sensitivity and control law in the vicinity of that input/output
profile back to the LHL. The cost sensitivity and control law are
assessed by utilizing the results from multi-parametric MPC and
the notion of critical region (CR) [29]. Hierarchical coordination
is performed through revisiting both adjacent levels with the goal
of improving the initial LHL solution with respect to the HHL
cost, thus transforming it into a global solution for both levels.

The general concept of hierarchical coordination together
with its implementation in the BEMS is described in the sequel.
Superscripts ‘L’ and ‘H’ denote variables related to LHL and
HHL, respectively.

A. Parametric Coordination

The initial multi-parametric algorithm [29] is based on a direct
exploration of the parameter space starting from a single CR
formed around the initial parameter value θH.

In the case here, parameter θH is obtained from the set of
variables at the optimal solution of the LHL problem.

θH = hθ(uL∗,yL∗), (15)

where hθ(·) is a vector function. Important distinction from the
multi-parametric MPC approach and the actual algorithm em-
ployed here is that only a single CR is determined for the current
value of θH. After the LHL solutionuL∗ andyL∗ is obtained, it is
used to form parameters θH of the HHL optimization problem:

JH∗(θH) := min
uH

fH(xH,uH,dH, θH),

s.t.

⎧⎨
⎩

(uH,xH) ∈ UXH(xH
0 ,d

H, θH),
θH = hθ(uL∗,yL∗),
xH = hH(xH

0 ,u
H,dH),

(16)

where fH(·) is a convex piecewise affine cost function, uH, xH,
dH and UXH are HHL inputs, states and disturbances as well
as the corresponding input-state feasible set, hθ(·) is a vector
function and hH(·) represents the HHL system dynamics. By
applying the geometric multi-parametric algorithm from [29], a
single polytopic CR is computed around θH directly from the
solution of the mathematical program (16) as will be shown in
the sequel. In it, the control law uH∗(θH) and the value function

JH∗(θH) are affine with respect to θH. A CR is a subset of
parameters θH that yield the same set of active constraints, i.e.
constraints that are satisfied with equality, in the optimal solution
of (16). Therefore, constraints on uH from (16) are written in a
matrix form and parted into an active (A) and an inactive (NA)
subset for a certain CR, with optimal control law uH∗:

GH
Au

H∗(θH) = wH
A + EH

Aθ
H, (17)

GH
NAu

H∗(θH) < wH
NA + EH

NAθ
H, (18)

where GH, wH and EH are matrices obtained from the con-
straints in (16). The affine optimal control law for the optimizer
and the corresponding affine cost function with respect to the
parameter θH, called value function, follow from (17) and are
formulated as:

uH∗(θH) = (GH
A)

−1EH
A︸ ︷︷ ︸F

H,CRθH + (GH
A)

−1wH
A︸ ︷︷ ︸ q

H,CR,

θH ∈ CR, (19)

JH∗(θH) = hH,CRθH + fH,CR, θH ∈ CR, (20)

CR = {θH|GH,CRθH ≤ wH,CR}, (21)

where coefficientshH,CR andfH,CR are obtained by substituting
the control law from (19) into the cost function from (16). The
CR boundaries GH,CR and wH,CR are calculated as:

GH,CR = GH
NAF

H,CR − EH
NA,

wH,CR = wH
NA −GH

NAq
H,CR.

In case of the CR degeneracy, additional steps are required
to obtain a full-dimensional non-degenerate CR. When a primal
degenerate CR is obtained, depending on the primal degeneracy
case, either the active constraints subset is reduced using e.g. QR
decomposition, or the initial θH is randomly permuted such that
a full-dimensional CR, including the initial θH, is obtained [29].
For the case of dual degeneracy, a particular optimizer is chosen
on a vertex of the feasible solutions set of the HHL [29] as an
inherent solver characteristic.

The calculated CR, value function and control law are then
passed to the LHL in order to reoptimize the previously obtained
LHL solution:

JL∗ := min
uL

JH∗(θH) + fL(xL,uL,dL),

s.t.

⎧⎨
⎩

(uL,xL) ∈ UXL(xL
0 ,d

L,uH∗(θH)),
xL = hL(xL

0 ,u
L,dL),

θH = hθ(uL,yL) ∈ CR,
(22)

where fL(·) is a convex piecewise affine cost function of the
LHL which includes the cost terms that are not coordinated
between levels (e.g. comfort terms in (4)), uL, xL, dL and
UXL are the LHL inputs, states and disturbances as well as
the corresponding input-state feasible set, and hL(·) represents
the LHL system dynamics.

The hierarchical coordination is continued with respect to the
constraints activated at the optimal solution of the LHL problem
(22) where the following cases can appear (see Fig. 2):



VAŠAK et al.: MODULAR HIERARCHICAL MODEL PREDICTIVE CONTROL FOR COORDINATED 2675

Fig. 2. Possible algorithm outcomes with respect to the CR constraints activation where: (a) only a single CR is calculated, (b) where CR boundaries are reached
and a new CR exists over the boundary and (c) where CR boundaries are reached and no CR exists over the boundary.

1: At least one CR constraint is activated: (16) is solved again
with the new values of uL∗ and yL∗ in the adjacent CR,
1.1: if the adjacent CR exists, its description and new

affine value function and control law for it are com-
puted and passed to (22) Fig. 2(b) and (c),

1.2: if no adjacent CR exists, the optimum is reached and
the procedure concludes Fig. 2(c) - bottom part),

2: No CR constraint is activated: the optimum is reached and
the procedure concludes Fig. 2(a) and (b) - bottom part).

B. Coordination Between BEMS Optimization Levels

During coordination within the BEMS, building optimization
levels exchange information through respective value function,
control law and boundary constraints of the CR. The zone level
communicates to the central HVAC system level the optimized
profiles of thermal energy consumption and air temperatures
within zones. The central HVAC system level optimizes its
behavior with respect to the obtained zones profiles and commu-
nicates back the CR, value function and control law for starting
medium temperature, with respect to zones thermal energies and
air temperatures. Coordination between the microgrid and the
HVAC levels is achieved by communicating the overall HVAC
system electrical energy consumption profile to the microgrid
level and local characterization of the electrical energy cost
function from the microgrid to the HVAC level. BEMS operation
scheme is in Fig. 1 and in (23)–(25).

1) Microgrid Level Problem:

Jμ∗(θμ) := min
uµ

Jμ(θμ,uμ,xμ,dμ),

s.t.

⎧⎨
⎩

(uμ,xμ) ∈ UX μ(xμ
0 ,d

μ, θμ),
θμ = yh∗,
xμ = hμ(xμ

0 ,u
μ,dμ),

(23)

where Jμ(·) is the cost function from (14) presented here in a
generalized form for convenience, yh∗ is the optimized output
vector of the central HVAC system level, utilized as a parameter
vector on the microgrid level, uμ and xμ are the microgrid input
and state vectors with xμ

0 denoting the initial system state, the
corresponding feasible set UX μ consists of microgrid physical
constraints and systems dynamics hμ(·) given in (8), (9), (11),
(12), (13).

2) Problem of the Central HVAC System Level:

Jh∗(θh) := min
uh

Jμ∗(θμ),

s.t.

⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

θμ = yh,
uh ∈ Uh(θh,dh),
θh = [uz∗� yz∗�]�,
yh = hh(uh, θh,dh),
yh ∈ Cμ,

(24)

where the set Uh(θh) arises from the central HVAC system
level constraints along the prediction horizon (7b) and Cμ is the
microgrid level CR. Electrical energy consumption of the HVAC
level yh is the parameter θμ on the microgrid level, whereas
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Algorithm 1: Modular hierarchical parametric MPC for
coordinated BEMS operation.

initialization:

Jh∗(−1) = ‖ · ‖1, Jμ∗(−1) = ‖ · ‖1,uh∗−1,

Ch(−1) = RN ·(nz
u+nz

y), Cμ(−1) = RN ,

i=0
repeat:
1: zones (25): Jh∗(i−1), uh∗(i−1) and

θh ∈ Ch(i−1) → θh∗(i);
2: central HVAC system (24): Jμ∗(i−1), θh = θh∗(i) and

θμ ∈ Cμ(i−1) → θμ∗(i);
3: microgrid (23): θμ = θμ∗(i) → Cμ(i), Jμ∗(i);
4: central HVAC system (24): Jμ∗(i), θh = θh∗(i) and

θμ ∈ Cμ(i) → Ch(i), Jh∗(i), uh∗(i)(θh);
5: i = i + 1;
until no CRs constraints are activated or no new CR

over the boundary.

parameter θh on the central HVAC system level are the thermal
energy and air temperature profiles obtained on the zone level.

3) Zone level problem is:

Jz∗ := min
uz,σ

Jh∗(θh) + f z(ct,u
z,xz,σ,dz),

s.t.

⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩

(uz,xz) ∈ UX z(xz
0,u

h∗(θh),dz),
xz = hz(xz

0,u
z,dz),

θh = [uz� yz�]�,
θh ∈ Ch,
yz

ref −Δz
ref − σ ≤ yz ≤ yz

ref +Δz
ref + σ,

σ ≥ 0,

(25)

where f z(·) is the comfort-related part of the zone level cost
function described in (4) presented here in a generalized form
for convenience, ct is the mean price of the thermal energy in
all building zones, uz and xz are the input and state vectors with
xz
0 denoting the initial system state, the corresponding feasi-

ble set UX z consists of zone physical constraints and system
dynamics hz(·) and is described with (1) and (3). After the
initial coordination iteration, CR of the central HVAC system
level encompasses the thermal energy limit constraints, so the
zone thermal constraints (3) used in the initial iteration with
presumed minimal supply temperatures from the central HVAC
system level can be omitted from the set UX z in the subsequent
iterations. The set Ch represents the CR of the central HVAC
system level.

Coordination algorithm can then be described using the gen-
eral formulation of different levels optimizations from (23)–
(25), as presented in Algorithm 1. In Algorithm 1 iterations are
denoted with i, and index i in brackets in the variable superscript
denotes the corresponding variable value in the ith iteration.

Coordination algorithm is initialized by performing the first
pass through all the considered levels based on an energy-
optimal criterion for zone and central HVAC system level
and corresponding CRs initialized as Ch = RN ·(nz

u+nz
y) and

Cμ = RN , denoting an unbounded set of real numbers with
the corresponding dimensions. At the initial iteration of the
algorithm the optimization vector of the central HVAC system
level uh∗(−1) is for the case of cooling initialized with the lowest
admissible values of the supply medium temperature reference.

The results of the zone level optimization are zone temper-
atures yz ∗ and the required optimal thermal energies uz ∗ that
need to be supplied to the zones, stacked into the parameter
θh∗(i) and passed to the central HVAC system level.

The central HVAC system level controller uses the current
value of the parameter vector θh∗(i) and finds the optimal so-
lution to the problem (24). The optimized control profile at the
central HVAC system level results with the electrical energy
consumption profile θμ∗(i) = yh∗ which is propagated to the
microgrid level. In the first execution of the central HVAC system
level is (24) solved as energy-optimal control problem, since the
electricity prices from the microgrid level are not available at the
given time. In the following executions are the electricity prices
determined by the currently active CR at the microgrid level,
i.e. with the associated cost function Jμ∗(i−1) and constraints
Cμ(i−1).

In the next step microgrid level computes the optimal control
policy around the declared HVAC consumption profile θμ∗(i)

and provides the central HVAC system with the cost description
Jμ∗(i) and boundaries Cμ(i) of the respective CR.

Following the microgrid level optimization execution, the
central HVAC system level optimizes its operation based on
the latest declared zone requests and the obtained prices and
boundaries from the microgrid level. It also computes the value
function Jh∗(i) and CR Ch(i) associated with the optimized
control profile and makes them available to the zones level in
the next iteration of the algorithm.

The coordination is performed iteratively until no CR con-
straints are activated (as presented in Fig. 2(a) and (b)) or
there is no new CR existent over the boundary (as presented
in Fig. 2(c)) simultaneously in both interactions between levels,
in which cases the algorithm is concluded. In cases where the
CR boundaries are reached, the parameter θ(i) is transferred
over the activated CR boundary in the direction that decreases
the corresponding CR value function J∗(i)(θ) through:

θ(i+1) = θ(i) − εhCR(i), (26)

where hCR(i) is the gradient of the CR value function J∗(i)(θ) as
in (20) and ε is a parameter of small value (e.g. solver precision
or 1% of ‖hCR(i)‖1) chosen to ensure entering into the adjacent
CR (if it exists).

IV. VALIDATION OF THE DEVELOPED BUILDING ENERGY

MANAGEMENT SYSTEM

The 13-floors skyscraper building of University of Zagreb
Faculty of Electrical Engineering and Computing, which is also
a protected cultural heritage [30], is here used as a case study.
The building consists of 248 controllable zones equipped with
two-pipe fan coil units (FCUs) for seasonal heating or cooling
and is equipped with BEMS [31]. The building has roughly
10.000 m2 of useful area and zones windows are oriented either
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TABLE I
THE CASE STUDY AND THE CONSIDERED SIMULATION SCENARIO

to the south or to the north. The identified semi-physical model
of the case-study building consists of identified second-order
models [25] of all 248 controllable zones (nz

u = nz
y = 248,

nz
x = 2nz

y) stacked into the compact model form (1). Distur-
bance vector dzk ∈ Rnz

d (nz
d = nz

u + 9) is a vector of predicted
equivalent heat disturbance for each zone1 and of external
weather influences affecting the building temperature behavior,
consisted of outside air temperature and diffuse and direct solar
irradiances incident on the exterior building surfaces.

The GWL Power Group Lithium Cell batteries [32] energy
storage system is located in the building basement with overall
storage capacity of 32 kWh and 89% round-cycle efficiency.
It is connected to the building grid with a fully controllable
power converter with a power rating of 9.6 kW. Building rooftop
photovoltaic (PV) plant is comprised of 3 PV arrays, each with
15 poly-Si PV panels (Solvis SV60-235) connected in series,
amounting to overall PV plant power of 10.58 kW in standard
test conditions (10.58 kWp). The building energy exchange with
the grid is limited by the power rating of 2 building transformers
(20/0.4 kV). Relevant meteorological conditions are measured
by the meteorological station on the building rooftop and specif-
ically the direct and diffuse solar irradiance components are
measured by Kipp and Zonen CHP1 pyrheliometer and CMP11
pyranometer, respectively, both mounted on a Solys2 sun tracker
with a sun sensor for active tracking.

The building temperature is controlled within comfort interval
of 24 ± 1.5 °C during occupied periods from 7:00 until 20:00.
Outside that period comfort bounds are matched with the lower
and upper building protect limits which are, respectively, 15◦C
and 28◦C. For convenience, the case study and the considered
simulation scenario parameters are summarized in Table I.

Determination of achievable benefits with the proposed
BEMS is performed for two typical workday conditions in July
covering sunny and semi-cloudy external weather conditions
(Scenario A and Scenario B). Heat disturbances in all zones
are assumed zero-valued. The expected day-ahead electricity

1It stems from internal gains, changed configuration of the zones compared
to the state during identification and model inaccuracies.

Fig. 3. Day-ahead electricity price profile for grid-building energy exchange.

pricing is shown in Fig. 3, with the price profile obtained from the
publicly available European Power Exchange company portal
for 2019 [19] and the prices scaled to match the grid fees
and supplied energy cost in Croatia [20]. The monthly cost of
maximum building power consumption [20] is divided by 30 to
represent a correct price amount for single day optimization such
that cyµ

max
= 0.116 € /kW. Battery system degradation costs of

0.226 € /kWh both for charging and discharging are calculated
from the manufacturer’s datasheets [32]. In both scenarios, the
following control strategies are considered:

1) Baseline Control: The zone-level baseline control is based
on a simple hysteresis control of zone temperature with sampling
time of 1 min, chosen based on the on-site available commercial
equipment. The baseline controller switches between available
power outputs based on the difference between the temperature
reference and the zone temperature, such that zone’s fan coil
speed 1 is switched on at −0.15 ◦C, speed 2 at −0.30 ◦C and
speed 3 at −0.45 ◦C. The maximum attainable thermal power
at the highest fan speed is matched with zone level thermal
power limitations used in (3). For a fair comfort level com-
parison, the baseline controller starts to operate 1 h before the
start of the occupancy period to meet the comfort requirements
in occupancy periods on time. On the central HVAC system
level baseline control constantly keeps the supply temperature
at 7.5 ◦C according to the established practice of the chiller
maintenance service. The baseline for the microgrid level control
is a simple transactive controller: if the consumed energy is
higher than the expected daily average energy consumption, the
battery will be discharged with the maximum allowed power; if
the consumed energy is lower than the expected daily average
consumption, the battery will be charged with the maximum
allowed power.

1) Energy-Optimal (EO) Control: In energy-optimal control
the BEMS operates in an uncoordinated manner where each
building optimization level operates independently (local-wise
optimal) with only needed information provided to the upper
level. Consequently, the zone level and central HVAC system
level optimize their behavior with respect to the energy con-
sumption only (ct = 1, ce = 1). In such a set-up the zone level
consumption is a non-controllable load for the central HVAC
system level. Likewise, the consumption of the overall HVAC
system adds up in a non-controllable way to the non-controllable
load and PV production of the microgrid.

1) Price-Optimal (PO) Control: BEMS levels are coordi-
nated according to Algorithm 1.
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Fig. 4. Considered temperature, solar irradiance, HVAC non-controllable
consumption and microgrid net non-controllable consumption that also includes
PV system production in scenario A.

The performance of all considered control strategies is verified
in a scenario with the enforced repeated behaviour from day to
day, i.e., the initial state of the building (at the beginning of
the day, at midnight), which is subject to optimization, is equal
to the final state of the building (at the next midnight). Thus,
all control problems mentioned have for this daily scheduling
scenario also the initial state x0 as the optimization variable.
In this way the system does not exploit any initial condition
in the building for inducing savings, but leaves the building in
the same condition as it was at the beginning of the day – i.e.
no energy accumulated in initial conditions is exploited. The
repeatability of the baseline controller operation is ensured by
simulating the zone performance over several days with the same
weather conditions as in the considered simulation scenario.
The repeatability of building behaviour in MPC approaches is
ensured by adding the following equality constraints to the zone
level and the microgrid level optimization problems (4) and (14):

xz
N = xz

0, xμ
N = xμ

0 , (27)

where xz
0 ∈ Rnz

x and xμ
0 ∈ Rnµ

x are the initial system states at
0:00 and xz

N ∈ Rnz
x and xμ

N ∈ Rnµ
x are the predicted system

states at the end of the prediction horizon of length N , at 24:00.
All the MPC controllers operate with 15-min sampling time
(Ts = 15 min) and thus N = 96 for all levels.

In all computations an i7 CPU (i7-5960X) computer with
32 GB RAM was used. The algorithms are implemented in
Python with IBM CPLEX [33] used as the LP solver.

D. Simulation Scenario a

Simulation scenario A concerns a sunny day and is determined
by external weather and non-controllable consumption on the
central HVAC system and microgrid level, see Fig. 4.

First, the potential building operation cost savings with high
comfort demands are examined, with comfort-savings trade-off
parameter γ = 1. The possible savings are then discussed in
detail at the end of the subsection by considering the relaxation
of the users comfort through changing the parameter γ.

1) The Zones Level: Temperature profiles from two exem-
plary zones, obtained by applying different control strategies
for zone temperature control are shown in Fig. 5 and Fig. 6.

Fig. 5. Air temperature responses in a first exemplary zone selected from the
248 case-study building zones within the analysed day.

Fig. 6. Air temperature responses in a second exemplary zone selected from
the 248 case-study building zones within the analysed day.

Fig. 7. Cooling needs in the first exemplary zone selected from the 248
building zones within the analysed day.

Fig. 8. Cooling needs in the second exemplary zone selected from the 248
case-study building zones within the analysed day.

The responses of the cooling powers exerted into the selected
building zones through FCUs averaged on 15-minutes time
intervals are shown in Fig. 7 and Fig. 8. The control actions of
the baseline controller are based only on current measurements
resulting with reactive control and significant disruption of the
comfort in zones in which the comfort constraints cannot be
satisfied without the appropriately applied pre-cooling actions.

A comparison among the analyzed control strategies of 15-
minutes mean thermal power generated from FCUs to zones
air in all 248 zones is shown in Fig. 9. Pre-cooling actions
enable that the comfort is ensured during the entire day even



VAŠAK et al.: MODULAR HIERARCHICAL MODEL PREDICTIVE CONTROL FOR COORDINATED 2679

Fig. 9. Overall cooling energy needs for all the zones.

Fig. 10. Comfort level indicators for different controller configurations.

with the limited power of the cooling system. In case of price-
optimal control the microgrid and the central HVAC system level
force the zones to additionally shift the thermal energy demand
from intervals with higher electricity prices and peaking power
demand towards the intervals with more beneficial electrical
energy prices and HVAC system efficiency.

In the considered case of seasonal cooling, the comfort with
baseline control is significantly disrupted in cases when the
available thermal power of fan coils is insufficient to cover the
peak demand. Comfort levels parted to north- and south-facing
zones are shown in Fig. 10 and compared with the resulting
energy consumption of the considered zones. The comfort level
indicator, measured as average deviation (AD) from the temper-
ature reference is calculated as:

AD =
1

nsnz
y

∑
k∈O

‖yzref,k − yzk‖1, (28)

where O is the set of all the time samples within the occupancy
periods and ns is its cardinal number.

The comfort level indicator provides information on average
expected temperature in each time instant, e.g. for price-optimal
control with Δz

ref = 1.5 ◦C, the expected temperature in south-
oriented zones for the considered simulation scenario is within
the ±0.15 ◦C range around yzref. Additionally, performance of
different control strategies is also in Fig. 10 compared with
respect to the maximum overheating, i.e. maximum tempera-
ture above the reference detected in the building during the
occupancy periods. The large overheating of south-oriented
zones when using the baseline control strategy is a clear result
of lacking predictive feature. In both MPC-based approaches,
the temperature in all the building zones is kept within the
permissible temperature range of yzref ±Δz

ref, reducing thus the

Fig. 11. Comparison of day-ahead supply medium temperature references.

Fig. 12. Comparison of HVAC electrical load profiles.

overheating up to 56% and improving the overall comfort in the
building zones by at least 57% when compared with the baseline
control strategy.

2) The Central HVAC System Level: The day-ahead forma-
tion of the supply medium temperature reference at the central
HVAC system level is depicted in Fig. 11. The upper and the
lower reference limits are denoted with dashed black lines.

An emphasized difference in operation is evident between
the central HVAC system energy- and price-optimal controllers
in figs. 11 and 12. The decrease of the thermal loads in the
zones results in an increase of the supply medium temperature
reference, and in combination they bring higher EER of the
chiller operation and lower supply pipes thermal losses. During
the time instants with the increased thermal loads in the zones,
i.e. in the pre-cooling period and in the middle of the day,
is the supply medium temperature reference kept close to the
minimum allowed reference value.

The electrical load profile of the HVAC system is shown in
Fig. 12. The consumption with the employed baseline controller
is the lowest in the morning and evening hours, whereas it also
has the highest peak The price-optimal control minimizes the
peak power value at time instants with the highest loads at the
expense of the increased pre-cooling operation in the morning
hours when the considered volatile electrical energy prices are
the lowest (Fig. 3) and chiller the most efficient. With the abrupt
increase of the electrical energy price at 6:00, the central HVAC
system controller suddenly reduces the power consumption,
which also can be observed in the increase of the supply medium
temperature reference in Fig. 11. In respective time instants,
the thermal energy request from the zones is reduced, also as a
consequence of the employed coordination (see Fig. 9).

3) Microgrid Level: Daily energy exchange with the dis-
tribution grid is depicted in Fig. 13. The overall day-ahead
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Fig. 13. Overall building power consumption from the electricity grid.

Fig. 14. Battery storage charge and discharge energies profile.

Fig. 15. Daily building operation costs in the upper subplot and the com-
putation times through iterations of the Algorithm 1 in the lower subplot
(PO, γ = 1).

building consumption is adjusted to utilize the price volatility
for decreasing the overall operation costs.

Battery storage system charge and discharge energies
throughout the day are depicted in Fig. 14 for the three consid-
ered control strategies. In the MPC strategies, the batteries are
not utilized for additional energy savings due to the combination
of their efficiency and the included degradation costs.

4) The Overall Building Operation: Microgrid level cost
reduction through iterations of the parametric coordination algo-
rithm is depicted in the upper part of Fig. 15. The overall building
operation costs amount to: 179.08 € for the conventional base-
line strategy, 164.63 € for the energy-optimal building operation
and 152.29 € for the hierarchically coordinated, price-optimal
building operation, giving costs reductions of 15%.

The computation times through the iterations of the proposed
algorithm are shown in the lower graph of Fig. 15. The algorithm
has a blind start (see Algorithm 1) and in iteration i = 0 also
the energy-optimal solutions for zone and central HVAC levels
are computed. In cases of highly volatile energy prices, low
battery utilization cost and/or large peak power, these energy-
optimal solutions substantially differ from the final results of the
optimization which resemble the price-optimal behavior. As a
result the number of iterations required for algorithm to converge

TABLE II
THE OVERALL BUILDING OPERATION COSTS (SIMULATION SCENARIO A)

Fig. 16. Considered temperature, solar irradiance, and HVAC non-controllable
consumption and microgrid net non-controllable consumption that also includes
PV system production for scenario B.

is higher than the number of iterations required for algorithm to
converge when applied in a standard receding horizon closed-
loop fashion in which the coordination could start from the price-
optimal solution calculated at the previous time instant. In [15] it
was shown that receding horizon implementation of hierarchical
MPC during the whole year never needed more than 3 iterations
to converge, in vast majority of cases 1 iteration was enough.
Thus, 3 iterations before convergence that cumulatively last less
than 15 minutes, imply the feasibility of receding horizon control
implementation.

Table II shows the different possibilities of comfort-savings
weighing of MPC through parameter γ and two different base-
line cases with and without batteries. The considered MPC
approaches show better results than the baseline controller due
to the prediction of the comfort requirements and timely applied
pre-cooling. Even for the case with completely omitted reference
following part, with γ = 0, both considered MPC approaches
significantly reduce the maximum overheating occurring with
the baseline controller.

E. Simulation Scenario B

Simulation scenario B concerns a semi-cloudy day and is de-
termined by external weather and non-controllable consumption
on the central HVAC system and microgrid level, see Fig. 16.
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TABLE III
THE OVERALL BUILDING OPERATION COST (SIMULATION SCENARIO B)

The different possibilities of comfort-savings weighing
through parameter γ on the selected semi-cloudy day are shown
in Table III.

The presented results show promising savings possibilities,
reaching up to 24% cost reduction for the specified case study
scenarios. Each level of the presented modular control system
contributes to savings increase, while keeping the possible im-
plementations of the control system flexible and adaptable to var-
ious building configurations. Additionally, the achieved thermal
comfort in building zones is kept within the defined limits and is
substantially improved over the conventional baseline scenario.
For the considered predictive control application scenarios, the
software-based coordination with utilization of building thermal
energy storage achieves the cost-optimal energy management
without utilization of the available battery storage system.

V. CONCLUSION

The paper introduces a methodology for multi-level hier-
archical model predictive control. Coordination between the
hierarchy levels is achieved by utilizing computationally low-
cost procedures from multi-parametric programming. Appli-
cation in building energy management systems (BEMSs) is
shown. Coordination of the control levels of comfort in zones,
heating/cooling medium preparation and building microgrid is
achieved for attaining minimum building operation costs with
maintained comfort. Hierarchical structuring enables to keep
the control problems of individual levels separated for easier
commissioning and maintenance as well as for easy tempo-
rary bridging of certain levels where smart controls are not
applied. Operation of the proposed BEMS is compared versus
the operation of BEMS with non-coordinated model predictive
controls on different levels and versus the operation of BEMS
with rule-based controls. Real building case study (248 zones,
10.000 m2) for daily operation scheduling is considered. Sig-
nificant operation costs reductions are achieved that can be
directly attributed to the established coordination mechanism.
The introduced hierarchical control can be further extended
for provision of demand response services towards energy grid
entities as well as for cooperation between buildings within
energy communities.
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