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Abstract—The optimal design of interior permanent magnet
synchronous motors requires a long time because finite element
analysis (FEA) is performed repeatedly. To solve this problem,
many researchers have used artificial intelligence to construct a
prediction model that can replace FEA. However, because the train-
ing data are generated by FEA, it takes a very long time to obtain a
sufficient amount of data, making it impossible to train a large-scale
prediction model. Here, we propose a method for generating a large
amount of data from a small number of FEA results using machine
learning. An automatic design system with a deep generative model
and a convolutional neural network is then constructed. With its
sufficient data, the proposed system can handle three topologies and
three motor parameters in a wide range of current vector regions.
The proposed system was applied to multi-objective optimization
design, with the optimization completed in 13–15 seconds.

Index Terms—Convolutional neural network, design
optimization, generative adversarial network, permanent magnet
motor, semisupervised learning.

I. INTRODUCTION

INTERIOR permanent magnet synchronous motors
(IPMSMs) are widely adopted in electric vehicles and

industrial robots because of their high output, efficiency,
and reliability [1], [2], [3]. However, a major problem with
IPMSMs is their long optimization period, which is caused
by the high degree of freedom in their design and the use of
finite element analysis (FEA). Many researchers are trying to
solve this problem using optimization methods; some proposed
automatic design with efficient optimization methods against
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a high degree of freedom [4], [5], [6], [7], [8] while others
proposed optimization methods with surrogate models to
replace time-consuming FEA [9], [10], [11], [12], [13].

Because an IPMSM rotor can be designed with a large number
of geometries due to the embedded permanent magnet (PM),
various design alternatives thus need to be considered during
optimization. Bonthu et al. [4] minimized torque ripple and
cogging torque by optimizing the notch shape of the rotor surface
of the permanent magnet assisted synchronous reluctance motor.
Islam et al. [5] optimized two rotor design parameters at multiple
output points of an IPMSM using the response surface method.
Zheng et al. [6] performed multi-objective optimization of an
IPMSM with rare-earth PMs and ferrite PMs using the response
surface method. These size optimizations with computer-aided
design (CAD) were effective for optimizing the shape for a given
topology. However, it is difficult to deal with multiple topologies
because the geometries depend on the initial shape. To solve
this problem, many studies have proposed rotor design based on
topology optimization. Ishikawa et al. [7] minimized PM volume
using multi-material topology optimization for an asymmetric
IPMSM rotor. Sato et al. [8] applied multi-material topology
optimization to an IPMSM rotor using a normalized Gaus-
sian network. Although these methods produce completely new
topologies, some topologies cannot be manufactured and a very
large number of candidate solutions must be considered in the
optimization due to the huge design space. There is thus a need
for a method for generating manufacturable design alternatives
with multiple topologies in a small design variable space. There-
fore, this study uses a generative adversarial network (GAN) to
solve this problem. A GAN is a deep generative model that uses
two deep neural networks proposed by Goodfellow et al. [14].
The GAN has the advantage of dimensionality reduction from
multidimensional images to a small latent variable space, and
it can integrally represent design alternatives for various motor
topologies.

FEA, a numerical modeling method, is generally used to
calculate the characteristics of an IPMSM. FEA can be used
to obtain very accurate operating characteristics of IPMSMs,
but it is time-consuming. Many researchers have thus inves-
tigated the construction of prediction models using artificial
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intelligence (AI) to reduce analysis time while maintaining
the accuracy of FEA. Dhulipati et al. [9] used support vector
regression (SVR) to train a prediction model for a six-phase
IPMSM. Hao et al. [10] trained a model to learn the relationship
between the design parameters and torque ripple of an IPMSM
using radial basis function networks, and used the model for
optimization. Pan et al. [11] used XGBoost to learn the rela-
tionship between the torque characteristics and the structural
parameters of permanent magnet arc motors, and used the
model for optimization. These conventional machine-learning-
based approaches are mainly used for size optimization. On
the other hand, some studies use deep learning for topology
optimization. Barmada et al. [12] used a convolutional neural
network (CNN) to learn the relationship between the shape and
torque characteristics of synchronous reluctance motors, and
used the CNN for optimization. Asanuma et al. [13] trained a
model to learn the relationship between the topology near the
rotor surface and the torque characteristics of an IPMSM using
transfer learning with CNNs. The CNN has the advantage of
achieving highly accurate predictions from complex topological
information by feature extraction, making them suitable for pre-
dicting the characteristics of design alternatives generated by a
GAN.

These conventional AI-based modeling methods achieve high
accuracy but take into account only specific geometries or one
current vector condition, making them unsuitable for various
applications. The small scale of these modeling techniques is
due to the difficulty in obtaining sufficient data. For example,
when training a prediction model to replace FEA, the training
data are generally generated by FEA. Assuming that the FEA for
generating training data takes 12.4 minutes to analyze the speed-
torque characteristics of an IPMSM [15], an FEA of 100000
datasets would take more than two years.

This research solves the problem of obtaining sufficient data
and aims to construct a general-purpose IPMSM design system
that applies deep learning models to design and modeling.
Fig. 1 shows an overview of the present study. First, for data
acquisition, we use semi-supervised learning where the training
data are generated using machine learning. In [15], the authors
proposed a method for training a prediction model that can
accurately predict the speed-torque characteristics of double-
layered IPMSMs from a small number of design parameters
and FEA results using machine learning. This prediction model
can be used to calculate the operating characteristics of various
double-layered IPMSMs from their design parameters to gen-
erate a large dataset in a short time. Thus, by constructing a
machine learning model that is limited to a certain typical rotor
shape from a small dataset, and applying the data generation
process to various shapes, we can quickly obtain sufficient
data.

Using the generated data, an automatic rotor core design
system based on the GAN and the CNN is constructed. The
two trained deep learning models are then used for multi-
objective optimization design. It is shown that the design time
is significantly reduced. The contributions of this paper can be
summarized as follows.

Fig. 1. Overview of this study. d◦i is the design parameters for each rotor
shape. Blue arrows represent the prediction flow used to generate the training
data described in Section II. Red arrows represent the data flow of the proposed
rotor core design system described in Section III.

Fig. 2. Single-pole conventional rotor shapes. (a) 2D, (b) V, and (c) Nabla.

a) A quick training data generation method for large-scale
deep learning is proposed.

b) A deep generative model that integrally represents differ-
ent topologies in the latent space is applied.

c) A prediction model of FEA that can be applied in a wide
range of current vector regions is presented.

d) An automatic design system for IPMSMs that enables
quick design is proposed.

The rest of this paper is organized as follows. Section II
describes the proposed method for quickly generating training
data. Section III describes deep learning based on the generated
dataset. Section IV shows the results of torque maximization and
PM volume minimization using the proposed automatic design
system. Section V summarizes the results.

II. OBTAINING TRAINING DATA

Semi-supervised learning with machine learning is used to
quickly generate a sufficient amount of data for training the
deep learning models. In this section, we describe the process
of generating training data.

The target of this study is an IPMSM with 8 poles and
48 slots of distributed winding stators. Fig. 2 shows the rotor
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topologies of 2D-, V-, and Nabla-structure IPMSMs [2], [16].
In this study, we generate data based on these three types of
topologies. The permanent magnet is NMX-S49CH, and the
iron core is 10JNEX900. See [2] for detailed information on the
stator geometry, body size, and other parameters.

First, the relationship between rotor shape and speed-torque
characteristics is learned using the method proposed in [15].
For the prediction model in [15], the input variables are the
design parameters, such as the PM thickness, and current con-
ditions. Although the objective is to predict the speed-torque
characteristics, the prediction models do not directly predict
the speed-torque characteristics; instead, we set three motor
parameters (PM flux linkage Ψa and d- and q-axis inductances
Ld, Lq) as the prediction targets to improve accuracy. The average
torque T and the limit speed Nlim are obtained from the predicted
motor parameters as follows.

T = Pn (Ψaiq + (Lq − Ld) idiq) , (1)

Nlim =
Vom√

(Ψa + Ldid)
2 + (Lqiq)

2
, (2)

where Pn is the number of pole pairs, id and iq are the d- and
q-axis current, respectively, and Vom is the maximum induced
voltage.

The FEA conditions for the training data for the prediction
models were generated according to (3).⎧⎪⎨

⎪⎩
di ∼ U(dlwr, dupr),

Ia ∼ 140
√

3U(0, 1)(A),

β ∼ U(0, 90)(◦),
(3)

where U(a, b) is a random variable with a uniform distribution
on an open interval (a, b), di is the i-th design parameter,
and dlwr and dupr are its lower and upper bound, respectively.
The numbers of design parameters are 11, 5, and 8 for 2D, V,
and Nabla, respectively. The relationship between the armature
current Ia, the current phase angle β and id, iq are as follows.{

id = −Ia sinβ

iq = Ia cosβ
(4)

The shapes were generated by CAD based on the randomly
generated design parameters, and FEA was performed under the
randomly generated current conditions to generate the training
data for prediction models. The objective of the prediction
models is to accurately learn the function f in the following
equation. See [15] for more details.

Ψa, Ld, Lq = f (id, iq, d1, d2, . . .) (5)

The prediction models described above are constructed for the
three topologies. Table I shows the machine learning methods
used to predict the characteristics for each topology, where GPR
is Gaussian process regression. The values in parentheses are
the coefficients of determination r2 for the test data. For the
training data, we used a total of 26209 randomly generated
shapes (2D: 8256; V: 7927; Nabla: 10026), all of which were
analyzed under random current vector conditions. The software
JMAG-Designer 19.1 was used for the FEA. The prediction

TABLE I
MACHINE LEARNING METHODS AND COEFFICIENTS OF DETERMINATION FOR

TEST DATA USED FOR DATA GENERATION

TABLE II
NUMBER OF DATASETS USED FOR TRAINING

accuracies for Nabla were the lowest among the three topologies,
despite the largest number of training data. A detailed discussion
of the differences in prediction accuracy between topologies
is beyond the focus of this study and will be the subject of
future research, but the effects of the imbalance in prediction
accuracy for each topology and each parameter are described in
Section IV.

The trained prediction models and the randomly generated
conditions according to (3) were then substituted into (5) to
generate shape and motor parameter pairs for 55000 shapes for
each topology, for a total of 165000 shapes. Table II summarizes
the number of datasets used for training in each phase. The
reason for generating 55000 shapes is to stabilize the images
generated by the GAN explained in Section III-B. Because the
motor parameters change nonlinearly due to the effect of mag-
netic saturation, we predicted the change in motor parameters
versus the current vector condition for each shape. Because the
maximum armature current of the IPMSM used in this research
is 232 A, the characteristic data generated by the prediction are
the discrete PM flux linkage with an armature current ranging
from 5 to 235 A in 5-A increments and the discrete d- and q-axis
current versus d- and q-axis inductance characteristics with d-
and q-axis currents ranging from 5 to 235 A in 10-A increments.
Here, the PM flux linkage is assumed to be independent of the
current phase [15].

The data augmentation method described above predicted the
characteristics for 623 current vector conditions for each shape,
meaning that the FEA results for 102795000 conditions (165000
shapes × 623 conditions/shape) were predicted from FEA re-
sults for only 24000 conditions. The prediction of 102795000
data points was completed in a total of 3.6 hours, thus concluding
that sufficient data were obtained in a practical amount of time.
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Fig. 3. Material representation of rotor shape.

III. AUTOMATIC DESIGN SYSTEM

Using the dataset created in Section II, we trained the deep
learning models for the automatic rotor shape design system. The
automatic design system consists of two types of deep learning
model, one for design and the other for characteristic prediction.
This section describes the training methods and the results for
these two deep learning models.

A. Material Representation for Rotor Core

First, we describe the numerical representation of the motor
shape. There are two types of numerical representation of motor
shapes, namely that used in [15] (see Section II) that specifies
the design parameters of the shape, denoted as the parameter
representation, and that used in topology optimization that spec-
ifies the material at each coordinate, denoted as the material
representation. The parameter representation can represent only
one topology depending on the reference shape and is unsuitable
for a system that handles multiple topologies in an integrated
manner. For example, the design parameters used for the 2D, V,
and Nabla structures are 11-, 5-, and 8-dimensional, respectively,
making it difficult to handle different topologies with a given
parameter representation. Therefore, in the proposed automatic
design system, the motor shape is represented numerically by
the material representation.

Fig. 3 shows the material representation method used in the
proposed system. An electromagnetic steel sheet, a PM, or air
is specified for each pole coordinate of the rotor, and the three
materials are assigned to the RGB (red, green, blue) values of
the image as one-hot vectors, respectively, to represent the rotor
shape in the image, as shown in the right image in Fig. 3. Because
the shape considered in this study is d-axis symmetric and there
is no magnet or air layer near the shaft, only half of the geometry
in the circumferential direction and 60% of the geometry in the
radial direction are converted into images. The magnetization
direction (angle) of the PM is represented by the difference in
the brightness of the blue color by inputting the normalized value
of the angle information dPM, which is calculated as follows:

dPM =
θPM + 90

180
, (6)

where θPM ∈ [−90◦, 90◦] is the angle of the magnetization
direction of each PM. In the actual image generation process
for the material representation, the material information at each
coordinate was extracted and converted into an image for the
rotor shape whose dimensions were parametrically generated

Fig. 4. Parameters-FID characteristics. dz is the dimension of the latent
variable. The batch size was 10, and the number of training steps was 200000.

Fig. 5. Example of results generated by lightweight GAN. The dimension of
the latent variable was 256.

by CAD in JMAG-Designer. Note that due to the coordinate
transformation, the straight part of the rotor shape becomes a
gentle curve in the image.

B. Training of Generative Adversarial Network

This study uses lightweight GAN [17] to generate materially
represented rotor images. The training data for the lightweight
GAN is the converted 165000 images from the shapes paramet-
rically generated in Section II. The image was a 3 × 256 × 256
tensor.

To determine the parameters of GAN, this study uses Fréchet
Inception Distance (FID) [18]. FID measures the overall se-
mantic realism of the synthesized images. We let GAN ran-
domly generate 50000 images and computed FID between the
generated images and the whole training dataset. Fig. 4 shows
the number of parameters of the models and the calculated
FID in the different latent variable dimensions. To reduce the
FID, the dimension of the latent variable needs to be increased,
but the computational cost also increases with the number of
parameters. Thus, the dimension of the latent variable was set
to 28 = 256.
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Fig. 6. Architecture of multi-task CNN. (a) Residual block and (b) overall network. Orange boxes represent feature maps, where the number of channels is
shown. Blue boxes mean residual blocks shown in (a), and if "downsample" is written, a convolutional layer that has 1x1 filters and a stride of 2 is added to the
shortcut connection. Red boxes mean the fully connected layers.

Fig. 5 shows an example of a shape generated by lightweight
GAN. The output images of the GAN clearly show the three
types of rotor shape. All of these images were sampled from
the same latent variable space, indicating that the use of GAN
allows us to handle a wide variety of shapes in a unified manner.
In addition, the huge design space can be reduced to 256 dimen-
sions of the latent variable space and undesignable shapes can
be eliminated.

C. Training of Convolutional Neural Network

This study uses CNN to predict the motor characteristics
from rotor images generated by the GAN. Fig. 6 shows the
architecture of the CNN used in this study. The regression
CNN is built based on ResNet-18 [19]. It is a multi-task
learning architecture that simultaneously predicts three mo-
tor parameters f or a single shape. Because each motor pa-
rameter is nonlinear with respect to the current vector, the
characteristic data generated in Section II were approximated
by polynomial equations using the least-squares method. The
coefficients of the approximation equation were used as the
prediction target. The approximation equations are shown
below.

Ψa = wΨa
0 + wΨa

1 Ia + wΨa
2 I2a + wΨa

3 I3a , (7)

Ld = wLd
0 + wLd

1 id + wLd
2 iq + wLd

3 i2d + wLd
4 idiq + wLd

5 i2q

+ wLd
6 i3d + wLd

7 i2diq + wLd
8 idi

2
q + wLd

9 i3q, (8)

Lq = w
Lq

0 + w
Lq

1 id + w
Lq

2 iq + w
Lq

3 i2d + w
Lq

4 idiq + w
Lq

5 i2q

+ w
Lq

6 i3d + w
Lq

7 i2diq + w
Lq

8 idi
2
q + w

Lq

9 i3q

+ w
Lq

10 i
4
d + w

Lq

11 i
3
diq + w

Lq

12 i
2
di

2
q + w

Lq

13 idi
3
q + w

Lq

14 i
4
q,

(9)

where wp
i (p ∈ {Ψa, Ld, Lq}) is the coefficient, and Ia is calcu-

lated as follows:

Ia =
√

i2d + i2q. (10)

As shown in Fig. 6, the number of output nodes in fully
connected layers was determined according to the number of
coefficients in (4)–(6).

The true values of the coefficients of each motor parameter
for 16500 shapes were calculated to minimize the squared errors
from the motor parameters in each of the 623 conditions for
each shape generated in Section II. From the normalized 165000
datasets (combinations of shapes and approximation equation
coefficients), 120000 were used as training data, 30000 were
used as validation data, and 15000 were used as test data for
training. Adam was used for optimization, the weight decay was
0.0001, the learning rate was 0.001, and the mini-batch size was
16. The loss function LCNN is defined as follows.

LCNN =
∑

p∈{Ψa,Ld,Lq}
kpMSE (ŵp,wp), (11)

wherekp is the coefficient for balancing losses, MSE is a function
that returns the mean squared error, wp is the true value of the
weight vector for each parameter, and ŵp is the CNN prediction
of wp. In this study, we set the coefficient (kΨa , kLd , kLq ) =
(3, 2, 1).

Fig. 7 shows the prediction accuracy of the trained multi-
task CNN on the test data, and Fig. 8 shows the training and
validation errors. Note that this prediction accuracy is not for
the FEA results, but for the data generated by machine learning.
First, the validation error was almost the same as the training
error, concluding in no tendency to overfit. A comparison of the
prediction results indicates that the accuracy was high except for



SHIMIZU et al.: AUTOMATIC DESIGN SYSTEM WITH GENERATIVE ADVERSARIAL NETWORK 729

Fig. 7. Prediction results for test data, where r2 is the coefficient of determination. Results for (a) PM flux linkage, (b) d-axis inductance, and (c) q-axis inductance.

TABLE III
COMPARISON OF PREDICTION ERRORS AND MODEL PARAMETERS FOR DIFFERENT CNNS (MEAN ± STD FOR 10 TRAINING RUNS; STD: STANDARD DEVIATION)

Fig. 8. Training and validation errors. Dashed curves denote training error,
and bold curves denote validation error.

the PM flux linkage and d-axis inductance in the Nabla structure.
The low prediction accuracy of these two characteristics is due
to the prediction error generated during data generation because
their prediction accuracy in Table I is also low. Because a perfect
prediction of the data with errors implies a deviation from the
true data by FEA, this result in Fig. 7 is reasonable. Prediction
accuracy for FEA is discussed in Section IV.

To demonstrate the high performance of the proposed CNN,
we compare its performance with other conventional CNNs,
ResNet-34 [19], ResNet-50 [19], VGG-11 [20] with batch nor-
malization, and AlexNet [21]. Table III compares the prediction
results and the model parameters for 10 training runs, where
only the networks on the input side from the 1000-dimensional
fully connected layer were changed while keeping the multi-task
architecture in Fig. 6 fixed. All the training parameters were the
same. The proposed CNN based on ResNet-18 and the CNN
based on ResNet-34 had nearly equal validation errors for all
motor parameters and had lower prediction errors than the other
CNNs. In addition, the proposed model has fewer parameters
and then requires less training time. Therefore, the proposed
architecture is superior in both performance and computational
cost.

Then, to verify the effectiveness of the proposed CNN’s
multi-task architecture, we compare the prediction accuracy of
the CNNs when trained with different loss coefficients. Table IV
compares their prediction results for 10 training runs, where
one-hot vectors mean that the learning is not multitasking.
Comparison results show that the multi-task architecture reduces
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TABLE IV
COMPARISON OF PREDICTION ERRORS AND MODEL PARAMETERS FOR DIFFERENT LOSS COEFFICIENTS (MEAN ± STD FOR 10 TRAINING RUNS)

Fig. 9. Overall configuration of automatic design system. The blue part is used for shape optimization, and the red part is used for optimal current vector search
for a given shape.

the verification errors for all motor parameters due to the sup-
pression effect of overfitting. Furthermore, the setting with a
larger weight of errors in Ψa and Ld efficiently reduced the
verification error, although a slightly larger verification error in
Lq.

IV. OPTIMIZATION DESIGN

The combination of the deep generative model and the char-
acteristic prediction model in Section III leads to an automatic
design system, as shown in Fig. 9. This section demonstrates
the usefulness of the system by performing a multi-objective
optimization design in the 256-dimensional latent variable space
of the generative model.

A. Problem

In this study, the design goals are to minimize the volume of
the PMs and maximize the maximum torque under the torque
constraint. The problem setup is as follows:

min w1
V PM

V PM
init

− w2

TMax
pred

TMax
init

,

s.t. gi : T
(i)
pred ≥ αT (i)

req (i = 1, 2, . . . , n) , (12)

where VPM is the volume of a PM for each candidate solution
and TMax

pred is the predicted maximum torque for each candidate
solution. These parameters are normalized by the initial values
V PM
init and TMax

init , respectively. The volume of the PM was
defined as a percentage of the image area. w1 and w2 are weight
coefficients. (w1, w2) = (1, 1) in this setup. The constraint

condition gi is a torque constraint for n required operating points
{(N (i)

req, T
(i)
req)}ni=1, which is multiplied by a coefficientα= 1.03

to consider the prediction error. The torque prediction results are
given as the results of maximum power control at the required
speed as follows:

T
(i)
pred = max

Ia∈(0,Iam],β∈(0,90)
TCNN (Ia, β) ,

s.t. NCNN (Ia, β) ≥ N (i)
req, (13)

where Iam is the maximum armature current, and TCNN and
NCNN are the torque and limit speed calculated by substituting
the motor parameters predicted by the CNN into (1) and (2),
respectively. The solution for maximum power control was
obtained by a brute-force search.

NSGA-II [22] was used as the optimization algorithm, and
the framework pymoo was used for the implementation [23].
The population size was set to 100 and the number of offspring
was set to 10. Latin hypercube sampling was used for sampling
the initial population, the tournament method was used for
selection, simulated binary crossover was used for crossover,
and polynomial mutation was used for mutation. The termination
condition was set to 100 generations.

B. Optimization Results

To verify the robustness of the proposed system, this study
performed optimization under three conditions. Table V shows
the settings for the three conditions and Figs. 10 and 11 show
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Fig. 10. Characteristics of all populations and the last population for optimization design under (a) Condition 1, (b) Condition 2, and (c) Condition 3.

Fig. 11. Characteristics of all populations with topology information for optimization design under (a) Condition 1, (b) Condition 2, and (c) Condition 3.

TABLE V
OPTIMIZATION CONDITIONS

the characteristics of all the populations generated in the opti-
mization process under each condition. The maximum armature
voltage was set to 507 V.

In Condition 1, the maximum armature current was set to
232 A, and the optimization was performed at two required
operating points, (3000 min−1, 197 Nm) and (11000 min−1, 40
Nm), which were determined based on the reference motor in [2].
The solution population transitioned to satisfy the constraints;
all the individuals in the final population satisfied the constraints.
The Nabla structure most easily produced the maximum torque.
Almost all of the Pareto solutions are the Nabla structure under
severe torque requirements.

In Condition 2, the maximum armature current was fixed at
232 A and the torque constraint was relaxed from that in Con-
dition 1. Optimization was performed at two required operating
points, (3000 min−1, 170 Nm) and (11000 min−1, 40 Nm). In
Condition 2, many candidate solutions for all three topologies
satisfy the relaxed torque constraint. The V structure reduced
the volume of PMs the most while maintaining high torque. The
2D structure, which was designed for high efficiency [2], does
not appear in the Pareto solution for Condition 2.

TABLE VI
COMPARISON OF OPTIMIZATION ALGORITHM (MEAN ± STD FOR 10 RUNS)

In Condition 3, the armature current limit was reduced from
232 to 104 A and the two required operating points were set
to (1000 min−1, 100 Nm) and (9000 min−1, 30 Nm). In this
condition, the maximum torque requirement was reduced, but
the current limit was also reduced, resulting in a tighter torque re-
quirement. In addition, as in Condition 1, many Nabla structures
were selected to easily obtain the torque. Thus, the optimization
design of the proposed system can be performed under various
current limits.

To verify the optimality of the obtained solutions, we per-
formed comparative experiments with different multi-objective
optimization algorithms, RNSGA-II [24], NSGA-III [25],
UNSGA-III [26], and RNSGA-III [27]. Table VI compares the
minimum fitness of the last population for each optimization,
where the reference points for RNSGA-II and RNSGA-III were
set to (0.82, -1.17) and (0.68, -1.07), and the reference directions
for NSGA-III and UNSGA-III were set in 8 segments based on
Das-Dennis method. The other basic optimization parameters
were common. The comparison results showed that NSGA-II
used is superior to the other multi-objective optimization meth-
ods in this problem set.

FEA was conducted by selecting three candidate solutions
for each condition from the Pareto solutions. Fig. 12 shows the
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Fig. 12. Prediction by proposed method and FEA results for speed-torque characteristics of Pareto solutions, where blue points are required operating points.
(a)–(i) Solutions A-I defined in Fig. 9.

Fig. 13. Optimization time for (a) Condition 1, (b) Condition 2, and (c) Condition 3.

prediction results and the FEA results for the speed-torque char-
acteristics of the selected candidate solutions, where solutions
A-I correspond to the solutions in Fig. 10 and the blue points
represent the required operating points for each condition.

The shape images of the Pareto solutions are all clear and
designable, confirming the effectiveness of the trained GAN. A
comparison of the FEA results with the CNN prediction results
indicates that the prediction accuracy of the speed-torque charac-
teristics is very high for all candidate solutions. The FEA results
for all Pareto solutions satisfy the required operating point,
which means that the prediction error is less than 3%. These
results imply that the poor prediction accuracy for the Nabla
structure in Table I was improved by the CNN. In other words,
the CNN recognized and eliminated as noise the insensitive error
and standard error generated in the process of data generation by
SVR and GPR, respectively. This shows that the proposed data
generation method can tolerate a certain degree of inaccuracy in
a machine learning method.

Finally, we discuss the optimization time. Fig. 13 shows
a histogram of the design time for 100 optimization designs
under each condition. For the calculations, a computer with an
Intel Core i7-9700K CPU, 32.0 GB of RAM, and an NVIDIA
GeForce RTX 2070 SUPER (8 GB) GPU was used. The pro-
posed system can design a shape that satisfies the requirements
in 13-15 seconds, effectively reducing the optimization time
compared to that for the conventional optimization calculation
for the same scale (generally several days to several weeks).

V. CONCLUSION

This paper proposed a deep learning technique for optimizing
IPMSM rotors. The results can be summarized as follows.

a) We proposed a method for quickly generating a large
amount of FEA data for training large-scale deep learning
models using machine learning specific to each topology.
This method generated 102795000 training data from
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26209 FEA results. Also, the proposed data generation
method could tolerate a certain degree of inaccuracy in a
machine learning method.

b) The proposed generative model can be used to design rotor
topologies for three IPMSMs with high precision and can
represent different topologies in a unified 256-dimensional
latent variable space.

c) We proposed a prediction model that can quickly and
accurately predict motor parameters in a wide range of
current vectors with various geometries.

d) We proposed an automatic rotor design system for
IPMSMs using two deep learning models. The proposed
system can be used for various required operating points
and current ranges. The time required for design optimiza-
tion was only 13-15 seconds.

Once the proposed automatic design system is trained,
the design optimization under various conditions can be per-
formed many times in a short time, leading to a significant
reduction in the design and development time of IPMSMs.
In the future, we will study the characteristics not cov-
ered in this paper, such as loss and vibration. Additionally,
other magnetic materials and rotor topologies will be exam-
ined to expand the scope of the proposed automatic design
system.

The dataset generated in Section II is available at IEEE Dat-
aPort [28] and the Python implementation of the characteristics
prediction models is available at GitHub [29].

REFERENCES

[1] A. Brosch, O. Wallscheid, and J. Böcker, “Torque and inductances esti-
mation for finite model predictive control of highly utilized permanent
magnet synchronous motors,” IEEE Trans. Ind. Inform., vol. 17, no. 12,
pp. 8080–8091, Dec. 2021.

[2] Y. Shimizu, S. Morimoto, M. Sanada, and Y. Inoue, “Influence of perma-
nent magnet properties and arrangement on performance of IPMSMs for
automotive applications,” IEEJ J. Ind. Appl., vol. 6, no. 6, pp. 401–408,
Nov. 2017.

[3] Y.-H. Jung, M.-R. Park, K.-O. Kim, J.-W. Chin, J.-P. Hong, and
M.-S. Lim, “Design of high-speed multilayer IPMSM using ferrite
PM for EV traction considering mechanical and electrical charac-
teristics,” IEEE Trans. Ind. Appl., vol. 57, no. 1, pp. 327–339, Jan.
2021.

[4] S. S. R. Bonthu, M. T. B. Tarek, and S. Choi, “Optimal torque ripple reduc-
tion technique for outer rotor permanent magnet synchronous reluctance
motors,” IEEE Trans. Energy Convers., vol. 33, no. 3, pp. 1184–1192, Sep.
2018.

[5] M. S. Islam, M. Chowdhury, A. Shrestha, M. Islam, and I. Husain,
“Multiload point optimization of interior permanent magnet synchronous
machines for high-performance variable-speed drives,” IEEE Trans. Ind.
Appl., vol. 57, no. 1, pp. 427–436, Jan. 2021.

[6] S. Zheng, X. Zhu, L. Xu, Z. Xiang, L. Quan, and B. Yu, “Multi-objective
optimization design of a multi-permanent-magnet motor considering mag-
net characteristic variation effects,” IEEE Trans. Ind. Electron., vol. 69,
no. 4, pp. 3428–3438, Apr. 2022.

[7] T. Ishikawa, S. Mizuno, and N. Krita, “Topology optimization method for
asymmetrical rotor using cluster and cleaning procedure,” IEEE Trans.
Mag., vol. 53, no. 6, Jun. 2017, Art. no. 7001504.

[8] T. Sato, K. Watanabe, and H. Igarashi, “Multimaterial topology optimiza-
tion of electric machines based on normalized Gaussian network,” IEEE
Trans. Mag., vol. 51, no. 3, Mar. 2015, Art. no. 7202604.

[9] H. Dhulipati, E. Ghosh, S. Mukundan, P. Korta, J. Tjong, and N. C. Kar,
“Advanced design optimization technique for torque profile improvement
in six-phase PMSM using supervised machine learning for direct-drive
eV,” IEEE Trans. Energy Convers., vol. 34, no. 4, pp. 2041–2051, Dec.
2019.

[10] J. Hao, S. Suo, Y. Yang, Y. Wang, W. Wang, and X. Chen, “Op-
timization of torque ripples in an interior permanent magnet syn-
chronous motor based on the orthogonal experimental method and MIGA
and RBF neural networks,” IEEE Access, vol. 8. pp. 27202–27209,
2020.

[11] Z. Pan and S. Fang, “Torque performance improvement of permanent
magnet arc motor based on two-step strategy,” IEEE Trans. Ind. Inform.,
vol. 17, no. 11, pp. 7523–7534, Nov. 2021.

[12] S. Barmada, N. Fontana, L. Sani, D. Thomopulos, and M. Tucci, “Deep
learning and reduced models for fast optimization in electromagnetics,”
IEEE Trans. Mag., vol. 56, no. 3, Mar. 2020, Art. no. 7513604.

[13] J. Asanuma, S. Doi, and H. Igarashi, “Transfer learning through deep
learning: Application to topology optimization of electric motor,” IEEE
Trans. Mag., vol. 56, no. 3, Mar. 2020, Art. no. 7513604.

[14] I. Goodfellow et al., “Generative adversarial nets,” in Proc. Adv. Neural
Inf. Process. Syst., 2014, pp. 2672–2680.

[15] Y. Shimizu, S. Morimoto, M. Sanada, and Y. Inoue, “Using machine
learning to reduce design time for permanent magnet volume minimization
in IPMSMs for automotive applications,” IEEJ J. Ind. Appl., vol. 10, no. 5,
pp. 554–563, 2021.

[16] S. Suzuki, S. Morimoto, M. Sanada, and Y. Inoue, “Performance compari-
son of IPMSMs using a low iron loss material for automotive application,”
in Proc. IEEE 19th Int. Conf. Elect. Machines Syst., 2016, pp. 839–844.

[17] B. Liu, Y. Zhu, K. Song, and A. Elgammal, “Towards faster and sta-
bilized GAN training for high-fidelity few-shot image synthesis,” in
Proc. Int. Conf. Learn. Representations, 2021. [Online]. Available: https:
//openreview.net/forum?id=1Fqg133qRaI

[18] M. Heusel, H. Ramsauer, T. Unterthiner, B. Nessler, and S.
Hochreiter, “GANs trained by a two time-scale update rule converge to
a local nash equilibrium,” in Proc. Adv. Neural Inf. Process. Syst., 2017,
pp. 6626–6637.

[19] K. He, X. Zhang, S. Ren, and J. Sun, “Deep residual learning for
image recognition,” in Proc. Int. Conf. Learn. Representations, 2016,
pp. 770–778.

[20] K. Simonyan and A. Zisserman, “Very deep convolutional networks for
large-scale image recognition,” in Proc. Int. Conf. Learn. Representations,
2015, pp. 409–420.

[21] A. Krizhevsky, “One weird trick for parallelizing convolutional neural
networks,” 2014, arXiv:1404.5997.

[22] K. Deb, A. Pratap, S. Agarwal, and T. Meyarivan, “A fast and elitist
multiobjective genetic algorithm: NSGA-II,” IEEE Trans. Evol. Comput.,
vol. 6, no. 2, pp. 182–197, Apr. 2002.

[23] J. Blank and K. Deb, “Pymoo: Multi-objective optimization in python,”
IEEE Access, vol. 8, pp. 89497–89509, 2020.

[24] K. Deb and J. Sundar, “Reference point based multi-objective optimization
using evolutionary algorithms,” in Proc. 8th Annu. Conf. Genet. Evol.
Computation, Seattle, WA, USA, 2006, pp. 635–642.

[25] K. Deb and H. Jain, “An evolutionary many-objective optimization algo-
rithm using reference-point-based nondominated sorting approach, Part
I: Solving problems with box constraints,” IEEE Trans. Evol. Comput.,
vol. 18, no. 4, pp. 577–601, Aug. 2014.

[26] H. Seada and K. Deb, “A unified evolutionary optimization procedure
for single, multiple, and many objectives,” IEEE Trans. Evol. Comput.,
vol. 20, no. 3, pp. 358–369, Jun. 2016.

[27] Y. Vesikar, K. Deb, and J. Blank, “Reference point based NSGA-III for
preferred solutions,” in Proc. IEEE Symp. Ser. Comput. Intell., 2018,
pp. 1587–1594.

[28] Y. Shimizu, “Dataset for motor parameters of IPMSM” IEEE dataport,”
Oct. 2021. [Online]. Available: https://ieee-dataport.org/documents/
dataset-motor-parameters-ipmsm

[29] Y. Shimizu, “IPMSM-automatic-design,” Oct. 12, 2021. [Online]. Avail-
able: https://github.com/yshimizu12/IPMSM-automatic-design

Yuki Shimizu (Member, IEEE) received the B.E.,
M.E., and Ph.D. degrees from Osaka Prefecture Uni-
versity, Sakai, Japan, in 2016, 2018, and 2022, re-
spectively. In 2018, he joined Toyota Motor Corpo-
ration, Aichi, Japan. Since 2022, he has been with
the Graduate School of Science and Engineering,
Ritsumeikan University, Kyoto, Japan, where he is
currently an Assistant Professor. His main research
interest include design and control of permanent mag-
net synchronous motors using machine learning and
deep learning. Dr. Shimizu is a member of the Institute

of Electrical Engineers of Japan, Japan Institute of Power Electronics, and
Society of Automotive Engineers of Japan.

https://openreview.net/forum{?}id$=$1Fqg133qRaI
https://openreview.net/forum{?}id$=$1Fqg133qRaI
https://ieee-dataport.org/documents/dataset-motor-parameters-ipmsm
https://ieee-dataport.org/documents/dataset-motor-parameters-ipmsm
https://github.com/yshimizu12/IPMSM-automatic-design


734 IEEE TRANSACTIONS ON ENERGY CONVERSION, VOL. 38, NO. 1, MARCH 2023

Shigeo Morimoto (Member, IEEE) received the
B.E., M.E., and Ph.D. degrees from Osaka Prefecture
University, Sakai, Japan, in 1982, 1984, and 1990,
respectively. In 1984, he joined Mitsubishi Electric
Corporation, Tokyo, Japan. In 1988, he joined the
Graduate School of Engineering, Osaka Prefecture
University. Since 2022, he has been with the Graduate
School of Engineering, Osaka Metropolitan Univer-
sity, Sakai, where he is currently a Professor. His
main research interests include permanent magnet
synchronous machines, reluctance machines and their

control systems. Dr. Morimoto is a member of the Institute of Electrical
Engineers of Japan, Society of Instrument and Control Engineers of Japan,
Institute of Systems, Control and Information Engineers, Japan Institute of
Power Electronics, and Society of Automotive Engineers of Japan.

Masayuki Sanada (Member, IEEE) received the
B.E., M.E., and Ph.D. degrees from Osaka Prefecture
University, Sakai, Japan, in 1989, 1991, and 1994,
respectively. In 1994, he joined the Graduate School
of Engineering, Osaka Prefecture University. Since
2022, he has been with the Graduate School of Engi-
neering, Osaka Metropolitan University, Sakai, where
he is currently an Associate Professor. His main re-
search interest include permanent-magnet motors for
direct-drive applications, their control systems, and
magnetic field analysis. Dr. Sanada is a member of the

Institute of Electrical Engineers of Japan, Japan Institute of Power Electronics,
and Japan Society of Applied Electromagnetics and Mechanics.

Yukinori Inoue (Member, IEEE) received the B.E.,
M.E., and Ph.D. degrees from Osaka Prefecture Uni-
versity, Sakai, Japan, in 2005, 2007, and 2010, re-
spectively. In 2010, he joined the Graduate School
of Engineering, Osaka Prefecture University. Since
2022, he has been with the Graduate School of Engi-
neering, Osaka Metropolitan University, Sakai, where
he is currently an Associate Professor. His research
interests include control of electrical drives, in partic-
ular, the direct torque control of permanent magnet
synchronous motors and position sensorless control

of these motors. Dr. Inoue is a member of the Institute of Electrical Engineers
of Japan and the Japan Institute of Power Electronics.



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Gray Gamma 2.2)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Warning
  /CompatibilityLevel 1.4
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /sRGB
  /DoThumbnails true
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 0
  /ParseDSCComments false
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo false
  /PreserveFlatness true
  /PreserveHalftoneInfo true
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts true
  /TransferFunctionInfo /Remove
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
    /Algerian
    /Arial-Black
    /Arial-BlackItalic
    /Arial-BoldItalicMT
    /Arial-BoldMT
    /Arial-ItalicMT
    /ArialMT
    /ArialNarrow
    /ArialNarrow-Bold
    /ArialNarrow-BoldItalic
    /ArialNarrow-Italic
    /ArialUnicodeMS
    /BaskOldFace
    /Batang
    /Bauhaus93
    /BellMT
    /BellMTBold
    /BellMTItalic
    /BerlinSansFB-Bold
    /BerlinSansFBDemi-Bold
    /BerlinSansFB-Reg
    /BernardMT-Condensed
    /BodoniMTPosterCompressed
    /BookAntiqua
    /BookAntiqua-Bold
    /BookAntiqua-BoldItalic
    /BookAntiqua-Italic
    /BookmanOldStyle
    /BookmanOldStyle-Bold
    /BookmanOldStyle-BoldItalic
    /BookmanOldStyle-Italic
    /BookshelfSymbolSeven
    /BritannicBold
    /Broadway
    /BrushScriptMT
    /CalifornianFB-Bold
    /CalifornianFB-Italic
    /CalifornianFB-Reg
    /Centaur
    /Century
    /CenturyGothic
    /CenturyGothic-Bold
    /CenturyGothic-BoldItalic
    /CenturyGothic-Italic
    /CenturySchoolbook
    /CenturySchoolbook-Bold
    /CenturySchoolbook-BoldItalic
    /CenturySchoolbook-Italic
    /Chiller-Regular
    /ColonnaMT
    /ComicSansMS
    /ComicSansMS-Bold
    /CooperBlack
    /CourierNewPS-BoldItalicMT
    /CourierNewPS-BoldMT
    /CourierNewPS-ItalicMT
    /CourierNewPSMT
    /EstrangeloEdessa
    /FootlightMTLight
    /FreestyleScript-Regular
    /Garamond
    /Garamond-Bold
    /Garamond-Italic
    /Georgia
    /Georgia-Bold
    /Georgia-BoldItalic
    /Georgia-Italic
    /Haettenschweiler
    /HarlowSolid
    /Harrington
    /HighTowerText-Italic
    /HighTowerText-Reg
    /Impact
    /InformalRoman-Regular
    /Jokerman-Regular
    /JuiceITC-Regular
    /KristenITC-Regular
    /KuenstlerScript-Black
    /KuenstlerScript-Medium
    /KuenstlerScript-TwoBold
    /KunstlerScript
    /LatinWide
    /LetterGothicMT
    /LetterGothicMT-Bold
    /LetterGothicMT-BoldOblique
    /LetterGothicMT-Oblique
    /LucidaBright
    /LucidaBright-Demi
    /LucidaBright-DemiItalic
    /LucidaBright-Italic
    /LucidaCalligraphy-Italic
    /LucidaConsole
    /LucidaFax
    /LucidaFax-Demi
    /LucidaFax-DemiItalic
    /LucidaFax-Italic
    /LucidaHandwriting-Italic
    /LucidaSansUnicode
    /Magneto-Bold
    /MaturaMTScriptCapitals
    /MediciScriptLTStd
    /MicrosoftSansSerif
    /Mistral
    /Modern-Regular
    /MonotypeCorsiva
    /MS-Mincho
    /MSReferenceSansSerif
    /MSReferenceSpecialty
    /NiagaraEngraved-Reg
    /NiagaraSolid-Reg
    /NuptialScript
    /OldEnglishTextMT
    /Onyx
    /PalatinoLinotype-Bold
    /PalatinoLinotype-BoldItalic
    /PalatinoLinotype-Italic
    /PalatinoLinotype-Roman
    /Parchment-Regular
    /Playbill
    /PMingLiU
    /PoorRichard-Regular
    /Ravie
    /ShowcardGothic-Reg
    /SimSun
    /SnapITC-Regular
    /Stencil
    /SymbolMT
    /Tahoma
    /Tahoma-Bold
    /TempusSansITC
    /TimesNewRomanMT-ExtraBold
    /TimesNewRomanMTStd
    /TimesNewRomanMTStd-Bold
    /TimesNewRomanMTStd-BoldCond
    /TimesNewRomanMTStd-BoldIt
    /TimesNewRomanMTStd-Cond
    /TimesNewRomanMTStd-CondIt
    /TimesNewRomanMTStd-Italic
    /TimesNewRomanPS-BoldItalicMT
    /TimesNewRomanPS-BoldMT
    /TimesNewRomanPS-ItalicMT
    /TimesNewRomanPSMT
    /Times-Roman
    /Trebuchet-BoldItalic
    /TrebuchetMS
    /TrebuchetMS-Bold
    /TrebuchetMS-Italic
    /Verdana
    /Verdana-Bold
    /Verdana-BoldItalic
    /Verdana-Italic
    /VinerHandITC
    /Vivaldii
    /VladimirScript
    /Webdings
    /Wingdings2
    /Wingdings3
    /Wingdings-Regular
    /ZapfChanceryStd-Demi
    /ZWAdobeF
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 150
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages false
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 900
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.00111
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages true
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /ColorImageDict <<
    /QFactor 0.40
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 150
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages false
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 1200
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.00083
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /GrayImageDict <<
    /QFactor 0.40
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 1200
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages false
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 1600
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.00063
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /CreateJDFFile false
  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e55464e1a65876863768467e5770b548c62535370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc666e901a554652d965874ef6768467e5770b548c52175370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000650067006e006500720020007300690067002000740069006c00200064006500740061006c006a006500720065007400200073006b00e60072006d007600690073006e0069006e00670020006f00670020007500640073006b007200690076006e0069006e006700200061006600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200075006d002000650069006e00650020007a0075007600650072006c00e40073007300690067006500200041006e007a006500690067006500200075006e00640020004100750073006700610062006500200076006f006e00200047006500730063006800e40066007400730064006f006b0075006d0065006e00740065006e0020007a0075002000650072007a00690065006c0065006e002e00200044006900650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000520065006100640065007200200035002e003000200075006e00640020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f0073002000640065002000410064006f00620065002000500044004600200061006400650063007500610064006f007300200070006100720061002000760069007300750061006c0069007a00610063006900f3006e0020006500200069006d0070007200650073006900f3006e00200064006500200063006f006e006600690061006e007a006100200064006500200064006f00630075006d0065006e0074006f007300200063006f006d00650072006300690061006c00650073002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f006200650020005000440046002000700072006f00660065007300730069006f006e006e0065006c007300200066006900610062006c0065007300200070006f007500720020006c0061002000760069007300750061006c00690073006100740069006f006e0020006500740020006c00270069006d007000720065007300730069006f006e002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA (Utilizzare queste impostazioni per creare documenti Adobe PDF adatti per visualizzare e stampare documenti aziendali in modo affidabile. I documenti PDF creati possono essere aperti con Acrobat e Adobe Reader 5.0 e versioni successive.)
    /JPN <FEFF30d330b830cd30b9658766f8306e8868793a304a3088307353705237306b90693057305f002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a3067306f30d530a930f330c8306e57cb30818fbc307f3092884c3044307e30593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020be44c988b2c8c2a40020bb38c11cb97c0020c548c815c801c73cb85c0020bcf4ace00020c778c1c4d558b2940020b3700020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken waarmee zakelijke documenten betrouwbaar kunnen worden weergegeven en afgedrukt. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d002000650072002000650067006e0065007400200066006f00720020007000e5006c006900740065006c006900670020007600690073006e0069006e00670020006f00670020007500740073006b007200690066007400200061007600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f00620065002000500044004600200061006400650071007500610064006f00730020007000610072006100200061002000760069007300750061006c0069007a006100e700e3006f002000650020006100200069006d0070007200650073007300e3006f00200063006f006e0066006900e1007600650069007300200064006500200064006f00630075006d0065006e0074006f007300200063006f006d0065007200630069006100690073002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f0074002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002c0020006a006f0074006b006100200073006f0070006900760061007400200079007200690074007900730061007300690061006b00690072006a006f006a0065006e0020006c0075006f00740065007400740061007600610061006e0020006e00e400790074007400e4006d0069007300650065006e0020006a0061002000740075006c006f007300740061006d0069007300650065006e002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d00200070006100730073006100720020006600f60072002000740069006c006c006600f60072006c00690074006c006900670020007600690073006e0069006e00670020006f006300680020007500740073006b007200690066007400650072002000610076002000610066006600e4007200730064006f006b0075006d0065006e0074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Use these settings to create PDFs that match the "Suggested"  settings for PDF Specification 4.0)
  >>
>> setdistillerparams
<<
  /HWResolution [600 600]
  /PageSize [612.000 792.000]
>> setpagedevice


