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But pushing for the 
best has not come 
c he ap.  I n s te ad of 
$300 million for an 
ICESat rerun, NASA’s 
estimate for ICESat-2’s 
development started 
at $559 million and has 
grown to $764 million. 
Including operations for 

up to seven years, the mission could 
cost nearly $1.1 billion, according to 
a NASA inspector general’s report. 
Launch dates, meanwhile, have 
slipped from 2015 to 2018.

Delays and cost creep in ICESat-2 
and other missions, as well as sev-
eral failed launches, put a significant 
tarnish on NASA’s Earth-observation 
boom. Extending existing missions 
to avoid gaps in data creates risk, 
according to the inspector general: 

“More than half the Agency’s 16 oper-
ating missions have surpassed their 
designed lifespan and are increas-
ingly prone to failures that could 
result in critical data loss.”

Similar risks confront the National 
Oceanic and Atmospheric Admin-
istration, a key partner in climate 
and weather observation, according 
to a February report by Congress’s 
watchdog agency, the Government 
Accountability Office. NOAA’s polar 
weather data currently come from a 
dying NASA demonstration mission. 
Failure prior to the launch of the 
agencies’ long-awaited Joint Polar 
Satellite System would degrade 
weather forecasts, “exposing the 
nation to a 15 percent chance of 
missing an extreme weather event 
forecast,” writes the GAO.

If the golden age of Earth obser-
vation harbored weak spots before 
the 2016 election, experts say the 

new administration introduces new 
risks. One is the $54 billion in belt-
tightening proposed for federal agen-
cies by President Donald Trump.

Another is potential interference 
with climate science. In February, 
Lamar Smith, chairman of the 
House Committee on Science, Space, 
and Technology, repeated his long-
standing call for “rebalancing” of 
NASA’s portfolio. A former chair-
man, Robert Walker, now a lobby-
ist for space-related industries, built 
a similar plank into the space plat-
form that he drafted for Trump’s 
campaign. Both men question 
human-induced climate change—
a view held by many Republicans 
in Congress and Trump appointees. 

Walker says expanded Earth 
observation under Obama came 
at the expense of other science 
programs, particularly deep-space 
robotic missions. He also alleges 
that NASA science was “tainted” 
by a political agenda, focusing on 
impacts from burning fossil fuels 
and neglecting natural climate 
influences such as volcanic erup-
tions. “There’s an extremely com-
plex system that involves a lot more 
than CO2,” he says. 

The Intergovernmental Panel on 
Climate Change’s 2014 assessment, 
however, expressed “very high con-
fidence” that volcanic eruptions 
caused only “a small fraction” of 
the warming observed since the 
Industrial Revolution. And it cites 

“robust evidence” from satellite data 
showing that natural factors have 
had “near-zero” effect since 1980. 

The notion that human activi-
ties alter climate is not a polit-
ical invention but a scientific 
judgment based on the gigabytes 
of data beamed daily to Earth 
from a gilded era’s orbiting sen-
sors. “It’s not a belief,” says NASA’s 
Markus. “That’s what the data show.”   
—Peter Fairley

Orbital ice spy: IceSat-2 
would fire six lasers earth­
ward to measure changes 
to the polar ice, glaciers, 
and forests.

Speck-Size 
Computers: 
Now With 
Deep 
Learning 
Michigan labs’ “micromotes” 
aim to make the IoT smarter

Computer scientist David Blaauw 
pulls a small plastic box from his 

bag. He carefully uses his fingernail to 
pick up the tiny black speck inside and 
place it on the hotel café table. At 1 cubic 
millimeter, this is one of a line of the 
world’s smallest computers. I had to be 
careful not to cough or sneeze, lest it 
blow away and be swept into the trash.

Blaauw and his colleague Dennis 
Sylvester, both IEEE Fellows and com-
puter science professors at the Univer-
sity of Michigan, were in San Francisco 
in February to present 10 papers related 
to these “micromote” computers at the 
IEEE International Solid-State Circuits 
Conference (ISSCC). They’ve been pre-
senting different variations on the tiny 
devices for a few years now.

The broad goal of the Michigan Micro 
Mote (M3) initiative is to make smarter, 
smaller sensors for medical devices and 
the Internet of Things—sensors that can 
do more with less energy. Many of the 
microphones, cameras, and other sen-
sors that make up the eyes and ears of 
smart devices are always on alert, and 
frequently they beam personal data 
into the cloud because they can’t ana-
lyze it themselves. Some forecasts have 
predicted that by 2035, there will be 
1 trillion such devices. “If you’ve got a 
trillion devices producing readings con-
stantly, we’re going to drown in data,” 
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Blaauw and Sylvester say they take a 
holistic approach to adding these new 
features without ramping up power con-
sumption. “There’s no one answer” to 
how they and their engineers do it, says 
Sylvester. If anything, it’s “smart circuit 
design,” Blaauw adds. (They pass ideas 
back and forth rapidly, not finishing 
each other’s sentences but something 
close to it.)

The memory research is a good exam-
ple of how the right trade-offs can 
improve performance, says Sylvester. 

Previous versions of the micromotes 
used 8 kilobytes of static RAM, which 
makes for a pretty low-performance 
computer. To record video and sound, 
the tiny computers need more memory. 
So the group worked with TSMC to bring 
flash memory on board. Now they can 
make tiny computers with 1 megabyte 
of storage.

says Blaauw. By developing tiny, energy-
efficient computing sensors that can do 
analysis on board, Blaauw and Sylvester 
hope to make these devices more secure, 
while also saving energy and bandwidth.

In San Francisco, they described 
micromote designs that use only a few 
nanowatts of power to perform tasks such 
as distinguishing the sound of a pass-
ing car and measuring temperature and 
light levels. They showed off a compact 
radio that can send data from the small 
computers to receivers 20 meters away—
a considerable boost compared with the 
50-centimeter range they reported last 
year. They also described their work with 
TSMC (Taiwan Semiconductor Manufac-
turing Co.) on embedding flash memory 
into the devices and a project to bring on 
board dedicated, low-power hardware for 
running artificial intelligence algorithms 
called deep neural networks.

Mighty and mini: One of several varieties of the 
University of Michigan millimeter-scale computers 
incorporates 1 megabyte of flash memory. 

news

Find out more!     spectrum.ieee.org/whitepapers

One Component Epoxies: Versatility and Convenience – In this white paper, we explore 
how a one part system is constructed, how it can and should be used, and how it can be 
modified to achieve a variety of performance properties.

Hardware and Measurement Abstraction Layers – Learn how to drastically reduce 
development time by giving hardware and software engineers the ability to work in parallel.

IoT Device Test Challenges – Find out more about IoT test challenges, solutions and best 
practices.

PPTC Integrity Modeler – Discover how an integrated, standards-based tool can support your 
successful systems and software engineering implementation.

The Expert Guide to Systems Engineering Solutions – The guide goes beyond software 
functionality to provide a framework of requirements that impact implementation success and 
long-term ROI, including implementation, user adoption, support and more.

Your Design Problems, Answered – Learn how to improve reliability of your LED lighting 
system and how to use USB in industrial environments.
  

Farnell Europe

Tech-Clarity

PTC

Keysight

National
Instruments

Masterbond

WHITE PAPERS

04.News.NA.indd   14 3/14/17   1:19 PM



SPECTRUM.IEEE.ORG  |  North American  |  APR 2017  |  15

Flash can store more data in a smaller 
footprint than SRAM, but it takes a big 
burst of power to write to the memory. 
With TSMC, the group designed a new 
memory array that uses a more efficient 
charge pump for the writing process. 
The memory arrays wind up being a 
bit less dense than TSMC’s commercial 
products, but still much better than 
SRAM. “We were able to get huge gains 
with small trade-offs,” says Sylvester.

Another micromote they presented at 
ISSCC incorporates a deep-learning pro-
cessor that can operate a neural network 
while using just 288 microwatts. Neural 
networks are artificial intelligence algo-
rithms that perform well at such tasks 
as face and voice recognition. They typi-
cally demand both large memory banks 
and intense processing power, and so 
they’re usually run on banks of servers 
often powered by advanced GPUs. Some 
researchers have been trying to lessen the 
size and power demands of deep-learning 
AI with dedicated hardware that’s spe-
cially designed to run these algorithms. 
But even those processors still use over 
50 milliwatts of power—far too much for a 
micromote. The Michigan group brought 
down the power requirements by rede-
signing the chip architecture. For example, 
they situated four processing elements 
within the memory (in this case, SRAM) 
to minimize data movement.

The idea is to bring neural networks to 
the Internet of Things. “A lot of motion 
detection cameras take pictures of 
branches moving in the wind—that’s not 
very helpful,” says Blaauw. Security cam-
eras and other connected devices are 
not smart enough to tell the difference 
between a burglar and a tree, so they 
waste energy sending uninteresting foot-
age to the cloud for analysis. Onboard 
deep-learning processors could make 
better decisions, but only if they don’t 
use too much power. The Michigan 
group imagines that deep-learning 
processors could be integrated into 
many other Internet-connected things 
besides security systems. For example, 
an HVAC system could decide to turn the 

air-conditioning down if it “sees” several 
people putting on their coats.

After demonstrating many variations 
on these micromotes in an academic 
setting, the Michigan group hopes they 
will be ready for market in a few years. 
Blaauw and Sylvester say their startup 

company, CubeWorks, is currently proto-
typing devices and researching markets. 
The company was quietly incorporated 
in late 2013. Last October, Intel Capital 
announced it had invested an undis-
closed amount in the tiny computer 
company.  —Katherine Bourzac
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