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A considerable amount of research and engineering went into designing proxy
applications, which represent common high-performance computing (HPC)
workloads, to co-design and evaluate the current generation of supercomputers, e.g.,
RIKEN’s supercomputer Fugaku, ANL’s Aurora, or ORNL’s Frontier. This processwas
necessary to standardize the procurementwhile avoiding duplicated effort at each
HPC center to develop their own benchmarks. Unfortunately, proxy applications
force HPC centers and providers (vendors) into an undesirable state of rigidity, in
contrast to the fast-moving trends of current technology and future heterogeneity.
To accommodate an extremely heterogeneous future, we have to reconsider how to
co-design supercomputers during the next decade, and avoid repeating pastmistakes.

Supercomputing is the art of mapping a scien-
tific question onto hundreds of trillions or qua-
drillions of transistors, as in the case of the

currently fastest supercomputers in the world, by explo-
iting the problem’s underlying concurrency. Unfortu-
nately, this requires numerous transformations:
question!algorithm!parallelization!language!
compilation!execution, and intermediate bottlenecks,
such as Amdahl’s law, are complicating an efficient utili-
zation of the available transistors. While society’s prob-
lems are somewhat immutable, until solved, we see an
increase in available choices in the remainder of this
chain of transformations.

Historically, the sciences’ demand for more com-
pute capabilities was met by increasing the transistor
count and density, and hence, the users had autonomy
all the way from problem to compilation, while the
high-performance computing (HPC) community focu-
sed primarily on developing parallelization techniques

and on perfecting component integration to assemble
the supercomputers. But the projected end of Moore’s
law and Dennard’s scaling in the early 2000s required a
rethinking, culminating in an intensified co-design
effort at supercomputing centers. We had to take a
closer look at our workloads, resulting in scaled-down
versions of important scientific applications, so-called
mini or proxy applications,1 which represent the work-
load from problem to language, and which redefined a
new overlapping between HPC users, centers, and ven-
dors. Consequently, HPC centers and vendors tailored
the hardware architectures, i.e., many-core CPUs and/
or GPUs paired with high-bandwidth memory, and
improved the languages, such as CUDA, to meet the
proxy’s requirements, while the users were required to
modify their parallelization approaches and data lay-
out, and potentially had to rewrite kernels.

We believe that this approach, while being some-
what successful for current (pre)exascale supercom-
puters, is not sustainable in the future. The primary
reasons being an explosion in workload complexity;
number of proxy applications; hardware choices;
programing languages; and parallelization strategies.
The availability of noisy intermediate-scale quantum
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computers, FPGAs and ASICs, in-memory processing,
SmartNICs, and the commercial success of deep learn-
ing and cryptocurrencies, increase the choice for pro-
cessors beyond just traditional CPUs and GPUs.
Furthermore, domain experts crave for higher level lan-
guages, such as Julia or Python, or domain-specific lan-
guages (e.g., Tensorflow) to increase productivity, while
HPC experts seek performance portability and exploit
concurrency with OneAPI, Kokkos, RAJA, Chapel, etc.

Hence, the interaction between HPC users and pro-
viders has to change, yet again, to improve future super-
computing. The questions we want to address in the
upcoming sections are as follows. What are better alter-
natives to proxy applications to tackle this increasing
complexity? Can we maintain an efficient mapping
from problem to execution within the given limits? Can
we improve, automate, and streamline the co-design and
procurement process for the next generation of
supercomputers?

STATE OF THE ART FOR CO-
DESIGN TOOL CHAINS AND
PROCUREMENT BENCHMARKS

In the build-up to the petascale era in the early 2000s,
the community recognized the necessity for moving
away from relying on workload model benchmarks
given how working with such models is complex for
small companies and also due to the lack of their util-
ity for assessing heterogeneity. The HPC challenge
benchmark suite in 20052 and later the HPCS program
by DARPA paved the way for the first transition to
small and simple benchmarks.3 However, HPCS was
considered to not have enough fidelity for procure-
ment activities. That is mainly due to 1) the inability to
relate the numbers reported by the benchmarks to
real workloads, and 2) the rigidity of the benchmarks
that hindered efforts for emphasizing memory hierar-
chy and locality or exploring heterogeneity.

Evolution of Proxy Applications
After recognizing the limitations of the benchmarking
approach of HPCS, the community moved to an alter-
native method to characterize a broad spectrum of
applications. To aid co-design, governments commis-
sioned, and HPC centers developed, numerous sets of
benchmarks that reflected the priority applications of
each individual nation. The community did not waste
effort in trying different approaches for designing
proxy applications and benchmarks to be used in pro-
curement. The resulting proxy apps and benchmarks
were used to drive the development process of this
generation of (pre)exascale systems. Examples of this
effort are the Exascale Computing Project (ECP)
Proxy Applications, Center for Efficient Exascale

Discretizations (CEED) Miniapps, and CORAL-2 Bench-
marks, all developed by the DoE national labs of the
USA. The European Union’s PRACE consortium hosts
the Unified European Application Benchmark Suite
(UEABS). Meanwhile, RIKEN assembled multiple Fiber/
proxy apps, spanning the social and scientific priority
areas of Japan, to assist the hardware and software
R&D for the supercomputer Fugaku.4

Overall, many of the aforementioned proxy applica-
tions have been widely used for procurement deci-
sions, vendor interactions, evaluation of programing
models and testbeds, and supercomputing research all
the way from transistor to full system scales (see vari-
ous related scientific papers and presentations5–8).
Other commonly used benchmarking sets have been
curated by organizations, such as the Standard Perfor-
mance Evaluation Corporation (SPEC), the Interna-
tional Open Benchmark Council (BenchCouncil), or
MLCommons—with proxys for CPUs, distributed sys-
tems, accelerators, artificial intelligence—or have
been developed by companies, such as Intel (HiBench),
Baidu (DeepBench), and Google (PerfKit). Finally, tradi-
tional peak performance benchmarks, such as High
Performance Linpack (HPL) and Conjugate Gradient,
stream, or Intel’s MPI Benchmarks, continue to be rele-
vant during procurement and for system evaluation.

LIMITATIONS OF EXISTING CO-
DESIGN TOOL CHAINS AND
PROCUREMENT BENCHMARKS

An in-depth, successful co-design of modern systems
without the assistance of proxy apps and workload
analysis would have been unlikely, but the current state
of our co-design “toolbox” contains some remediable
and some fundamental flaws that we (HPC centers) and
vendors uncovered while applying it, as listed hereafter.

Implementation Biases
Any implementation of a benchmark, no matter the
size, entails multiple implicit biases not only toward
programing language, data layout, and parallelization
approach, but also toward the underlying algorithm,
which is used to solve a problem. Since many of the
ECP, Fiber, and SPEC proxy application are scaled-
down versions of existing HPC workloads, they are still
predominantly implemented in Fortran and C, and
have been tuned over the years, and sometimes deca-
des, for cache-based CPU architectures. This over-
commitment of co-design in one area can lead to lack
of attention in other areas, causing, for example,
underperforming C++ applications with certain com-
pilers. Similarly, the extensive focus on GPU-based
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supercomputing resulted in highly tuned CUDA (and
“legacy” CPU) proxy applications from the ECP side
with memory/data layouts optimized for those archi-
tectures. These codes and layouts are not easily trans-
ferable to OneAPI/SYCL, which will be used in ANL’s
Aurora exascale supercomputer, and hence, more
engineering and time was required to port the codes
to another programing paradigm.

Complexity Trap and Performance
Portability Myth
Unfortunately, and despite best efforts by the HPC com-
munity, achieving performance portability across slightly
or widely varying architectures is still an unobtainable
goal. Modern features in OpenMP or alternative program-
ing paradigms, such as OpenCL, demonstrate that appli-
cations can be written (often without separate code
paths for different architectures) in away to easilymigrate
between different CPUs, GPUs, and vendors while pre-
serving correctness; however, usually such migration
results in severe performance drops.9–11 Hence, manual
code refactoring is still required, to change algorithms,
data layouts, parallelization strategies, etc., to fully utilize
any given architecture. However, domain scientists esti-
mate the cost of such refactoring efforts (for example, to
target FPGAs) of upward of $11 million per 100,000 lines of
code.12 Such cost for a single proxy is obviously unjustifi-
able for vendors and HPC centers8,13 during the early
phases of the co-design, i.e., while exploring diverging
architecture options, especially when considering the
growing number of proxies and code complexity thereof.
Therefore, the focus on proxies of large/legacy scientific
codes, which had been tuned for previous architectures,
traps the co-design participants into considering only sim-
ilar architectures.

Insufficient Input Configurations,
Testing, and Documentation
We noticed additional shortcomings while working
with many of these proxy applications in multiple
research and co-design projects. For example, some
applications rely on third-party, sometimes closed-
source, libraries or inputs, which were inaccessible
because the documented hyperlinks were outdated
and content had been moved. Working with different
compilers or even compiler versions proved challeng-
ing, since many of the scaled-down workloads have
not been tested across a range of compilers, and
changes in the environment exposed implementation
errors or numerical instabilities. Furthermore, the doc-
umentation of the proxy applications often ranges in
quality, even within certain sets of benchmarks from

the same institution, with lack of information such as
1) which parts of the code are performance critical,
2) is bit-reproducibility required, 3) what is/are the
implemented algorithms and do alternatives exist, and
4) which system characteristics does this input evalu-
ate? (to name just a few). Last but not least, many
proxy applications lack variability in input selection,
i.e., they lack strong- or weak-scaling tests, have fixed
requirements for memory, OpenMP threads, MPI
ranks, etc., or lack meaningful inputs that are usable
with slow, high-fidelity simulators. These shortcom-
ings can severely impede the co-design approach, yet
most of them are preventable with adequate funding,
community effort, and predetermined guidelines for
code/input/documentation quality.

Lack of Efficiency Reporting
It is important for performance engineering practitioners
and end users to understand the efficiency a given
benchmark could achieve on a given hardware target.
Efficiency in this context can be viewed ashowmuchper-
formance was achieved, in comparison to the peak theo-
retical performance. All the aforementioned benchmark
suites lack efficiency reports. Explicitly reporting effi-
ciency becomes increasingly important, as we head into
an era ofmore complexity in systems.Without keeping all
stakeholders aware of the efficiency considerations, we
run the risk of designing complex systems that are poorly
utilized and/or hard to program.

Current Efforts to Overcome the
Shortcomings
With the focus of centers shifting to prepare their priority
workloads for delivered systems, the work on proxy apps
has slowed. Few efforts, e.g., filtering duplicated proxies
via cos u-metric,8 are still ongoing, but no coordinated
and noticeable activity is dedicated toward resolving the
proxy-application limitations wementioned. In the rest of
this article, we lay out our vision for the future: evolving
beyond proxy applications.

CO-DESIGN TOOLBOX OF THE
FUTURE

Since neither microbenchmarks nor application proxies
seem to be the right fit for the required co-design in the
next decade, one being too detached from reality and the
other too static and backward looking, we require some-
thing in-between.Weenvision a formof highly parameter-
izable, easily amendable, motif-like representations of
algorithms or kernels. Such complex “operations” could
be anything from fast Fourier transform or sparse matrix-
multiplication over data-structure padding operations for
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stencils to remeshing operations in load-balanced solv-
ers. For their shape-shifting nature, we call them Octo-
podes instead of scientific motifs14 (e.g., NAS Parallel
Benchmarks), since they are more abstract andmeant to
be closer to algorithms (supported by one/many refer-
ence implementations) than fixed proxy-implementation.
The utility ofOctopodes and how they fit into the remain-
ing co-design toolchain is the subject of the following
sections.

RepresentativeOctopodes for
Co-Design
The goal is to capture the algorithms or complex oper-
ations instead of the implementation, which make up
modern workloads, and which can be optimized, trans-
formed, or replaced. Assuming we have such kernel-/
operator-generation capabilities for a wide range of
typical scientific problems, then we could use machine
learning for the following:

› automatically identifying compute phases or
regions-of-interest across all scientific codes
and projects running on a given supercomputer;

› determining the right parameterization to corre-
late an Octopode to a real application region;

› finding similarities between applications (for
example, by using the cos u-metric8).

In this way, hardware and software tuning can be
performed more efficiently for a given problem class
instead of multiple different (proxy-) applications,
which all exhibit similar behavior.

Such high-level specifications and parameterizations
of interest can be used to convey the mathematical
problem and underlying compute pattern to a co-design
team or hardware vendor in a more descriptive manner
than amillion lines of source code and scientific papers.

What we mean by “high-level specifications and
parameterizations” can bemore easily understood when
looking at a potential Octopode, namely matrix–matrix-
multiplications or in shortmatmul, which everyone in the
HPC community is familiar with. Instead of just bench-
marking double-precision dgemm with HPL, a single mat-
mul-Octopodewould support various input shapes (such
as squared, rectangular, and tall/skinny) and numerical
precisions (i.e., from quadruple precision fp128, as used in
somequantumsimulations, all theway down to lowpreci-
sion, such as bfloat16 and the like), and batched and non-
batched execution. Furthermore, the matmul-Octopode
shall not only cover dense matrix–matrix operations, but
also matrix–vector and sparse matrices. Many of the
sparse matrix formats exploit local memory to some
degree to achieve computational performance, but such

blocking needs to be supported by the input matrix, and
hence, a simple randomly generated sparse matrix is
unsuitable as general input representation, and should
only be used as one ofmany. Other realistic sparse inputs
for theOctopode canbe sampled frompublic repositories
or various existing HPC workloads (e.g., resulting from
structured meshes) and DL problems, which often result
in highly regular and blocked sparsity.

Future Co-Design CycleWith
Octopodes
Our vision for a modernized co-design requires even
tighter collaboration between the HPC users and the co-
design teams, and allows more flexibility for the vendors.
The first step requires the users and co-design teams to
analyze the dominant HPC workloads (w.r.t. the con-
sumednode-hours). This process consists of:

1) profiling the execution;
2) identifying regions-of-interest;
3) collecting performance-relevant data, such as

execution time and hardware counters; and
4) categorizing the regions into algorithms and

complex operations.

In the past, 1)–3) were commonly done by users,
but 4) is necessary as well for a holistic view—for
machine learning, and for an improved co-design.
These regions can then be mapped to Octopodes,
which correlate to true HPC and data center work-
loads, if parameterized appropriately.

To demonstrate the hardware capabilities, the ven-
dors shall be allowed more tuning freedom for the
Octopodes, i.e., changes of algorithm, implementation,
integer/floating-point precision, data layout, etc., as
long as the intended result remains the same, the
changes are properly communicated, and not only the
algorithm is benchmarked (but also the necessary
time for the pre/postexecution transformation of the
data). The knowledge for mapping an Octopode to a
given hardware can then be used on a limited set of
proxy applications to serve as benchmark suite for
acceptance testing and to serve as demonstrator for
users on how to change/tune their codes.

The crucial aspects for this design cycle to succeed
are better tools, extensive automation in workload analy-
sis and architecture modeling and evaluation, and
increased bidirectional knowledge transfer between
users, system operators, co-designers, and hardware/
software vendors. Furthermore, Octopodes, as well as
microbenchmarks and proxies, need to be appropriately
documented. Finally, all (reference-) implementations of
Octopodes should, in addition to reporting architecture-
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independent performance metrics (e.g., work/time),
report the efficiency for the implementation when run on
a target hardware.

OUTLOOK AND SUMMARY
The use of proxy applications expanded and improved
the co-design capability of modern supercomputers,
but we believe that current hardware trends and soft-
ware complexities require a new set of tools for the
co-design of postexascale supercomputers and feder-
ated HPC/data centers to better capture, analyze, and
model existing and future workload demands. To open
the floor for future, community-wide discussions, we
have outlined the state of the art and its shortcom-
ings, and propose an alternative, hopefully better
suited set of highly parameterizable, easily amendable,
motif-like problem representations that we call Octo-
podes. These algorithms or complex operations shall
not replace proxy applications entirely but supersede
them as the primary target in the co-design process.
Octopodes will be the common language between
HPC users, system operators, co-designers, and ven-
dors to describe the to-be-solved scientific chal-
lenges—what needs to be computed, and how it can
be computed—in an abstract way. This approach
allows for more flexibility in the hardware/software
design and selection to match the users’ needs with
the best architecture, instead of fine-tuning legacy
architectures to legacy implementations. We expect
that our conception of a community-driven and well-
curated set of Octopodes is able to improve the over-
all co-design cycle, while also being able to alleviate
the increased complexity and labor cost associated
with modern proxies.
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