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To manage the complex demands of modern high-performance computing (HPC),
software applications increasingly depend on software developed by other teams, often
at other institutions. An HPC software ecosystem approach is required to support
dependencies on third-party scientific software. An ecosystem approach provides layers
of activity above the individual software product level that promote interoperability,
quality improvement, porting, testing, and deployment. The U.S. Exascale Computing
Project (ECP) developed its HPC software ecosystem using a three-pronged approach.
First, the ECP adopted and invested in Spack, a package manager designed to handle
complex HPC package dependencies. Second, the ECP created the Extreme Scale
Scientific Software Stack, an effort that supports developing, deploying, and running
scientific applications on HPC platforms. Third, the ECP supported software product
communities, or software development kits, to develop and promote best practices,
improve software interoperability, and other collaborative efforts. This article describes
ECP contributions to HPC software ecosystem challenges.

G iven the complexity of modern software archi-
tectures and the need for performant features
that require specialized developer knowledge

to design, implement, and sustain, software applica-
tions increasingly and necessarily depend on software
developed by other teams for important functionality.
Depending on another piece of software inherently car-
ries some risks. The risk is increased when the software
is developed at another institution, or when it does not
share common funding streams, as that impacts pro-
ject priorities. Many issues complicate the adoption
of third-party software. Will the software build and
run properly on all the target platforms? If so, is the

software easily available on those platforms? Is the
software interoperable with the application’s other
software dependencies? Is there a smooth path for
upgrading to new versions, and will those versions
continue to be interoperable with other needed soft-
ware? Will the software dependencies continue not
only to be maintained, but sustainably maintained into
the future?

An important aspect to the aforementioned ques-
tions is that mitigation of these concerns requires
more than a collection of software product teams inde-
pendently following good software practices and hav-
ing access to useful tools. The dependency graphs of
high-performance computing (HPC) software are so
complicated that excellence in software sustainability,
delivery, and deployment by a single software product
team, or even all software product teams, is necessary,
but not sufficient. Rather, an HPC software ecosystem
approach is required to support dependencies on
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third-party scientific software. An ecosystem approach
provides layers of activity above the individual software
product level that promote sustaining interoperability,
quality improvement, porting to new architectures, and
regular testing and deployment on a variety of existing
architectures.

The HPC software ecosystem developed and
strengthened under the software technology (ST) thrust
of the U.S. Exascale Computing Project (ECP) is based
on three foundational components: Spack, the Extreme
Scale Scientific Software Stack (E4S), and software
development kits (SDKs). These key efforts have contrib-
uted significantly to improving the overall level of soft-
ware quality and software engineering practices within
the ECP ST and beyond into other parts of the HPC soft-
ware community. In this article, we review the software
complexities inherent to the ECP’s mission. We then
describe the roles of Spack, SDKs, and the E4S software
distribution. We look at the testing, deployment, usage,
and security challenges that had to be overcome to
ensure the reliability of the ECP software stack, and we
briefly discuss post-ECP priorities and initiatives.

INCREASING SOFTWARE
COMPLEXITY

The ECP was structured around three mission goals:

1) Deliver applications that use exascale com-
puters to solve previously intractable problems.

2) Create an integrated software stack for exas-
cale systems.

3) Deploy ECP software products to pre-exascale
and exascale systems.

A number of trends influenced the path to exascale
computing, but the main one was the need for acceler-
ated computing. The end of Dennard scaling and the
slowing of Moore’s law led to increased prevalence of
multicore chips and eventually to GPUs. GPUs, as the
most power-efficient way to achieve high computa-
tional efficiency, became the heart of all of the U.S.
exascale machines. The ECP software stack was there-
fore required to run across three different accelerated
architectures.

Switching to a new GPU is not like switching to a
new CPU. GPUs required rethinking the way parallel
code was written, which could be considerably differ-
ent depending on which GPU was used. Nvidia GPUs
are programmed using CUDA,a AMD GPUs using HIPb

and ROCm,c and Intel GPUs using a new standardized
programming model called SYCL.d It is intractable for
most application developers, who are typically compu-
tational physicists, to support and tune their code for
all of these programming models. The learning curve
and support burden are simply too high.

The ECP shielded application developers from the
underlying GPU programming models through its soft-
ware stack. Application developers, daunted by the
prospect of writing and maintaining the same code in
three different programming paradigms, were heavily
incentivized to adopt so-called performance portability
libraries like RAJA1 and Kokkos.2

Math and infrastructure library teams, in many
cases, also adopted these frameworks, or they made
their libraries’ portability layers in their own right—by
implementing core numerical algorithms and methods
in all of the different GPU programming models, expos-
ing only their traditional application programming
interfaces to applications. Many applications that pre-
viously would have never considered using an external
library, let alone one written by a team at another insti-
tution, now seriously considered leveraging the consid-
erable capabilities of ECP libraries.

Ultimately, GPUs and the need for portability on
extreme-scale machines led ECP applications and ST
to rely on each other much more heavily than in the
past, and the ECP’s stack evolved into a massive set of
interconnected components.

To manage the integration of so many software
components on so many architectures, new methods
for integrated development, building, and testing were
needed.

Previously, most developers worked on a single pro-
ject, and the ramifications of any change were tracked
only as they pertained to the project. Within the ECP,
interdependent software packages were managed by
different teams, and each package was updated fre-
quently as its developers implemented new features
and capabilities. Library upgrades can have repercus-
sions in many other software packages, and many

ahttps://en.wikipedia.org/wiki/CUDA
bhttps://github.com/ROCm/HIP

chttps://en.wikipedia.org/wiki/ROCm
dhttps://en.wikipedia.org/wiki/SYCL
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libraries needed to break backward compatibility as
they changed their interfaces to better handle GPUs.
Finding compatible versions and testing new configu-
rations manually led to many trial-and-error iterations
and repeated builds of the software stack. This was
already difficult when installing a single application’s
dependencies, but it quickly became unmanageable
for facility-level deployments.

SPACK
Spack3,4 is an open source package manager that
was created to manage the complexities of software
integration for HPC. A full description of Spack’s
capabilities is beyond the scope of this article, but at
a high level, Spack comprises three primary compo-
nents. First, the spec syntax allows users to con-
cisely describe build options and constraints.
Examples of the spec syntax are shown in Table 1.
The spec syntax can be used on the command line
or in configuration files to indicate how Spack
should build packages. Second, Spack implements a
domain-specific language for writing parameterized
build recipes for software packages. Figure 1 shows
a short example package recipe. Directives and con-
straints in the package recipe leverage the spec syn-
tax. Finally, the concretizer is the engine at the core
of Spack that configures parameterized builds
according to package constraints and user preferen-
ces. The concretizer combines abstract (under-speci-
fied) spec constraints from the user and from packages,
and it produces a concrete, or (fully specified) package
build configuration.

Before Spack, developers who wanted to integrate
many software packages would frequently need to
build by hand. This typically involved downloading
source code, configuring it for the target platform,
ensuring that appropriate optimization flags were used,
compiling and iterating to fix any issues, and then build-
ing additional dependent packages. The process was
error prone and it could take weeks to build large

software stacks, especially on unfamiliar platforms in
configurations not yet explored.

Figure 1 shows some of the declarative mecha-
nisms Spack provides to simplify this process. Line 3
tells us where we can download the package source
code. Lines 5–7 declare 3 different versions, the down-
load locations for which are extrapolated from the url

on line 3. Each has an associated sha256 checksum
that can be used to verify that the source was down-
loaded without error. Line 9 declares an option, which
allows support for bzip2 compression (and the depen-
dency on the bzip2 library) to be enabled or disabled
using þbzip or �bzip. The package has three depen-
dencies, specified on lines 11–14. The bzip2 dependency
is optional. There is an unconditional dependency on
the zlib library; later versions of this example package
depend on later versions of zlib. Finally, the package
depends on message passing interface (mpi). Mpi is a
virtual package that represents the source interface to
MPI implementations like mpich, openmpi, cray-mpich,
and others. This package has two conflicts on lines 16
and 17: it does not work with intel compilers, and
it does not support the ARM architecture. Finally, lines
19–26 are the imperative build recipe itself. The
install() method is passed a concrete spec object,
which it queries to construct arguments to configure.

At the beginning of the ECP, Spack had started to
gain traction in the HPC community. In 2016, it had
contributors from more than 20 different organizations
(see Figure 2), and its repository contained �422

TABLE 1. Examples of Spack’s spec syntax.

Example syntax Meaning

hdf5%gcc Use a particular compiler
hdf5@1.10.2 Require version(s)
hdf5%gcc@10.3.1 Require compiler version(s)
hdf5þmpi

Enable (þ)/disable (�) varianthdf5�mpi

hdf5 mpi=true Require a particular variant
or build target valuehdf5 api=default

hdf5 target=skylake

FIGURE 1. A package.py build recipe written in Spack’s

embedded Python domain-specific language.
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package recipes (see Figure 3). Although there were
other tools that were also gaining popularity at the
time, some even targeted at HPC, Spack was chosen
for its flexibility and its ability to support not only sys-
tem administrators deploying already-released soft-
ware but also software developers managing many
components in development concurrently. EasyBuild5

is another installation systemwhich, like Spack, targets
HPC. However, its build recipes are rigid and do not
allow the user to easily specify builds with new options
or different compilers. Spack was inspired in part by
the Nix6,7 package manager and its sibling Guix.8

Indeed, Spack adopts their deployment models to
allow multiple concurrent installations of different ver-
sions of the same package. However, like EasyBuild,
their package recipe formats are rigid and do not allow
for version ranges or constraint solving. EasyBuild also
does not support binary packaging, a feature on which
many of the ECP’s productivity advancements relied.
Finally, the popular Anacondae software distribution
and its package manager conda do support depen-
dency solving, but it only supports installing prebuilt
binaries. ECP software developers frequently needed
to build new configurations from source. Spack is
designed to allow developers to quickly configure the
package build, which enabled them to iterate rapidly as
they integrated packages in new ways and ported
them to exascale platforms.

One of the areas where Spack utilizes conditional
logic is in the area of GPU integration. ECP packages
typically needed to support CUDA, ROCm, SYCL, and
CPU builds of many of their components, and applica-
tions frequently used different mixes of CPU- and

GPU-enabled builds depending on their own configu-
ration. The ECP adopted Spack for software integra-
tion, and software projects participating in the ECP’s
ST thrust were all expected to be buildable and
deployable via Spack. This provided ECP users with
access to many different software products using a
single but customizable installation interface. The
leverage provided by Spack grew throughout the
ECP. Spack’s ecosystem grew from only 400 pack-
ages in 2016 to more than 7500 packages by the end
of the ECP in 2023 (see Figure 3). Similarly, Its con-
tributor base also grew, with more than 300 organi-
zations around the world contributing to the
package repository by 2023 (see Figure 2). The broad
community behind Spack has strengthened the proj-
ect’s sustainability, and Spack is now used at every
ECP computing facility.

FIGURE 2. Contributions (in lines of code) to Spack packages by different organizations.

FIGURE 3. Number of packages in Spack over time, labeled

by releases.

ehttps://docs.anaconda.com/
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SDKs
Packages in the HPC software ecosystem are not inde-
pendent, and ensuring that packages within Spack
continue to function correctly together could not be
accomplished with individual package contributions
alone. The ECP thus introduced the concept of SDKs:
collections of related software packages in which coor-
dination across package teams improves usability and
development practices, fostering community growth
among teams that develop similar and complementary
capabilities. SDKs are typically developed, built, and
tested together. The initial ECP SDKs were created by
dividing ECP ST software products into specific group-
ings, each focused on a particular community of prac-
tice. SDKs have several important attributes, including
the following:

Domain scope: Each SDK comprises packages
whose capabilities are within a natural function-
ality domain. Packages within an SDK provide
similar capabilities that can enable leveraging of
common requirements, design, testing, and simi-
lar activities.
Interaction models: Packages may be compati-
ble, complementary, and/or interoperable, and
this determines how the packages interact with
one another. Interoperability includes common
data infrastructure, or the seamless integration of
other data infrastructures, and access to capabili-
ties from one package for use in another. SDKs
with robust and well-tested interaction models
allow development teams to focus on their areas
of expertise, leveraging capabilities developed by
other teams outside of those areas, and allow
users to access a rich set of capabilities across
multiple software packages.
Community policies: These include expecta-
tions for how package teams will conduct activ-
ities, the services they provide, the software
standards they follow, and other practices that
can be commonly expected from a package in
the SDK. The policies are aimed at increasing
the sustainability of the software packages as
well as the whole software ecosystem. Commu-
nity policies exist at the E4S level, and option-
ally at the individual SDK level.
Community interaction: Communication among
teams that helps to bridge culture and build a
common vocabulary.
Coordinated plans: Development plans for each
package will include efforts to improve SDK capa-
bilities and lead to better integration and

interoperability. Planning at the SDK level supple-
ments rather than replaces planning at the indi-
vidual package level.
Community outreach: Efforts to reach out to
the user and client communities will include
explicit focus on the SDK as a product suite.

The ECP used the existing math libraries’ SDK, the
xSDK, as a model to establish SDK efforts in the areas
of programming models and runtimes (PMRs), data
and visualization, development tools, software ecosys-
tems (of which the E4S was a part), workflows, and
code analysis and data mining tools. The xSDK began
in 20149 as part of the initial Interoperable Design of
Extreme-scale Application Software project.f The first
xSDK release in 2016, version 0.1, contained six soft-
ware products. As of its second release in February
2017, the xSDK began to use Spack for integration, and
by the most recent version 1.0 release in 2023, there
were 28 member packages.

A key aspect of building an SDK community is
clearly identifying the specific needs of the community
that will make the SDK valuable. The value proposi-
tions for each SDK effort are different and highly spe-
cific to each SDK, but some examples of the kinds of
needs that an SDK community can help to meet are
the following:

1) Achieving and maintaining the interoperability
of member packages. This is critical for users
who want to leverage a variety of packages in a
single ecosystem.

2) Agreeing on supported version(s) of third-party
software commonly used by member packages
as well as policies for adding or dropping sup-
port for new versions.

3) Providing coordinated support for com-
monly used third-party software that has
been abandoned or is otherwise not sufficiently
maintained.

4) Developing common testing infrastructure for
continuous integration (CI) or other testing to
help promote the portability and interoperabil-
ity of member packages. When done in the
smaller context of an SDK, as opposed to, for
example, the E4S, it is sometimes possible to
catch issues sooner, or closer to the tip of
development, which can make testing interop-
erability at the E4S or other higher levels more
sustainable.

fhttps://ideas-productivity.org/activities/ideas-classic/
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5) Coordinating porting efforts such that common
platform issues do not have to be resolved
independently by many teams.

6) Providing a trusted source for complementary
tools. In this way, a set of tools can be used
together as a suite, which is more valuable than
the sum of its parts.

7) Serving as a common point of contact for users
who have unmet requirements. After gaining an
understanding of the requirements, it may be
appropriate for one or more member packages to
coordinate to provide the necessary functionality.

8) Providing a forum to develop standard interfa-
ces and critical best practices as well as
engage in collaborative design. Although some
diverse efforts in an area allow for the best
ideas to proceed, it is important not to dupli-
cate efforts unnecessarily.

For example, the members of the xSDK are highly
interoperable, so item 1 is especially important in the
math libraries area. As a result, a lot of effort is put into
achieving and testing interoperability and developing a
suite of examplesg for utilizing the interoperability
between xSDK packages. Items 2, 3, and 4 were impor-
tant to the data and vis SDK effort. The CI testing
established in the data and the vis SDK now contrib-
utes to Spack CI testing. The development tools that
SDK undertook efforts in porting and testing enhanced
the value of its member packages. The PMR SDK
invested in testing and containerization efforts, which
helped to make its member products more robust in
the larger HPC ecosystem. Each SDK had a different
focus and significant size differences in terms of staff-
ing, but all the SDK efforts were targeted at strength-
ening the associated community.

E4S
The E4S project10 aims to tame both the complexity
and portability problems by providing a curated distri-
bution of numerical libraries, runtime systems, and
tools that lowers the barrier for entry for the HPC, artifi-
cial intelligence/machine learning (AI/ML), and elec-
tronic design automation (EDA) developer communities.
The E4S is a community effort to provide open source
software packages for developing, deploying, and run-
ning scientific applications on HPC platforms. It aims to
deliver a modular, interoperable, and deployable soft-
ware stack based on Spack and including ECP SDKs.
The E4S provides both source builds for native, bare-
metal installations and cloud-based images as well as

containers of a broad collection of software packages
for secure, reproducible, container-based deployments.
The E4S exists to accelerate the development, deploy-
ment, and use of HPC software, lowering the barriers
for developers and users. The E4S is the largest collec-
tively tested piece of the ECP software ecosystem and
encompasses all ECP ST on which applications rely.

Although Spack provides access to thousands of
software packages, The E4S is focused on just a bit
more than 100 packages that are central to the HPC
software ecosystem. The E4S includes, via Spack, these
100 packages and more than 500 dependencies they
require to run. The E4S is designed to support a com-
plete HPC software ecosystem. Due to funding and
other practical reasons, the set of packages included
in the E4S so far has consisted primarily of products
that were a part of ECP ST. The E4S team ensures that
E4S packages can be built together in a Spack environ-
ment and are functional on key target platforms.

The E4S provides a set of containers (base and full
featured) that support GPUs from Intel, AMD, and Nvi-
dia on x86_64, ppc64le, and aarch64 architectures. It
also supports bare-metal installations. It provides tools
that support the replacement of MPI in containerized
applications (e4s-cl) and tools to customize containers
(e4s-alc), starting from base container images. The E4S
plays a critical role in the ecosystem due to its releases,
CI testing, documentation, and community policies.

The E4S has a quarterly release cadence: both bare-
metal releases on large computing facility machines,
and containerized releases. The Spack release configu-
rations provide instruction on how to build the software
included in the E4S on a multitude of architectures, but
almost as importantly, also clearly document any soft-
ware packages that are not currently working for the
various configurations. The E4S releases are not com-
monly used in their entirety. Rather, software develop-
ment teams, computing facility staff, and individual
users most commonly install a subset of the software
products included in an E4S release that suits their indi-
vidual needs. Often this means changing the version, or
even pointing to a system version of one or more soft-
ware products. For these reasons, the E4S releases areghttps://github.com/xsdk-project/xsdk-examples

THEE4S TEAMENSURES THAT E4S
PACKAGES CANBEBUILT TOGETHER
IN A SPACK ENVIRONMENT ANDARE
FUNCTIONALONKEY TARGET
PLATFORMS.
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often a reasonable starting point, rather than exactly
what a user needs. This is to be expected, as users’
needs vary dramatically. A single facility deployment
can be very rigid to work with, but an E4S release
provides the configuration files that can be modified
slightly for each users’ needs.

E4S CI testing provides the data necessary to main-
tain software package stability and interoperability.
Additionally, the E4S staff assists in setting up new
builds, triaging failures, and updating the E4S target
release versions of software products. Another critical
E4S contribution is the E4S Validation Test Suite,h

which provides postinstallation sanity tests for nearly
all E4S products.

The E4S Doc Portali provides basic information
about all E4S software products, including the type
of software, a brief description, accelerator support,
licensing information, summaries of test support, and a
link to the product homepage. This information was ini-
tially requested by computing facility staff.

The E4S adopted a set of community policies
to establish quality standards and promote quality
improvement for member packages. The E4S Commu-
nity Policiesj are modeled after the xSDK Community
Policies.k The process for developing the policies was
led by the ECP SDK leadership group, with consultation

and a buy-in from the ECP ST product development
teams. The policies are designed to be E4S member-
ship criteria. Although assessments of compatibility
with the policies has been performed, a strict require-
ment of compatibility has not yet been enacted. The
policies touch on a variety of topics important to soft-
ware quality, including testing, installation, sustainabil-
ity, documentation, accessibility, and error handling.

DEPLOYMENT AND USAGE
COMPLEXITY

Depending on the application or software component,
development within the ECP progressed at different
rates, all of which needed to be integrated continu-
ously for consumption by users, applications, and HPC
facilities. Spack’s flexibility allowed the ECP to imple-
ment a multitiered deployment process, organized into
several streams with different update frequencies,
cadences, and testing policies.

Figure 4 shows the cross-ecosystem coordination
used during the ECP. All new package commits start in
Spack’s develop branch, which moves quickly, with
400–600 commits from hundreds of contributors per
month. This includes commits from ECP SDK teams.
Contributions can be feature updates, major package
changes, or simple version bumps. Periodically, the
Spack team publishes stable release branches, which
change much less frequently. Package versions are
fixed and only critical bug fixes are backported onto
these branches. Users can choose to use them for
longer-term stability. From Spack releases, the E4S

FIGURE 4. Contribution and release structure of Spack and E4S. NERSC: National Energy Research Scientific Computing.

hhttps://github.com/E4S-Project/testsuite
ihttps://e4s-project.github.io/DocPortal.html
jhttps://e4s-project.github.io/policies.html
khttps://figshare.com/articles/online_resource/xSDK_
Community_Package_Policies_1_0_0/13087196
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team curates a set of configurations that are ported
and deployed at ECP facilities. The changes needed for
these per-facility ports are eventually upstreamed to
Spack’s develop branch, usually after each E4S release.
Applications may consume packages from any (or all)
of these branches, or from facility deployments of the
packages, depending on their needs.

Spack’s develop branch and its stable releases
were tested automatically in a CI system split between
the cloud and the University of Oregon’s (UO’s) test
cluster, “Frank.” Downstream E4S ports for facilities
are tested with manual CI. The reasons for this are
twofold. First, all of the U.S. Exascale systems are
HPEl/Cray machines, and during the ECP, there was
not a suitable license that allowed the Cray software
environment to be run in public CI on non-HPE
resources (like cloud instances). These runs therefore
had to be done manually by the E4S team. Second, all
the exascale and online pre-exascale systems are
private and cannot run public CI jobs in response to
contributions from GitHub. HPC facilities currently
have a requirement that all code run on their system
must be triggered by trusted users, and online
contributors are not always known. Although the ECP
developed the Jacamar CI systemm to allow internal
trusted HPC users to trigger jobs automatically, there
still does not exist a tool that can associate GitHub
user identities with internal HPC user identities, so

Jacamar could not be used to solve the public CI
problem.

CONTINUOUS INTEGRATION
The scale of integration in the E4S and the velocity of
contributions to Spack required new levels of auto-
mated testing. As mentioned earlier, any update to a
package in the ecosystem may have broad effects,
breaking builds and introducing incompatibilities with
past versions. To manage more than 600 packages in
the E4S in this environment, continuous testing was
needed to ensure that new commits did not introduce
new bugs. The Spack team, in collaboration with Kit-
ware, Amazon Web Services (AWS), and the E4S team,
developed a reliable, high-availability (HA) CI system to
ensure that configurations of interest were built and
tested on every pull request to Spack.

Figure 5 shows the CI system’s architecture. Source
archives and builds are archived in Amazon Simple
Storage Service buckets, and they are distributed to
worldwide edge caches via the CloudFront content
delivery network. The CI system tracks commits on
GitHub, but builds are coordinated using an HA GitLab
CI instance. We chose GitLab so that the same sort of
builds can be orchestrated with the GitLab instances
used on site at most of the ECP HPC sites. GitLab
orchestrates builds on Amazon Elastic Compute Cloud
(EC2) spot instances using an AWS tool called
Karpenter, which ensures that builds take place on
nodes with the correct microarchitecture, compute,

FIGURE 5. Cloud-based continuous integration system architecture. EKS: Elastic Kubernetes Service; CDN: Content Delivery

Network; S3: Simple Storage Service; RDS: Relational Database Service.

lhttp://www.hpe.com
mhttps://ecp-ci.gitlab.io
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and memory capabilities. These systems are all orches-
trated in containers using Amazon’s Elastic Kubernetes
Service implementation. A number of monitoring serv-
ices run to ensure that the team can track system
errors and fix issues rapidly. For example, the Ganglian

monitoring system is used to check the health of the
nodes. The GitLab tests from Trilinos11 and SOLLVEo

themselves also produce a report that helps in main-
taining the health of the system. Alongside the cloud
services, the UO’s Frank clusterp provides more exotic
GPU nodes for testing. Missing are HPC test environ-
ments at the ECP facilities. As mentioned earlier, cur-
rently, security concerns prevent us from doing
continuous testing on these machines. Fortunately, in
many cases, Frank provides access to machines that
have hardware similar to that of larger facility
machines. Although not a perfect substitute, Frank
resources have been useful for numerous code teams
in both preparing for and maintaining portability to
facility machines.

Together, the AWS and UO resources are able to
deliver 115,000 software package builds per week. The
builds range from small packages like zlib, which take
minutes or seconds to build, to full builds of the Para-
View visualization suiteq and the TensorFlow ML
library,r which can consume many more resources and
may require 40min to an hour to build.

When a package is changed in Spack’s CI system,
all of its dependents are built as well. This means that
the packages deep in the dependency hierarchy may
trigger hundreds or thousands of builds. This is neces-
sary to ensure that new versions do not introduce
application binary interface breaks or cause new incon-
sistencies within the stack. To ensure that our build
system does not use an intractable number of resour-
ces, we use very aggressive caching. The builds com-
pleted in the pipeline are stored and can be reused by
other pull requests to ensure that we do not (often) do
the same build twice. Using Spack enables binary build
caches to be used easily in CI; Spack uses fine-grained
configuration hashes to identify and reuse builds
cached in pipeline storage. The builds and weekly snap-
shots of five different versions of the E4S are made avail-
able on cache.spack.io,s and users can browse packages
on packages.spack.io.t

SUPPLY-CHAIN SECURITY
The Spack build pipeline automates builds from hun-
dreds of contributors to the Spack repository on
GitHub. The repository is intentionally open for pull
requests to encourage new contributions, and any-
one with a GitHub username can submit a pull
request for review and integration. This approach
helps to ensure that packages stay updated, as no
team within the ECP could sustain constant updates
to hundreds or thousands of packages themselves.
We rely on community contributions to keep the
software ecosystem current.

Public CI is a difficult problem from a security per-
spective because the very openness that allows our
stack to be sustained increases the risk that a mali-
cious actor could inject harmful code into a binary
package or into our cache. Although this was already a
problem for source builds in Spack, the issue is ampli-
fied for binary builds because binaries are not reviewed
by maintainers and can be cached. Without proper mit-
igations, an attack could be hidden in a binary within
an untrusted pull request build.

To mitigate this issue in our pipelines, we devel-
oped a two-tier system of builds by which public bina-
ries from the develop and release branches of Spack
are always signed and are only built from reviewed and
maintainer-approved code. The Spack project has �40
trusted maintainers who can merge changes to pack-
ages. Our security model is that we (and users of
Spack) trust these maintainers to ensure that Spack
itself is secure. We wanted binary packages to be just
as secure as the source packages we traditionally pro-
vided, so we devised a way to ensure that every pub-
lished binary package was built only from recipes
reviewed bymaintainers.

Figure 6 shows the CI system. Untrusted pull
requests automatically trigger builds, but they do not
use public, signed build caches. Instead, untrusted
builds only store to special pull request (PR)-only build
caches, and these binaries cannot be reused by builds
for releases or for the develop branch. They serve only
to guarantee to maintainers that the build works
before it is merged, and they allow contributors to eas-
ily iterate with maintainers on builds and fixes. Once a
build is successful in the untrusted PR area, thenmain-
tainers review the changes to recipes, and if the main-
tainer approves the recipe, the entire package is built
only from approved, merged recipes and binary caches.
This ensures that maintainers have reviewed all the code
and configurations in published, trusted caches, while
still helping maintainers with automated builds.
Together, these techniques allow us to securelymanage

nhttps://developer.nvidia.com/ganglia-monitoring-system
ohttps://www.bnl.gov/compsci/projects/sollve/
phttps://oaciss.uoregon.edu/frank
qhttps://www.paraview.org
rhttps://www.tensorflow.org
shttps://cache.spack.io
thttps://packages.spack.io

TRANSFORMING SCIENCE THROUGH SOFTWARE: IMPROVING WHILE DELIVERING 100X

28 Computing in Science & Engineering January-March 2024

https://developer.nvidia.com/ganglia-monitoring-system
https://www.bnl.gov/compsci/projects/sollve/
https://oaciss.uoregon.edu/frank
https://www.paraview.org
https://www.tensorflow.org
https://cache.spack.io
https://packages.spack.io


the Spack ecosystem. Currently, we maintain �5000
builds of more than 1000 packages in CI this way.

FUTURE ACTIVITIES
The end of the ECP has brought an opportunity to
reflect on how the various components within the eco-
system have been developed. During the growth and
exploration of the ECP, some overlapping activities
emerged. For example, since the development of the
E4S Validation Test Suite, Spack’s spack test capability
has matured considerably. This has been recognized in
the E4S team’s effort to trivially integrate tests sup-
ported through spack test into the E4S Validation Test
Suite, but further efficiencies regarding test suites may
be achieved. Also, similar efficiency improvements will
be explored with regard to Spack, the E4S, and xSDK CI
and release testing.

The E4S supports a broad collection of HPC tools.
In the E4S AWS image, more than 50 open source EDA
tools are supported, including OpenROAD,12 OpenLA-
NE,u OpenFASoC,v and Xyce.w In the future, the E4S
will target more AI/ML tools based on Python. The E4S
currently supports popular tools such as TensorFlow
and PyTorch, which target GPUs onmultiple platforms.

CONCLUSION
The ambitious goals of the ECP within the context of
emerging software architectures and deep stacks
of software dependencies required a coordinated
software ecosystem approach. The ECP built a robust
HPC software ecosystem that was based around
Spack, the E4S, and SDKs. This approach facilitated
dissemination of best practices, improved product

integration and support for GPUs from three vendors,
improved software interoperability and design, and
included other collaborative efforts to foster industry
partnerships.

Before the ECP, HPC software deployment on GPU
platforms typically comprised users installing individual
packages using CUDA. With the development of Spack
and the E4S in the ECP, we now have a mature, flexible,
and comprehensive software stack that targets GPUs
from Intel, AMD, and Nvidia on multiple architectures
based on the SDK approach.
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FIGURE 6. Security model for public CI.

uhttps://openlane.readthedocs.io/en/latest
vhttps://openfasoc.readthedocs.io
whttps://xyce.sandia.gov

TRANSFORMING SCIENCE THROUGH SOFTWARE: IMPROVING WHILE DELIVERING 100X

January-March 2024 Computing in Science & Engineering 29

https://openlane.readthedocs.io/en/latest
https://openfasoc.readthedocs.io
https://xyce.sandia.gov


REFERENCES
1. D. A. Beckingsale et al., “RAJA: Portable

performance for large-scale scientific applications,”

in Proc. IEEE/ACM Int. Workshop Performance,

Portability Productivity HPC (P3HPC), Denver, CO,

USA, 2019, pp. 71–81, doi: 10.1109/P3HPC49587.

2019.00012.

2. C. R. Trott et al., “Kokkos 3: Programming model

extensions for the exascale era,” IEEE Trans. Parallel

Distrib. Syst., vol. 33, no. 4, pp. 805–817, Apr. 2022,

doi: 10.1109/TPDS.2021.3097283.

3. T. Gamblin et al., “The Spack package manager:

Bringing order to HPC software chaos,” in Proc. Int.

Conf. High Perform. Comput. Netw. Storage Anal.,

2015, pp. 1–12, doi: 10.1145/2807591.2807623.

4. T. Gamblin, M. Culpo, G. Becker, and S. Shudler,

“Using answer set programming for HPC dependency

solving,” in Proc. Int. Conf. High Perform. Comput.

Netw. Storage Anal., Dallas, TX, USA, 2022, pp. 1–15,

doi: 10.1109/SC41404.2022.00040.

5. K. Hoste, J. Timmerman, A. Georges, and S. D. Weirdt,

“EasyBuild: Building software with ease,” in Proc. High

Perform. Comput., Netw. Storage Anal., Salt Lake

City, UT, USA, 2012, pp. 572–582, doi: 10.1109/SC.

Companion.2012.81.

6. E. Dolstra, M. de Jonge, and E. Visser, “Nix: A safe and

policy-free system for software deployment,” in Proc.

18th Large Installation Syst. Admin. Conf. (LISA),

Berkeley, CA, USA: USENIX Association, 2004,

pp. 79–92. [Online]. Available: http://dl.acm.org/

citation.cfm?id=1052676.1052686

7. E. Dolstra and A. L€oh, “NixOS: A purely functional

linux distribution,” in Proc. 13th ACM SIGPLAN Int.

Conf. Functional Program., New York, NY, USA:

ACM, 2008, pp. 367–378, doi: 10.1145/1411204.

1411255.

8. L. Court�es and R. Wurmus, “Reproducible and user-

controlled software environments in HPC with

Guix,” in Proc. 2nd Int. Workshop Reproducibility

Parallel Comput., Vienne, Austria, Aug. 2015, pp.

579–591. [Online]. Available: https://hal.inria.fr/

hal-01161771

9. R. Bartlett et al., “xSDK foundations: Toward an

extreme-scale scientific software development kit,”

Supercomput. Frontiers Innov., vol. 4, no. 1, pp. 69–82,

Feb. 2017. [Online]. Available: https://superfri.org/

index.php/superfri/article/view/127

10. M. Heroux et al. “E4S: Extreme-scale scientific

software stack.” GitHub. Accessed: Oct. 26, 2023.

[Online]. Available: https://collegeville.github.io/CW20/

WorkshopResources/WhitePapers/heroux-willenbring-

shende-coti-spear-et-al-E4S.pdf

11. M. A. Heroux and J. M. Willenbring, “A new overview

of The Trilinos Project,” Sci. Program., vol. 20, no. 2,

pp. 83–88, 2012, doi: 10.1155/2012/408130.

12. T. Ajayi et al., “OpenROAD: Toward a self-driving,

open-source digital layout implementation tool

chain,” in Proc. Government Microcircuit Appl. Crit.

Technol. Conf., 2019, pp. 1105–1110.

JAMES M. WILLENBRING is a senior member of the R&D

Technical Staff in the Center for Computing Research and the

Software Engineering and Research Department, Sandia

National Laboratories, Albuquerque, NM, 87185, USA. His

research interests include the research of software sustain-

ability and the application of software engineering methodolo-

gies for high-performance computational science. Willenbring

received his M.S. degree in computer science from St. Cloud

State University. Contact him at jmwille@sandia.gov.

SAMEER S. SHENDE is a research professor and director

of the Performance Research Laboratory, University of

Oregon, Eugene, OR, 97403, USA, and the president and

director of ParaTools (USA) and ParaTools SAS (France).

His research interests include scientific software stacks,

performance instrumentation, and compiler optimizations.

Shende received his Ph.D. degree in computer and information

science from the University of Oregon. Contact him at

sameer@cs.uoregon.edu.

TODD GAMBLIN is a distinguished member of the technical

staff in the Livermore Computing division, Lawrence Liver-

more National Laboratory, Livermore, CA, 94550, USA. His

research interests include dependency management, open

source, and software engineering. Gamblin received his

Ph.D. degree in computer science from the University of

North Carolina at Chapel Hill. Contact him at tgamblin@

llnl.gov.

TRANSFORMING SCIENCE THROUGH SOFTWARE: IMPROVING WHILE DELIVERING 100X

30 Computing in Science & Engineering January-March 2024

http://dx.doi.org/10.1109/P3HPC49587.2019.00012
http://dx.doi.org/10.1109/P3HPC49587.2019.00012
http://dx.doi.org/10.1109/TPDS.2021.3097283
http://dx.doi.org/10.1145/2807591.2807623
http://dx.doi.org/10.1109/SC41404.2022.00040
http://dx.doi.org/10.1109/SC.Companion.2012.81
http://dx.doi.org/10.1109/SC.Companion.2012.81
http://dl.acm.org/citation.cfm?id=1052676.1052686
http://dl.acm.org/citation.cfm?id=1052676.1052686
http://dx.doi.org/10.1145/1411204.1411255
http://dx.doi.org/10.1145/1411204.1411255
https://hal.inria.fr/hal-01161771
https://hal.inria.fr/hal-01161771
https://superfri.org/index.php/superfri/article/view/127
https://superfri.org/index.php/superfri/article/view/127
https://collegeville.github.io/CW20/WorkshopResources/WhitePapers/heroux-willenbring-shende-coti-spear-et-al-E4S.pdf
https://collegeville.github.io/CW20/WorkshopResources/WhitePapers/heroux-willenbring-shende-coti-spear-et-al-E4S.pdf
https://collegeville.github.io/CW20/WorkshopResources/WhitePapers/heroux-willenbring-shende-coti-spear-et-al-E4S.pdf
http://dx.doi.org/10.1155/2012/408130
mailto:jmwille@sandia.gov
mailto:sameer@cs.uoregon.edu
mailto:tgamblin@llnl.gov
mailto:tgamblin@llnl.gov


<<
	/CompressObjects /Off
	/ParseDSCCommentsForDocInfo false
	/CreateJobTicket false
	/PDFX1aCheck false
	/ColorImageMinResolution 200
	/GrayImageResolution 300
	/DoThumbnails false
	/ColorConversionStrategy /sRGB
	/GrayImageFilter /DCTEncode
	/EmbedAllFonts true
	/CalRGBProfile (Adobe RGB \0501998\051)
	/MonoImageMinResolutionPolicy /OK
	/AllowPSXObjects false
	/LockDistillerParams true
	/ImageMemory 1048576
	/DownsampleMonoImages true
	/ColorSettingsFile (None)
	/PassThroughJPEGImages true
	/AutoRotatePages /None
	/Optimize false
	/ParseDSCComments false
	/MonoImageDepth -1
	/AntiAliasGrayImages false
	/GrayImageMinResolutionPolicy /OK
	/JPEG2000ColorImageDict <<
		/TileHeight 256
		/Quality 15
		/TileWidth 256
	>>
	/ConvertImagesToIndexed true
	/MaxSubsetPct 100
	/Binding /Left
	/PreserveDICMYKValues false
	/GrayImageMinDownsampleDepth 2
	/MonoImageMinResolution 400
	/sRGBProfile (sRGB IEC61966-2.1)
	/AntiAliasColorImages false
	/GrayImageDepth -1
	/PreserveFlatness false
	/OtherNamespaces [
		<<
			/IncludeSlug false
			/CropImagesToFrames true
			/IncludeNonPrinting false
			/OmitPlacedBitmaps false
			/AsReaderSpreads false
			/Namespace [
				(Adobe)
				(InDesign)
				(4.0)
			]
			/FlattenerIgnoreSpreadOverrides false
			/OmitPlacedEPS false
			/OmitPlacedPDF false
			/SimulateOverprint /Legacy
			/IncludeGuidesGrids false
			/ErrorControl /WarnAndContinue
		>>
		<<
			/IgnoreHTMLPageBreaks false
			/IncludeHeaderFooter false
			/AllowTableBreaks true
			/UseHTMLTitleAsMetadata true
			/MetadataTitle /
			/ShrinkContent true
			/UseEmbeddedProfiles false
			/TreatColorsAs /MainMonitorColors
			/MetricUnit /inch
			/RemoveBackground false
			/HonorBaseURL true
			/ExpandPage false
			/AllowImageBreaks true
			/MetadataSubject /
			/MarginOffset [
				0.0
				0.0
				0.0
				0.0
			]
			/Namespace [
				(Adobe)
				(GoLive)
				(8.0)
			]
			/OpenZoomToHTMLFontSize false
			/PageOrientation /Portrait
			/MetadataAuthor /
			/MobileCompatible 0.0
			/MetadataKeywords /
			/MetricPageSize [
				0.0
				0.0
			]
			/HonorRolloverEffect false
		>>
		<<
			/IncludeProfiles true
			/ConvertColors /NoConversion
			/FormElements true
			/MarksOffset 6.0
			/FlattenerPreset <<
				/PresetSelector /MediumResolution
			>>
			/DestinationProfileSelector /UseName
			/MultimediaHandling /UseObjectSettings
			/PreserveEditing true
			/PDFXOutputIntentProfileSelector /UseName
			/BleedOffset [
				0.0
				0.0
				0.0
				0.0
			]
			/UntaggedRGBHandling /LeaveUntagged
			/GenerateStructure false
			/AddRegMarks false
			/IncludeHyperlinks false
			/IncludeBookmarks false
			/MarksWeight 0.25
			/PageMarksFile /RomanDefault
			/UntaggedCMYKHandling /LeaveUntagged
			/AddPageInfo false
			/AddBleedMarks false
			/IncludeLayers false
			/IncludeInteractive false
			/AddColorBars false
			/UseDocumentBleed false
			/AddCropMarks false
			/DestinationProfileName (U.S. Web Coated \050SWOP\051 v2)
			/Namespace [
				(Adobe)
				(CreativeSuite)
				(2.0)
			]
			/Downsample16BitImages true
		>>
	]
	/CompressPages true
	/GrayImageMinResolution 200
	/CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
	/PDFXBleedBoxToTrimBoxOffset [
		0.0
		0.0
		0.0
		0.0
	]
	/AutoFilterGrayImages false
	/EncodeColorImages true
	/AlwaysEmbed [
	]
	/EndPage -1
	/DownsampleColorImages true
	/ASCII85EncodePages false
	/PreserveEPSInfo false
	/PDFXTrimBoxToMediaBoxOffset [
		0.0
		0.0
		0.0
		0.0
	]
	/CompatibilityLevel 1.7
	/MonoImageResolution 600
	/NeverEmbed [
	]
	/CannotEmbedFontPolicy /Error
	/PreserveOPIComments false
	/AutoPositionEPSFiles false
	/JPEG2000GrayACSImageDict <<
		/TileHeight 256
		/Quality 15
		/TileWidth 256
	>>
	/PDFXOutputIntentProfile (U.S. Web Coated \050SWOP\051 v2)
	/EmbedJobOptions true
	/JPEG2000ColorACSImageDict <<
		/TileHeight 256
		/Quality 15
		/TileWidth 256
	>>
	/MonoImageDownsampleType /Bicubic
	/DetectBlends true
	/EmitDSCWarnings false
	/ColorImageDownsampleType /Bicubic
	/EncodeGrayImages true
	/Namespace [
		(Adobe)
		(Common)
		(1.0)
	]
	/AutoFilterColorImages false
	/DownsampleGrayImages true
	/GrayImageDict <<
		/QFactor 0.76
		/HSamples [
			2.0
			1.0
			1.0
			2.0
		]
		/VSamples [
			2.0
			1.0
			1.0
			2.0
		]
	>>
	/AntiAliasMonoImages false
	/GrayImageAutoFilterStrategy /JPEG
	/GrayACSImageDict <<
		/QFactor 0.76
		/HSamples [
			2.0
			1.0
			1.0
			2.0
		]
		/VSamples [
			2.0
			1.0
			1.0
			2.0
		]
	>>
	/ColorImageAutoFilterStrategy /JPEG
	/ColorImageMinResolutionPolicy /OK
	/ColorImageResolution 300
	/PDFXRegistryName (http://www.color.org)
	/MonoImageFilter /CCITTFaxEncode
	/CalGrayProfile (Dot Gain 15%)
	/ColorImageMinDownsampleDepth 1
	/PDFXTrapped /False
	/DetectCurves 0.0
	/ColorImageDepth -1
	/JPEG2000GrayImageDict <<
		/TileHeight 256
		/Quality 15
		/TileWidth 256
	>>
	/TransferFunctionInfo /Remove
	/ColorImageFilter /DCTEncode
	/PDFX3Check false
	/ParseICCProfilesInComments true
	/DSCReportingLevel 0
	/ColorACSImageDict <<
		/QFactor 0.76
		/HSamples [
			2.0
			1.0
			1.0
			2.0
		]
		/VSamples [
			2.0
			1.0
			1.0
			2.0
		]
	>>
	/PDFXOutputConditionIdentifier (CGATS TR 001)
	/PDFXCompliantPDFOnly false
	/AllowTransparency false
	/UsePrologue false
	/PreserveCopyPage true
	/StartPage 1
	/MonoImageDownsampleThreshold 1.5
	/GrayImageDownsampleThreshold 1.5
	/CheckCompliance [
		/None
	]
	/CreateJDFFile false
	/PDFXSetBleedBoxToMediaBox true
	/EmbedOpenType false
	/OPM 1
	/PreserveOverprintSettings true
	/UCRandBGInfo /Preserve
	/ColorImageDownsampleThreshold 1.5
	/MonoImageDict <<
		/K -1
	>>
	/GrayImageDownsampleType /Bicubic
	/Description <<
		/ENU (Use these settings to create Adobe PDF documents suitable for reliable viewing and printing of business documents.  Created PDF documents can be opened with Acrobat and Adobe Reader 6.0 and later.)
		/GRE <FEFF03A703C103B703C303B903BC03BF03C003BF03B903AE03C303C403B5002003B103C503C403AD03C2002003C403B903C2002003C103C503B803BC03AF03C303B503B903C2002003B303B903B1002003BD03B1002003B403B703BC03B903BF03C503C103B303AE03C303B503C403B5002003AD03B303B303C103B103C603B1002000410064006F006200650020005000440046002003BA03B103C403AC03BB03BB03B703BB03B1002003B303B903B1002003B103BE03B903CC03C003B903C303C403B7002003C003C103BF03B203BF03BB03AE002003BA03B103B9002003B503BA03C403CD03C003C903C303B7002003B503C003B103B303B303B503BB03BC03B103C403B903BA03CE03BD002003B503B303B303C103AC03C603C903BD002E0020002003A403B1002003AD03B303B303C103B103C603B10020005000440046002003C003BF03C5002003B803B1002003B403B703BC03B903BF03C503C103B303B703B803BF03CD03BD002003B103BD03BF03AF03B303BF03C503BD002003BC03B50020004100630072006F006200610074002003BA03B103B9002000410064006F00620065002000520065006100640065007200200036002E0030002003BA03B103B9002003BD03B503CC03C403B503C103B503C2002003B503BA03B403CC03C303B503B903C2002E>
		/FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f006200650020005000440046002000700072006f00660065007300730069006f006e006e0065006c007300200066006900610062006c0065007300200070006f007500720020006c0061002000760069007300750061006c00690073006100740069006f006e0020006500740020006c00270069006d007000720065007300730069006f006e002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200036002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
		/KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020be44c988b2c8c2a40020bb38c11cb97c0020c548c815c801c73cb85c0020bcf4ace00020c778c1c4d558b2940020b3700020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200036002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
		/HUN <FEFF0045007a0065006b006b0065006c0020006100200062006500e1006c006c00ed007400e10073006f006b006b0061006c002000fc007a006c00650074006900200064006f006b0075006d0065006e00740075006d006f006b0020006d00650067006200ed007a00680061007400f30020006d00650067006a0065006c0065006e00ed007400e9007300e900720065002000e900730020006e0079006f006d00740061007400e1007300e10072006100200061006c006b0061006c006d00610073002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740075006d006f006b006100740020006b00e90073007a00ed0074006800650074002e002000200041007a002000ed006700790020006c00e90074007200650068006f007a006f007400740020005000440046002d0064006f006b0075006d0065006e00740075006d006f006b00200061007a0020004100630072006f006200610074002000e9007300200061007a002000410064006f00620065002000520065006100640065007200200036002c0030002d0073002000e900730020006b00e9007301510062006200690020007600650072007a006900f3006900760061006c0020006e00790069007400680061007400f3006b0020006d00650067002e>
		/NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d002000650072002000650067006e0065007400200066006f00720020007000e5006c006900740065006c006900670020007600690073006e0069006e00670020006f00670020007500740073006b007200690066007400200061007600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200036002e003000200065006c006c00650072002e>
		/DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200075006d002000650069006e00650020007a0075007600650072006c00e40073007300690067006500200041006e007a006500690067006500200075006e00640020004100750073006700610062006500200076006f006e00200047006500730063006800e40066007400730064006f006b0075006d0065006e00740065006e0020007a0075002000650072007a00690065006c0065006e002e00200044006900650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000520065006100640065007200200036002e003000200075006e00640020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
		/CZE <FEFF0054006f0074006f0020006e006100730074006100760065006e00ed00200070006f0075017e0069006a007400650020006b0020007600790074007600e101590065006e00ed00200064006f006b0075006d0065006e0074016f002000410064006f006200650020005000440046002000760068006f0064006e00fd006300680020006b0065002000730070006f006c00650068006c0069007600e9006d0075002000700072006f0068006c00ed017e0065006e00ed002000610020007400690073006b00750020006f006200630068006f0064006e00ed0063006800200064006f006b0075006d0065006e0074016f002e002000200056007900740076006f01590065006e00e900200064006f006b0075006d0065006e0074007900200050004400460020006c007a00650020006f007400650076015900ed007400200076002000610070006c0069006b0061006300ed006300680020004100630072006f006200610074002000610020004100630072006f006200610074002000520065006100640065007200200036002e0030002000610020006e006f0076011b006a016100ed00630068002e>
		/ITA (Utilizzare queste impostazioni per creare documenti Adobe PDF adatti per visualizzare e stampare documenti aziendali in modo affidabile. I documenti PDF creati possono essere aperti con Acrobat e Adobe Reader 6.0 e versioni successive.)
		/DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000650067006e006500720020007300690067002000740069006c00200064006500740061006c006a006500720065007400200073006b00e60072006d007600690073006e0069006e00670020006f00670020007500640073006b007200690076006e0069006e006700200061006600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200036002e00300020006f00670020006e0079006500720065002e>
		/JPN <FEFF30d330b830cd30b9658766f8306e8868793a304a3088307353705237306b90693057305f002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200036002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a3067306f30d530a930f330c8306e57cb30818fbc307f3092884c3044307e30593002>
		/SLV <FEFF005400650020006E006100730074006100760069007400760065002000750070006F0072006100620069007400650020007A00610020007500730074007600610072006A0061006E006A006500200064006F006B0075006D0065006E0074006F0076002000410064006F006200650020005000440046002C0020007000720069006D00650072006E006900680020007A00610020007A0061006E00650073006C006A006900760020006F0067006C0065006400200069006E0020007400690073006B0061006E006A006500200070006F0073006C006F0076006E0069006800200064006F006B0075006D0065006E0074006F0076002E0020005500730074007600610072006A0065006E006500200064006F006B0075006D0065006E0074006500200050004400460020006A00650020006D006F0067006F010D00650020006F00640070007200650074006900200073002000700072006F006700720061006D006F006D00610020004100630072006F00620061007400200069006E002000410064006F00620065002000520065006100640065007200200036002E003000200074006500720020006E006F00760065006A01610069006D0069002E>
		/SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f0074002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002c0020006a006f0074006b006100200073006f0070006900760061007400200079007200690074007900730061007300690061006b00690072006a006f006a0065006e0020006c0075006f00740065007400740061007600610061006e0020006e00e400790074007400e4006d0069007300650065006e0020006a0061002000740075006c006f007300740061006d0069007300650065006e002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200036002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
		/CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e55464e1a65876863768467e5770b548c62535370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200036002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
		/CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc666e901a554652d965874ef6768467e5770b548c52175370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200036002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
		/ARA <FEFF0633062A062E062F0645002006470630064700200627064406250639062F0627062F0627062A002006440625064606340627062100200648062B062706260642002000410064006F006200650020005000440046002006450646062706330628062900200644063906310636002006480637062806270639062900200648062B06270626064200200627064406230639064506270644002E00200020064A06450643064600200641062A062D00200648062B0627062606420020005000440046002006270644062A064A0020062A0645002006250646063406270626064706270020062806270633062A062E062F062706450020004100630072006F00620061007400200648002000410064006F00620065002000520065006100640065007200200036002E00300020064806450627002006280639062F0647002E>
		/RUM <FEFF005500740069006C0069007A00610163006900200061006300650073007400650020007300650074010300720069002000700065006E007400720075002000610020006300720065006100200064006F00630075006D0065006E00740065002000410064006F006200650020005000440046002000610064006500630076006100740065002000700065006E007400720075002000760069007A00750061006C0069007A006100720065002000640065002000EE006E00630072006500640065007200650020015F0069002000700065006E00740072007500200069006D007000720069006D006100720065006100200064006F00630075006D0065006E00740065006C006F007200200064006500200061006600610063006500720069002E00200044006F00630075006D0065006E00740065006C00650020005000440046002000630072006500610074006500200070006F00740020006600690020006400650073006300680069007300650020006300750020004100630072006F0062006100740020015F0069002000410064006F00620065002000520065006100640065007200200036002E003000200073006100750020007600650072007300690075006E006900200075006C0074006500720069006F006100720065002E>
		/HRV <FEFF004F0076006500200070006F0073007400610076006B00650020006B006F00720069007300740069007400650020006B0061006B006F0020006200690073007400650020007300740076006F00720069006C0069002000410064006F00620065002000500044004600200064006F006B0075006D0065006E007400650020006B006F006A00690020007300750020007000720069006B006C00610064006E00690020007A006100200070006F0075007A00640061006E00200070007200650067006C006500640020006900200069007300700069007300200070006F0073006C006F0076006E0069006800200064006F006B0075006D0065006E006100740061002E0020005300740076006F00720065006E0069002000500044004600200064006F006B0075006D0065006E007400690020006D006F006700750020007300650020006F00740076006F007200690074006900200075002000700072006F006700720061006D0069006D00610020004100630072006F00620061007400200069002000410064006F00620065002000520065006100640065007200200036002E0030002000690020006E006F00760069006A0069006D0020007600650072007A0069006A0061006D0061002E>
		/PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f00620065002000500044004600200061006400650071007500610064006f00730020007000610072006100200061002000760069007300750061006c0069007a006100e700e3006f002000650020006100200069006d0070007200650073007300e3006f00200063006f006e0066006900e1007600650069007300200064006500200064006f00630075006d0065006e0074006f007300200063006f006d0065007200630069006100690073002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200036002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
		/NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken waarmee zakelijke documenten betrouwbaar kunnen worden weergegeven en afgedrukt. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 6.0 en hoger.)
		/TUR <FEFF0130015f006c006500200069006c00670069006c0069002000620065006c00670065006c006500720069006e0020006700fc00760065006e0069006c0069007200200062006900e70069006d006400650020006700f6007200fc006e007400fc006c0065006e006d006500730069006e0065002000760065002000790061007a0064013100720131006c006d006100730131006e006100200075007900670075006e002000410064006f006200650020005000440046002000620065006c00670065006c0065007200690020006f006c0075015f007400750072006d0061006b0020006900e70069006e00200062007500200061007900610072006c0061007201310020006b0075006c006c0061006e0131006e002e0020004f006c0075015f0074007500720075006c0061006e002000500044004600200064006f007300790061006c0061007201310020004100630072006f006200610074002000760065002000410064006f00620065002000520065006100640065007200200036002e003000200076006500200073006f006e00720061006b00690020007300fc007200fc006d006c0065007200690079006c00650020006100e70131006c006100620069006c00690072002e>
		/POL <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>
		/HEB <FEFF05D405E905EA05DE05E905D5002005D105E705D105D905E205D505EA002005D005DC05D4002005DB05D305D9002005DC05D905E605D505E8002005DE05E105DE05DB05D9002000410064006F006200650020005000440046002005D405DE05EA05D005D905DE05D905DD002005DC05EA05E605D505D205D4002005D505DC05D405D305E405E105D4002005D005DE05D905E005D505EA002005E905DC002005DE05E105DE05DB05D905DD002005E205E105E705D905D905DD002E0020002005E005D905EA05DF002005DC05E405EA05D505D7002005E705D505D105E605D90020005000440046002005D1002D0020004100630072006F006200610074002005D505D1002D002000410064006F006200650020005200650061006400650072002005DE05D205E805E105D400200036002E0030002005D505DE05E205DC05D4002E>
		/SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d00200070006100730073006100720020006600f60072002000740069006c006c006600f60072006c00690074006c006900670020007600690073006e0069006e00670020006f006300680020007500740073006b007200690066007400650072002000610076002000610066006600e4007200730064006f006b0075006d0065006e0074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200036002e00300020006f00630068002000730065006e006100720065002e>
		/RUS <FEFF04180441043F043E043B044C043704430439044204350020044D044204380020043F043004400430043C043504420440044B0020043F0440043800200441043E043704340430043D0438043800200434043E043A0443043C0435043D0442043E0432002000410064006F006200650020005000440046002C0020043F043E04340445043E0434044F04490438044500200434043B044F0020043D0430043404350436043D043E0433043E0020043F0440043E0441043C043E044204400430002004380020043F043504470430044204380020043104380437043D04350441002D0434043E043A0443043C0435043D0442043E0432002E00200421043E043704340430043D043D044B043500200434043E043A0443043C0435043D0442044B00200050004400460020043C043E0436043D043E0020043E0442043A0440044B0442044C002C002004380441043F043E043B044C04370443044F0020004100630072006F00620061007400200438002000410064006F00620065002000520065006100640065007200200036002E00300020043B04380431043E00200438044500200431043E043B043504350020043F043E04370434043D043804350020043204350440044104380438002E>
		/ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f0073002000640065002000410064006f00620065002000500044004600200061006400650063007500610064006f007300200070006100720061002000760069007300750061006c0069007a00610063006900f3006e0020006500200069006d0070007200650073006900f3006e00200064006500200063006f006e006600690061006e007a006100200064006500200064006f00630075006d0065006e0074006f007300200063006f006d00650072006300690061006c00650073002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200036002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
	>>
	/CropMonoImages false
	/DefaultRenderingIntent /Default
	/PreserveHalftoneInfo true
	/ColorImageDict <<
		/QFactor 0.76
		/HSamples [
			2.0
			1.0
			1.0
			2.0
		]
		/VSamples [
			2.0
			1.0
			1.0
			2.0
		]
	>>
	/CropGrayImages false
	/PDFXOutputCondition ()
	/SubsetFonts false
	/EncodeMonoImages true
	/CropColorImages false
	/PDFXNoTrimBoxError true
>>
setdistillerparams
<<
	/PageSize [
		612.0
		792.0
	]
	/HWResolution [
		600
		600
	]
>>
setpagedevice


