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Abstract: To improve the error correction performance, an inno-
vative encoding structure with tail-biting for spinal codes is
designed. Furthermore, an adaptive forward stack decoding
(A-FSD) algorithm with lower complexity for spinal codes is pro-
posed. In the A-FSD algorithm, a flexible threshold parameter is
set by a variable channel state to narrow the scale of nodes
accessed. On this basis, a new decoding method of AFSD with
early termination (AFSD-ET) is further proposed. The AFSD-ET
decoder not only has the ability of dynamically modifying the
number of stored nodes, but also adopts the early termination
criterion to curtail complexity. The complexity and related
parameters are verified through a series of simulations. The sim-
ulation results show that the proposed spinal codes with tail-bit-
ing and the AFSD-ET decoding algorithms can reduce the comple-
xity and improve the decoding rate without sacrificing correct
decoding performance.
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1. Introduction

Spinal codes, as a new kind of rateless codes, were pro-
posed by Perry et al. in 2012 [1]. Different from the tradi-
tional channel encoding algorithms, the key idea of spi-
nal codes is that a similar structure of convolutional code
[2,3] and an irreversible hash function to generate pseudo-
random sequences are adopted. Compared with the fixed-
rate codes such as turbo codes [4,5] and low-density pa-
rity check (LDPC) codes [6,7], rateless codes can adapt to
the dynamic channel and generate infinite modulation
symbols to send continuously without feedback [6]. As
shown in [8,9], spinal codes have been proved that they
can achieve the capacities of both additive white Gaus-
sian noise (AWGN) channel and the binary symmetric
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channel (BSC) with short message length and pseudo-
random like codewords.

Perry mentioned that the error bits of spinal codes are
mainly concentrated in several symbols at the end of
information [1]. Yu et al. showed that spinal codes have
thepotentialunequalerrorprotection(UEP)property[10].To
solve the high decoding error, a novel encoding structure
was proposed by adding tail bits to the head of source
message. The protection of tail bits was strengthened,
thereby improving the bit-error-rate (BER). The effect of
tail-biting on the original spinal codes is similar to adding
tail symbols of original sequences, which can improve the
overall error-control performance. The difference is that
the former is added to the head, but the latter is added to
the tail. The conclusion showed that the addition of extra
tail symbols gains the higher reliability.

Based on the maximum likelihood (ML) decoding, the
bubble decoding algorithm effectively reduces the deco-
ding complexity [11,12]. Yang et al. [13] proposed a lower
complexity algorithm named forward stack decoding
(FSD) algorithm by dividing the decoding tree into seve-
ral layers. When the channel state fluctuates greatly, the
FSD algorithm searches more invalid nodes, which is not
ideal for reducing the complexity. Therefore, an adaptive
FSD (A-FSD) algorithm is proposed in this paper.
According to different channel states, a specific thresh-
old which is inversely proportional to the signal to noise
ratio (SNR) is designed to control the number of storage
nodes. The A-FSD algorithm can dynamically adjust the
number of node search through the real-time channel
state, so as to adaptively optimize the decoding complexity.

According to different search criteria, tree search
strategies can be divided into depth-first tree search and
breadth-first tree search [14,15]. Different from the
breadth-first tree search, the depth-first tree search starts
from a certain node and accesses its first subnode. If the
subnode meets certain conditions, it goes to the next layer
and searches the first node of this subnode, and then it
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searches down to the leaf node according to the search
criteria. The depth-first search algorithm has the feature
of implicit early termination (ET). The ET criterion
[16,17] can be described in a decoding tree as searching
for a node along a path, terminating the search for a node
whose path metric is greater than a specified metric
value, returning to the beginning and continuing the
search along the next path. For spinal codes, there are
many improved algorithms in encoding and decoding. Hu
et al. designed a block dynamic decoding (BDD) algo-
rithm to facilitate reliable data transmission [18]. Xu et al.
adapted a sliding feedback decoding (SFD) algorithm,
which uses a sliding window to locate a layer for local
decoding [19]. Chen et al. proposed a multiplicative repe-
tition-based scheme instead of the hash function and
designed both frozen-aided and cyclic redundancy chec-
k-aided decoding algorithms to improve the spectral effi-
ciency [20]. However, the speed of reaching the end of
the decoding tree is slow and the complexity is still high.
It can be noted that most of the algorithms are carried out
from the breadth-first tree search. Inspired by depth-first
search and ET strategy, an AFSD-ET algorithm is
designed to further optimize the decoding computation
based on the A-FSD scheme. The new algorithm divides
the tree into two groups. Meanwhile, in the process of
node detection, the number of storage nodes is deter-
mined by setting a threshold level, and the ET criterion is
adopted to stop the decoding process immediately. It can
flexibly adjust the path of decoding search to reduce the
number of nodes to be calculated. Through theoretical
analysis and simulations, the AFSD-ET algorithm is ca-
pable of decreasing the complexity and accelerating the
efficiency of searching the correct path.

The rest of this paper is organized as follows. Section 2
describes the tail-biting encoding structure. In Section 3,
based on the FSD decoding method, the lower decoding
complexity schemes including A-FSD and AFSD-ET are
presented. And then the complexity of four decoding
algorithms is discussed. The performance of the pro-
posed algorithms is evaluated through a series of simula-
tions in Section 4. And the conclusions are drawn in Sec-
tion 5.

2. Tail-biting spinal codes
2.1 Tail-biting encoding structure

The encoding process is improved on the original struc-
ture as follows:

(1) Coding block segmentation

Divide the n-bits message M into d=n/k segments
which are consisted of k& non-overlapping bits, i.e.,
M =m;,my,ms, - ,my.

(i1) Setting tail-biting parameters A

The last A segments of the block M are added to the
head of original sequences, and the order of the blocks
added in the head is the same as tail blocks, so it is called
tail-biting encoding structure. Suppose that two informa-
tion block to the header are added, setting up A =2, and
the new sequence is M’ =mgy_,mg,my,--- ,my_,my with
the same head and tail obtained, among which
Mgy =My_y, Mg =My.

(ii1) Coded transmission

The initial state value s, and the first information seg-
ment of the new sequence M’ are input into the hash
function A(-) to generate the next state value. Then the
state value and the next segment are sent to the hash func-
tion, and the process is carried out successively until all
information is processed by /4(-). Eventually, a total of
d+ A state values are generated. The hash function for-
mula is given as follows:

{Si = h(s;-1,m;)

so=0"

M

The initial hash value s, is known by both the encoder
and the decoder, and it is assumed that s, is the zero set
of v-dimension. Then, these states are used as seeds for
the random number generator (RNG) [21,22] and multi-
batch output generates a sequence of c-bit pseudo-ran-
dom numbers. The RNG formula is given as

RNG:{0,1}' x L — {0, 1)°

where L is the number of passes.

Finally, the sequence of c-bit is mapped into the
encoded symbol x;; suitable for channel transmission,
where i is the ith state value and j is the batch sequence of
symbols.

The tail-biting, also known as cyclic encoding, ensures
that the initial and termination states of each component
encoder are the same [23,24]. In previous research, tail-
biting convolutional codes could overcome the rate loss
caused by initializing the coder with known bits [25], and
the tail-biting encoding structure could solve the existing
error-level phenomenon in turbo codes [26].

Fig. 1 illustrates the encoding structure of tail-biting
for spinal codes with A = 2. The decoding process of tail-
biting structure is roughly the same as the original pro-
cess, only the optimal path is determined when decoding
output is different. Assume that the decoder uses the bub-
ble algorithm, and the original spinal codes select B can-
didate paths reserved in the decoding tree extending to
the last level. After tail-biting treatment, when selecting
the optimal decoding output from B candidate paths, the
reliability of the paths is sorted first, and the path infor-
mation corresponding to the paths with the same decod-
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ing results of the top A segments and the last A segments
are selected as the decoding results. If the B paths do not
meet the condition requirement, the highest reliability is
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selected as the optimal path, and the top A segments
replace the last A information segments as the final
decoding result (A is a positive integer).

Coding block
< M (n bit) >
(k bit) (k bit) (k bit)
mg—y Mma m nmy Mg my
_
()
RNG RNG
Y Y Y Y Y
Xa-1,1 Xa,1 X1,1 X2,1 Xa,1
L=1 —»
Xa-12 Xa'2 X122 X222 Xa2
L=2 —»
Xa-13 Xa3 X13 X23 Xa3
=3 —»

Fig. 1 Encoding structure of tail-biting for spinal codes

2.2 Error probability analysis and comparison

The main purpose of tail-biting encoding structure is to
improve the transmission reliability, so the performance
is compared through calculating the symbol error rate of
the proposed and the original structure. According to
[10], the block error rate of the original spinal codes is
calculated, where M = M represents the probability that
the input information sequence M is the same as the
decoded output sequence M.

P.=1-P(M=M)=
1= Py =m, iy =my,- -,y =my) =
1= P(iy =m)- P, =my i, =my) -
P (g = mg|my =my, - g = mg_).

2

Let p; be the probability that the first i—1 information
is successfully decoded and the ith segment fails. 7
denotes the estimation of m;, so (2) is simplified as

d
P.=1-]]a-p)
i=1

where pi= P(ﬁ’l, * m,'lﬁ'll =my, - ,ﬁ/l,‘_l = mi_l).
At the transmitter, the mutual information between the

)

block m, and the transmission code symbols x,x,,---,
X4_1 18 zero and independent of each other. The informa-
tion of my is only carried by the coding symbol x,, there-
fore, the average error probability of the last information
block can be taken as the lower bound of the average
error probability of the whole spinal codes.

4

where p, indicates that the decoding of the first d—1
information segments is correct. While the decoding fai-
lure probability of the dth information block can be
regarded as the error probability of a single information
block, it can be regarded as the error probability of a sin-
gle information block.

For the tail-biting spinal codes with parameter A, the
total error probability is as follows:

Pe>pd

P,=1—=P(My_pe1 = My_nr1,Ma—pr2 = My_ps2 5
"'7ﬁl1:m19...’md:md):
A d

=T 0-p) [ Ta-p

J=1

®)

where p’ is the error probability of the added tail-biting
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block, when A =1,

py =P, #my), (6)
pi = P # myling = my, iy =my,-- i, =mi_y). (7)
For i = d, the decoding algorithm corresponding to the
encoding structure of the tail-biting spinal code requires
that the first information block of the block sequences is
the same as the last one. When i, = m, is true, iy, = my
must be established. Therefore, p,= P (i, #my i, =my,
Ay =my, - My =my_;) is zero, and the error probabi-
lity can be written as

d-1
P, =1-(1-p)-[ [a=pp. ®)
i=1

It can be found that the segment leading to the error of
the tail-biting spinal code is m,_,. That is, the lower
bound of the overall BER is given as

Pe > pd—l' (9)
Setup A =2, and
py =Py #my_y), (10)
Py =Py #£my g =mg_y), (1
pi =Py =m iy =my_y,- i =mi_y). (12)

Fori =d-1ori=d, my_, =my_,, iy, =m,, the error
probability of p,_; and p, are 0. Thus we have

d-2
Po=1-(1-p)(-p)-[ [a=-p2. (13
i=1

It is obvious that the error correction capability of the
spinal codes with A =2 is determined by the information
block mgy_,.

Pe>pd—2' (14)

By analogy, the error formula of spinal codes under
different tail-biting parameters can be obtained, owing to
pio1 < pi(1 <i<d). Compared with the original structure,
the lower bound of error probability and the error correc-
tion performance of the tail-biting spinal codes are effec-
tively improved.

2.3 Performance analysis of tail-biting spinal codes

By observing the location distribution with error prone
symbols, the appropriate A is selected. The simulation
conditions are as follows: assume that the channel mo-
del is AWGN, the information is n, the segment length

k = 4, the number of passes L = 8, the pruning parameter
B of each layer is 32 by using the bubble algorithm, and
the tail-biting parameter is A.

When 1000 frames of message are transmitted, the
relationship between the relative position of information
block and the number of error symbols is shown in Fig. 2.
The error location of spinal codes is mainly concentrated
in the tail, and its error correction performance becomes
worse with the decline of SNRs. The information length
is different, the error probability of the symbol in the
front 3/4 position is lower, while the error probability of
the information block in the last 1/4 position is higher.
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Fig. 2 Error location and numbers of messages for original spinal
codes

Assume that 32 bits are transmitted per frame, the
comparison between the original and the tail-biting spi-
nal codes with parameter A = 1 and A =2 is conducted.

The symbol error rate (SER) of spinal codes is shown
in Fig. 3. For different encoding structures, with the
increase of SNRs, the SER decreases rapidly. In the same
channel state, the SER of the designed structure is better
than that of the original structure. And the error correc-
tion ability of the structure with two tail symbols in the
head is more outstanding than that of the structure with

one tail symbol. Therefore, the tail-biting spinal codes
have the better performance.

10°

107" &
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SER

10°

10

1075 2 4 6 8 10

SNR/dB
—--: Original spinal; - : Tail-biting spinal, A=2;
—=-: Tail-biting spinal, A=1.
Fig. 3 SER comparison of spinal codes with different encoding
structures

Because the number of transmission passes is reduced,
the number of channel coding symbols required for cor-
rect decoding is reduced, and the transmission overhead
is also reduced accordingly.

3. Improved decoding algorithms

3.1 Forward stack decoding algorithm

Based on the principle of the stack algorithm, the
researcher proposes the FSD algorithm with lower deco-
ding complexity. The FSD method divides the entire tree
into several units. By dividing the n/k-layer decoding tree
into n/kD units, the parameter D (D<n) is the integer that
decides the layer of each unit.

The search process of the FSD algorithm can be
depicted in Fig. 4. The FSD algorithm starts with the root
node, searches the stack in the first basic unit, obtains the
optimal node in this unit, and saves it. Then, according to
the results of the first unit, the stack is carried out in the
second unit to obtain the optimal node. With the same
method, the last unit is searched and the optimal node
path is output. Compared with the stack decoding algo-
rithm, the FSD algorithm controls all units indepen-
dently, restrains the large jump between nodes in the
stack decoding process, and effectively reduces the
search amount of invalid nodes. At the same time, the maxi-
mum number of storage nodes B is set in the path reserva-
tion stack B and the maximum number of searching nodes
C is controlled in the search expansion of each unit. The
storage requirement for the stack capacity is significantly
reduced in the whole decoding process of spinal codes,
which is conducive to the simplification of the decoding
equipment in the specific engineering practice.

It can be seen from Fig. 4 that obviously, the number
of nodes in the reserved stack B remains unchanged after
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the search expansion of each unit is completed. By ana-
lyzing the complexity of the FSD algorithm, it can be
seen that the number of reserved nodes per unit directly
affects the computational complexity and BER perfor-
mance of the spinal codes. When the channel conditions
are relatively stable, the fixed nodes will cause the reser-
vation of an invalid path and increase the overall decod-
ing complexity of the decoding tree. When the channel
states are bad, the optimal node expansion will lead to
more error paths searched, which is not ideal for further
reducing the decoding complexity of the spinal codes.
Therefore, new decoding algorithms are needed.

Depth() PR I

Depth 1 Unit 1

Fig. 4 Search process of FSD algorithm (D=2)

3.2 Adaptive forward stack decoding algorithm

In this subsection, an A-FSD algorithm is proposed. This
algorithm can dynamically adjust the number of storage
nodes by combining channel state information and reduce
the decoding complexity of spinal codes.

The A-FSD algorithm designs a threshold to control
the number of storage nodes per unit based on the FSD
algorithm. The threshold is mainly determined by the
minimum path metric of the current unit and the variance
of intra-channel noise. Define a threshold of every unit i.
It can be expressed as I =& m,+2"- f(SNR), where
Eimin 18 the minimum metric in the ith unit and 7 repre-
sents a specific threshold control index. The f(SNR)
denotes the currently estimated channel SNRs function
whose value is inversely proportional to SNR. That is, it
is positively increased with channel interference and
noise power. Therefore, in the ith unit of the decoding
tree, the cumulative path metrics of the nodes with a
depth of iD in search stack C are compared with the size
of I';. When the value is greater than I';, the node is dis-
carded. Judge whether the number of surviving nodes is
less than B. If it is, then all nodes are saved in stack B,
and recode the number of actual nodes as B;. If not, only
the first B nodes with the greatest reliability are saved.

In the process of node selection using an adaptive

method, the determination of threshold I; is related to the
decoding effect of spinal codes. The positive and nega-
tive effects vary greatly and cannot be ignored. If the
threshold is too small, the bad effect is that the correct
decoding path is easily discarded, and the information
transmission becomes worse. Onthe contrary, the total deco-
ding complexity will increase while the quality of informa-
tion transmission is stable. In a word, for different chan-
nel conditions, different thresholds need to be set up, the
size of thresholds should also be taken into account to
minimize the loss of performance and reduces the com-
plexity as much as possible.

The adaptive adjustment of the A-FSD decoder needs
the cooperation of the channel estimation algorithm. Typi-
cal SNR estimation methods for AWGN channels include
M2M4 estimation [27,28], singular value decomposition
[29] and data fitting algorithm [30]. In this paper, we
adopt the data fitting algorithm with simple calculation
and accurate estimation.

The adaptive property of the A-FSD algorithm is
mainly reflected in blind channel estimation using
received signals to control the number of nodes. Appa-
rently, the complexity of the improved A-FSD algorithm
is better than the FSD algorithm, because the number of
storage nodes for the A-FSD algorithm is no more than
the capacity of stack B.

3.3 Adaptive forward stack decoding with ET

Based on the principle of the A-FSD algorithm, a new
algorithm named AFSD-ET is proposed. It can achieve a
better tradeoff between performance and decoding com-
plexity.

The main ideas of the improved AFSD-ET algorithm
are as follows. Firstly, based on the FSD decoding struc-
ture, the search unit size is set to D. Therefore, the whole
decoding tree is divided into n/kD units, and then the
divided decoding units are divided into two groups, set
the grouping parameter to 7,7 € {1,2,--- ,n/kD}. The first
group is defined as the unit number less than or equal to
the block parameter 7, the decoding algorithm is based on
the A-FSD decoder principle, and the remaining units are
automatically divided into the second group. Secondly,
the nodes stored in the reserved path stack B after deco-
ding in the first group are taken out and arranged in the
order of path metrics. They are called pseudo root nodes
and are used as the initial decoding nodes in the second
group. The first pseudo root node (the minimum cumula-
tive path metric) is regarded as the root node whose me-
tric value is not zero, and then it is extended to the leaf
node according to the A-FSD decoding principle. At this
time, the path metric value of the optimal path is recorded
as the threshold value A,;,. Eventually, the A-FSD algo-
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rithm is used to search for the second pseudo root node.
Anin 18 used as the threshold in the process of searching.
For nodes whose path metric value is greater than A,
the search is stopped by using the ET criterion. Only the
nodes less than the threshold are searched until the leaf
node is found. If the metric value of the optimal leaf node
is less than A.;,, then the threshold A,;, is updated by
this metric value, and the remaining pseudo root nodes
are detected in turn according to the above method. The
path corresponding to A, is taken as the decoding out-
put. Fig. 5 shows a decoding tree of the AFSD-ET algo-
rithm, where the values of 7"and D are set to be 2.

Depth 8
O ': Oridinary node; @ : Pseudo-root node; © : Optimal node.

Fig. 5 The AFSD-ET algorithm (Example of an 8-depth decoding
tree with T=2 and D=2)

The proposed algorithm takes each pseudo root node as
a whole and adopts the depth first search strategy to
speed up the speed of decoding to the leaf node in the
process of detecting the second group of search points in
the decoding tree. At the same time, combined with the
ET criterion, it can flexibly adjust the decoding search
path, significantly reducing the number of search nodes.

The specific steps of the AFSD-ET decoding algo-
rithm can be described as follows.

Step 1 Initialize parameters. The message M with
transmission length of # bits is divided into n/k depths in
k bits. If the size of search unit is D, the whole decoding
tree contains n/kD units. The front 7 units (including the
Tth unit) are divided into the first group, and the remain-
ing units are divided into the second group.

Step 2 In the first group, the A-FSD algorithm is
used to search from the root node to the DT th layer. In
the DT th layer, all nodes stored in the reserved path stack
B are taken out, and the number of nodes is counted as B,
who are called pseudo root nodes according to the path
metric value from small to large. It is marked as
Xopr = [Xpp, Xpyoe++ . Xy, Xy ] and its corresponding
cumulative path measure is marked as A}, (A}, < AJ)).

Step 3 Start the search of the second group of decod-
ing tree, initialize j = 1, start with pseudo root node X},
use the A-FSD algorithm to search until the leaf nodes
are found, select the minimum path metric value in stack
B of reserved path stack as A, which is called ET
search threshold, and record its corresponding decoding
path ¥ = [X, %, -+, Xu]-

Step 4 j=j+1, judge Ay and A}, If A, < Ay, €Xe-
cute Step 5; if Af,T > Amin, terminate the search according
to the ET strategy, and directly execute Step 7.

Step 5 Set A, as the threshold in each unit. In the
search process, if the path metric of a node is greater than
the threshold, it will not be extended by using the ET cri-
terion. If it is less than the threshold, the subnode will be
extended until the leaf nodes are found. If the minimum
path metric A/, <A, in the path stack B is retained,
Amin 18 updated with A, and the corresponding deco-
ding path X is updated.

Step 6 Judge the size of j and B,. If j < B,, perform
Step 4; otherwise, go to Step 7.

Step 7 Select the path corresponding to A, at this
time as the final decoding output, and the decoding ends.

The detailed AFSD-ET algorithm is illustrated in Algo-
rithm 1.

Algorithm 1 The AFSD-ET

1 Initialize set parameter 7, D, Stack B and Stack C

2 decoding from the root node

3 for t — 1 to DT-depth do

4 expand nodes with the A-FSD algorithm

5 end for

6 save B, nodes in DT-depth and it is named as pseudo-
root node

7 for j — 1 to B,do

8 put the jth pseudo-root node into Stack B
(n/k)— DT

9 fori<1to do

10 store the nodes to the Stack C

11 if /=1 then

12 get the optimal node in D7-depth to design
the threshold for per unit

13 else

14 if path metric of the jth pseudo-root node
is greater than &, then

15 stop the extension of this pseudo-root node in
advance by using the ET criterion

16 break

17 else

18 continue

19 end if

20 set the threshold as &,,;, to control the number of
reserved nodes in DT-depth
21 end for
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22 save the current optimal node, recode the cost met-
ric as &,;, and the corresponding decoding is .

23 end for

24 return ¥

Before the start of the second group of decoding, the
pseudo root nodes are sorted in advance, which increases
the probability that the output path along the first candi-
date node becomes the maximum likelihood path, and by
updating A,;,, the path metric value of the maximum
likelihood path can be approached with greater probability.

3.4 Theoretical analysis of decoding complexity

Assume an n-bit message M, which is divided into n/k
layers by the segment length k. Only a pass is considered
for the decoding process. The decoding complexity of the
bubble algorithm is O (nB-2* (v +k+1g B)), where v is the
length of the hash value and B denotes the pruning width
[13]. The FSD algorithm divides the n/k-depth decoding
tree into n/kD layers. Assume that the number of selected
nodes is By in each unit, the upper bound and lower
bound of the FSD algorithm for spinal decoding
are Opux (n/k-Br-2*(v+k+1gBr)) and Oy, (n/kD- By
2k (v +k +1g By)) respectively [20]. Due to the parameter
Br always less than or equal to B, the complexity of the
FSD algorithm must be better than the bubble algorithm.
With the same idea as the FSD algorithm, the A-FSD
algorithm adds one step in each unit. Set the threshold
value to adjust the reserved nodes. We define By as the
actual reserved nodes for each unit and the maximum
reserved nodes set to B,. The complexity of the A-FSD
n/(kD)
algorithm is O Z By -2 (v+k+lgBR)) and the upper
R=1
bound is O, (n/k-B,-2*(v+k+1gB,)). Compared with
the FSD algorithm, taking the same maximum quantity of
storage nodes for the two algorithms, the decoding com-
plexity of the A-FSD is the same. For the decoding of the
AFSD-ET algorithm, the A-FSD algorithm at the front D7-

T
depth of decoding tree and the complexity is O[Z By - 2.

R=1
(v+k+1gBy)). For the remaining n/kD — T units, set the
actual storage nodes as Bi. Keeping B; pseudo-root
nodes for D7-depth and decoding for the first one, we

n/(kD)

can compute the complexity as 0( Z Br- 2" (v+k+1g BR)].
R=T+1

Considering that only the first pseudo root node is

extended, the rest By —1 stops ahead of time, we can
obtain the minimum complexity of the AFSD-ET algo-

n/(kD)
rithm for spinal codes as Omm( Z By -2¢ (v+k+lgBR)].

R=1

Because of the uncertainties of related parameters, it is
impossible to determine the specific complexity relation-
ship, but it can be clearly seen from the decoding for-
mula that the AFSD-ET algorithm can achieve a smaller
extreme decoding complexity under certain conditions.

4. Performance evaluation

To further evaluate the performance of the improved
spinal codes, a serial of simulations are carried out. In
this paper, the feedback delay from the decoder to the
sender is neglected. All simulations use the AWGN chan-
nels, and the parameters of the spinal codes are n = 32,
k=4,L =28, D =2. The storage parameter B is 32. The
maximum size of stack C is set to 4 096.

4.1 Parameters selection of the A-FSD algorithm

It can be seen from Fig. 6 that the BER performance
among the bubble, the FSD and the A-FSD algorithms
are very close at 7=5. Thus it can be considered that
they are consistent in error control ability of spinal codes.
The performance of the A-FSD decoding algorithm with
different values of 7 is analyzed. Under the same chan-
nel environment, with the increase of v value, the BER
performance is closer to the other two algorithms. When
a certain value is taken, the performance of A-FSD
decoding is very different from that of the traditional
spinal decoding algorithm. The main reason for the perfor-
mance difference is that when 7 is smaller, the threshold
of the number of surviving control nodes is also smaller,
which increases the probability of deleting the correct
path, resulting in the degradation of the decoding perfor-
mance of spinal codes. With the increase of 7 value, the
threshold is enlarged, and the node stored in the reserved
stack of the A-FSD algorithm is close to that of the FSD
algorithm, so its error correction performance is also
improved.

10

0 2 4 6 8 10
SNR/dB
—: Bubble; ---: A-FSD, =4, : FSD;
—:A-FSD, =5, —:A-FSD, r=3.

Fig. 6 BER for spinal codes with A-FSD algorithm
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The complexity of different decoding methods refers to
the average number of nodes accessed about a frame of
information in the decoding process. Fig. 7 simulates the
calculation costs of different algorithms. Through com-
parison, it can be found that under the same SNRs, com-
pared with the bubble decoding algorithm, the average
number of access nodes of the FSD algorithm and the
A-FSD algorithm is greatly reduced, but the calculation
amount of the FSD algorithm and the A-FSD algorithm
under lower SNRs is still high. With different parameter
7, the number of access nodes decreases in the whole
SNR range, especially when the control parameters are
small, the calculation amount of nodes is significantly
reduced. To sum up, the proposed novel algorithm not
only guarantees the transmission performance of spinal
codes, but also optimizes the decoding complexity com-
pared with the traditional decoding algorithm.

10

Computation cost

10? - y
0

SNR/dB
—: Bubble; ---: A-FSD, =4,
—: A-FSD, =5; —+:A-FSD, =3.

: FSD;

Fig. 7 Computation cost for spinal codes

4.2 Parameters comparison of AFSD-ET algorithm

In the AFSD-ET algorithm, the value of 7 directly affects
where the second group begins to use depth first search
and ET strategy to further optimize decoding. The simu-
lation results with different 7 are shown in Fig. 8. At low
SNRs, the performance of AFSD-ET is similar with dif-
ferent packet parameters. With the increase of SNRs, the
performance difference gradually increases, and the max-
imum performance gap can reach 2.4 dB. Under the same
threshold control parameters, when 7 = 4, the BER per-
formance of the decoding algorithm is poor. With the
decrease of T, the error control ability of spinal codes is
gradually improved. When 7 = 1, the decoding perfor-
mance is optimal. When 7=5,T7=2 and 7=5, T =3,
the performance gap of the AFSD-ET algorithm is very
small. It can be seen that for the improved algorithm,
when the first group of decoding tree contains similar
units, its performance is closer.

6 . .
10 0 2 4 6 8 10

SNR/dB
—-: AFSD-ET, =3, T=1; —: AFSD-ET, =3, T=3;
—+ : AFSD-ET, =3, 7=2; —+: AFSD-ET, =3, T=4.

Fig. 8 BER of AFSD-ET decoding algorithms

It can be seen from Fig. 9 that when 7=5,T =1, the
AFSD-ET algorithm has the largest number of access
nodes. The main reason is that the number of layers
requiring depth first search is large, resulting in a large
difference in path metrics. Starting from the second
pseudo root node, it needs to be extended to deeper nodes
to effectively use the ET strategy. Therefore, the number
of search nodes is increased with smaller 7. When 7 =35,
T =4, because A-FSD decoding structure is used in the
whole decoding process, the depth first search and ET
criteria are not used, so the decoding complexity is also
large. When SNR < 5 dB, the complexity of 7= 3 is
slightly better than 7 = 2, but the difference between the
two cases is small; when SNR > 5 dB, the complexity of
T = 2 is lower than T = 3, and the number of nodes visi-
ted is different. It can be seen that the more similar the
number of units contained in the two groups of the whole
decoding tree, the better the advantages of depth first
search and ET criteria can be achieved by setting the
grouping parameters. When the performance is similar,
the decoding complexity of spinal codes decreases faster.

10

10°

Computation cost

1 2 4 6 8 10

SNR/dB
—-: AFSD-ET, =3, T=1; —: AFSD-ET, =3, T=3;
—~: AFSD-ET, =3, T=2; —: AFSD-ET, =3, T=4.

Fig.9 Computation cost of AFSD-ET decoding algorithm

4.3 Comparison of four decoding algorithm

Fig. 10 provides the BER comparison of two traditional
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decoding algorithms and two improved decoding algo-
rithms. It can be found that with the increase of SNRs, the
error correction performance of several decoding algo-
rithms is improved. At the same time, it can be observed
that the BER performance of the AFSD-ET algorithm
proposed in the previous section is slightly improved in
the whole SNR range. However, on the whole, the BER
performance of the AFSD-ET algorithm is simi-
lar to that of other algorithms.
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10 . . . .
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SNR/dB
—--: Bubble; —+:A-FSD, =5;
—+: FSD; ——: AFSD-ET, =5, T=2.

(o))
<]

10

Fig. 10 BER comparison of four decoding algorithms

The number of access nodes of four decoding algo-
rithms with the same code rate are compared in Fig. 11.
The result shows that the complexity of the two improved
algorithms proposed in this paper is lower than that of the
traditional spinal codes, and the complexity of the AFSD-
ET algorithm decreases more obviously. Therefore, it is
verified that the use of depth first search and ET strategy
can greatly reduce the decoding tree search.

10

Computation cost
=

10 . . . .

SNR/dB
-#-: Bubble; —: AFSD, =5;
—+: FSD; —: AFSD-ET, =5, T=2.

Fig. 11 Computation cost of four decoding algorithms

4.4 Performances of improved spinal codes

The BER performances of tail-biting spinal codes and
comparable traditional spinal codes with bubble decoder
or AFSD-ET decoder under the rate being 1 are shown in
Fig. 12. According to the simulation results, considering
two different decoding algorithms separately, the reliabi-
lity of the tail-biting encoding structure is better than that

of the one without adding the tail symbol. Compared with
the conventional decoding algorithm, the improved
decoder provides better error control performance for the
tail-biting scheme. We can see from the curves that the
spinal codes perform the best by adding tail-biting sym-
bols and using the novel AFSD-ET decoding method
over the AWGN channel. Thus, the transmission of the
messages by applying tail-biting spinal codes with the
proposed decoding method exhibits better performance.

10°

<

_
<

107
10

Computation cost

10°°

6 L . . .
10 0 2 4 6 8 10

SNR/dB

— : Conventional spinal codes, bubble;
-+ Spinal codes with tail-biting, A=2, bubble;
—+ : Conventional spinal codes, AFSD-ET;

: Spinal codes with tail-biting, A=2, AFSD-ET.

Fig. 12 BER comparison for spinal codes

5. Conclusions

In this paper, firstly, to solve the problem that the error
bits of spinal codes are always concentrated in the last se-
veral segments, a novel structure of spinal codes with the
tail-biting is proposed. The proposed coding structure can
effectively enhance the reliability in transmission. Sec-
ondly, in the light of the problem of high computation of
the decoding algorithm, an adaptive algorithm is designed
to control the number of stored nodes according to the
threshold value, which needs to be set by the blind chan-
nel estimation algorithm to predict the SNR of the
AWGN channel. The A-FSD reduces the computation to
a certain extent. In order to further optimize calculations,
the AFSD-ET decoder is proposed, which combines the
depth-first search and ET criteria, and effectively con-
trols the tradeoff between the error performance and cal-
culation amount of Spinal codes. Moreover, the spinal
codes perform well by using the tail-biting structures and
adopting the novel AFSD-ET decoding method over the
AWGN channel.
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