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Abstract: An  effective  maintenance  policy  optimization  model
can  reduce  maintenance  cost  and  system  operation  risk.  For
mission-oriented systems, the degradation process changes dy-
namically  and  is  monotonous  and  irreversible.  Meanwhile,  the
risk of early failure is high. Therefore, this paper proposes a dy-
namic  condition-based  maintenance  (CBM)  optimization  model
for mission-oriented system based on inverse Gaussian (IG) de-
gradation process. Firstly, the IG process with random drift coef-
ficient  is  used to  describe  the  degradation  process  and the  re-
levant  probability  distributions  are  obtained.  Secondly,  the  dy-
namic  preventive  maintenance  threshold  (DPMT)  function  is
used to control the early failure risk of the mission-oriented sys-
tem, and the influence of imperfect preventive maintenance (PM)
on  the  degradation  amount  and  degradation  rate  is  analysed
comprehensively.  Thirdly,  according  to  the  mission  availability
requirement,  the  probability  formulas  of  different  types  of  rene-
wal  policies  are  obtained,  and  the  CBM  optimization  model  is
constructed.  Finally,  a  numerical  example is  presented to verify
the  proposed  model.  The  comparison  with  the  fixed  PM
threshold model  and the sensitivity  analysis show the effective-
ness and application value of the optimization model.
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1. Introduction
A  mission-oriented  system  is  a  system  that,  at  different
time  during  its  lifetime,  performs  a  mission  with  fixed
duration  [1].  Examples  of  such  systems  can  be  found  in
military  systems  such  as  the  avionics  portion  of  an  air-
borne  weapon  system  and  in  manufacturing  equipment
such as the manipulator arm working in production lines [2].
The  performance  of  these  systems  degrades  during  mis-

sion  execution.  Different  from  the  general  system,  the
maintenance  of  the  mission-oriented  system  cannot  be
carried  out  during  the  mission,  and  can  only  be  carried
out  when  the  mission  is  completed  or  aborted.  In  addi-
tion, mission-oriented systems usually have to meet avail-
ability/reliability  requirements  during  missions.  Estab-
lishing  a  model  of  the  system  degradation  process  and
formulating  a  reasonable  maintenance  policy  are  benefi-
cial  to  ensuring  the  mission  success.  Zhao  et  al.  [3,4]
and  Qiu  et  al.  [5,6]  respectively  optimized  the  mission
abort policies according to the degradation level and mis-
sion duration within the framework of different degrada-
tion  processes  to  improve  mission  reliability  and  system
survivability.

Practice  shows  that  traditional  maintenance  modes
(such  as  breakdown maintenance,  periodic  maintenance)
tend  to  cause  excessive  or  insufficient  maintenance,  and
the  maintenance  efficiency  is  low.  The  appearance  of
condition-based  maintenance  (CBM)  provides  an  oppor-
tunity  to  solve  the  above  problems.  It  can  formulate
policies  such as  preventive maintenance (PM) or  correc-
tive maintenance (CM) based on the degradation state in-
formation  and  preset  threshold  of  mission-oriented  sys-
tem  with  detection  conditions.  The  advantages  of  CBM
have attracted widespread attention from scholars,  and it
has been successfully applied to key areas such as indus-
trial  production  [7−9]  and  national  defense  [10,11].  The
content of CBM mainly includes three parts, that is, status
data  collection,  remaining  useful  life  (RUL)  prediction
and maintenance policy optimization.

At  present,  most  research  on  CBM  focuses  on  RUL
prediction methods [12−16], but the research on mainten-
ance policy optimization is still insufficient [17−19]. The
degradation model  based on CBM monitoring data  is  an
important  basis  for  maintenance  policy  optimization.
Stochastic process takes into account the random disturb-
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ance of various factors in the system degradation process
and is close to the actual operation of the system, so it is
often used to model the degradation process [20].

Wiener process and Gamma process are the most con-
cerned  processes  in  the  stochastic  process  model  with
continuous  state,  because  they  have  good  mathematical
properties  and  clear  physical  explanations  [20,21].  For
example, Ma et al. [22] studied the reliability analysis and
CBM  optimization  methods  of  dual-unit  cooler,  used
multi-level  Wiener  process  to  characterize  the  degrada-
tion trend of  the  system,  determined the  reliability  func-
tion of the system, and finally formulated a maintenance
policy  based  on  temperature  monitoring  information.
Wang  et  al.  [23]  described  equipment  performance  de-
gradation  characteristics  through  nonlinear  Wiener  pro-
cess,  introduced an uncertain failure  threshold,  predicted
RUL of the equipment, and realized the optimal mainten-
ance  decision.  However,  a  significant  feature  of  Wiener
process  is  that  its  degradation  path  is  not  necessarily
monotonic, which loses its meaning in some degradation
descriptions, because the degradation of many systems is
irreversible. For this monotonic degradation, Gamma pro-
cess  is  usually  used  for  modeling.  Phuc  et  al.  [24]
proposed  a  CBM  policy  based  on  Gamma  degradation
process. This model aimed to determine the best mainten-
ance  measure  (perfect  and  imperfect)  and  inspection  in-
terval.  Caballe  et  al.  [25]  proposed  a  CBM maintenance
policy  for  system  suffering  from  internal  degrada-
tion  and  external  sudden  shocks.  The  internal  degrada-
tion process is described by Gamma process.

Another  stochastic  process  model  which  can  describe
the monotonic degradation process is the inverse Gaussi-
an (IG) process proposed by Wasan [26]. The application
of IG process in degradation was introduced by Wang et
al.  [27],  and  Ye  et  al.  [21]  further  studied  its  physical
meaning  to  support  its  application  in  engineering  prac-
tice. Compared with Gamma process, IG process is more flexi-
ble  in  incorporating  random  effects  and  covariates,  and
can  better  explain  the  heterogeneity  between  different
components  and  systems.  For  example,  Chen  et  al.  [20]
proposed  an  IG process  degradation  model  with  random
effects,  and  the  objective  function  was  to  minimize  the
total  operating  cost  including  inspection  costs,  preven-
tive or corrective replacement costs,  and downtime costs
to  find  the  optimal  inspection  interval  and  maintenance
policy.  Wu  et  al.  [9]  proposed  a  dynamic  CBM  model
based  on  IG  process  to  solve  the  problem  of  equipment
maintenance  decision-making  with  dynamic  degradation
characteristics. The IG process incorporated random para-
meters.  Finally,  the  multi-objective  function  was  solved
to obtain the optimal policy. Although the IG process has
gradually  attracted  the  attention  of  researchers,  there  are

still few studies on the CBM model based on the IG pro-
cess.

On  the  other  hand,  in  engineering  practice,  the  struc-
ture  of  the  mission-oriented  system  is  generally  compli-
cated, and the maintenance actions implemented on it are
mostly imperfect, so the system can only be restored to a
certain state between an as-good-as new state and an as-
bad-as  old  state  [28,29].  Therefore,  some  scholars  have
begun to consider the influence of imperfect maintenance
in the study of CBM optimization. Zhang et al. [30] used
stochastic improvement factor to reflect the impact of ma-
intenance actions on the degradation rate of the system in
the process of studying imperfect maintenance model us-
ing stochastic process. Liu et al. [31] used the delay time
model  to  describe  the  degradation  process,  and  used  the
service  age  regression  factor  to  describe  the  impact  of
imperfect maintenance on the system life. Guo et al. [10]
proposed a residual  damage model  to consider the influ-
ence  of  imperfect  PM  on  the  degradation  amount.  Al-
though the above studies have achieved certain effects in
maintenance  policy  optimization  considering  imperfect
maintenance, they ignore the fact that imperfect mainten-
ance  affects  both  the  degradation  amount  and  degrada-
tion  rate.  Therefore,  two  types  of  effects  must  be  taken
into consideration in the modeling process [32].  In addi-
tion,  the  degradation  process  parameters  in  the  degrada-
tion model proposed by Guo et al. [10] are fixed, so that
the  introduction  of  uncertainty  is  ignored.  Its  decision
variable  is  also  a  fixed  maintenance  threshold,  which  is
not conducive to reducing the risk of early failure of the
system.  Therefore,  the  dynamic  adjustment  of  mainten-
ance  thresholds  in  different  degradation  stages  is  also  a
problem worthy of study.

In view of these practical needs, we develop a dynamic
CBM  optimization  model  for  mission-oriented  system
based on IG degradation process. The main contributions
of  this  paper  are  summarized  as  follows:  Firstly,  an  IG
process degradation model with random drift coefficients
is established, and the analytical probability distributions
of  the  correlation  functions  are  derived  in  the  sense  of
first hitting time, which solves the problem of describing
the  dynamic degradation process  of  such systems.  Then,
we propose a dynamic preventive maintenance threshold
(DPMT) function to control the early failure risk of mis-
sion-oriented  system.  And  we  comprehensively  consider
the influence of imperfect PM on the degradation amount
and  degradation  rate.  Finally,  according  to  the  system
evolution  process  and  mission  availability  requirement,
the probability formula for executing the related mainten-
ance policy is obtained, and the optimal long-term expec-
ted cost ratio and the decision variables in DPMT are ob-
tained  by  using  the  optimization  algorithm.  The  experi-
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mental results show that the model proposed in this paper
is  more  economical  than  the  fixed  PM  threshold  model.
Mission  requirement  is  a  key  factor  that  must  be  con-
sidered  in  the  formulation  of  maintenance  policies  for
such systems.

The  remainder  of  this  paper  is  organized  as  follows:
Section 2 introduces the degradation model based on the
IG process. Section 3 describes the system evolution pro-
cess,  proposes DPMT, and analyses the influence of im-
perfect  PM. Section 4 establishes  the CBM optimization
model. Section 5 provides a numerical example to verify
the  effectiveness  and  application  value  of  the  proposed
model. Section 6 draws the conclusion of this paper. 

2. Degradation model based on IG process
In  actual  mission,  the  degradation  of  some  mission-ori-
ented systems is usually an irreversible damage accumu-
lation.  As  a  monotonous  stochastic  process,  IG  process
can not only describe the characteristics of such systems,
but also have more advantages in introducing random ef-
fects. Therefore, we build a model based on IG process. 

2.1    IG process with random drift coefficient

X(t)
t

{X(t), t ⩾ 0}

Let  denote  the  degradation  state  of  the  system  at
time ,  and  assume  that  the  degradation  process

 obeys IG distribution, i.e.,
X(t) ∼ IG(βΛ(t),η[Λ(t)]2)

β,η > 0

Λ(t)

Λ(0) = 0
Λ(t) = t

where  respectively represent  the drift  coefficient
and diffusion coefficient of IG distribution, reflecting the
rate and fluctuation of the degradation process.  rep-
resents the time scale function and monotonically increas-
ing.  According  to  the  convention, ,  and  we  use
the linear form  to explain.

In  addition  to  monotonicity,  IG  process  also  has  the
following properties:

X(t)
∀t2 > t1 ⩾ t2

′ > t1
′ X(t2)−X(t1) X(t2

′)−X(t1
′)

Property 1　  has independent increments, that is,
for ,  and   are
independent.

X(t)−X(s)Property 2　  obeys IG distribution

IG(β[Λ(t)−Λ(s)],η[Λ(t)−Λ(s)]2), ∀t > s ⩾ 0.

When the system is performing a mission, it is often af-
fected  by  factors  such  as  the  environment.  Some  equip-
ment  and  components  have  a  high  early  failure  rate  and
great uncertainty. As the system operates, its degradation
fluctuation  gradually  become  stable  [33,34].  Therefore,
the immobilization of the parameters of IG process devia-
tes  from  the  actual  situation,  which  is  not  conducive  to
describing  the  dynamic  changes  of  the  system  degrada-
tion  characteristics.  Pan  et  al.  [35]  proposed  an  IG  pro-
cess  model  with  random  effect  parameters  to  estimate

IG(β[Λ(t)−
Λ(s)],η[Λ(t)−Λ(s)]2),∀t > s ⩾ 0

RUL. Wu et  al.  [9]  extended the  dynamic change of  the
drift  coefficient  to  be  related  to  time 

.  Based  on  this,  we  pro-
pose an IG process with random drift coefficients, which
is used to derive the probability distributions of the mis-
sion-oriented  system  and  build  the  CBM  optimization
model. Details are as follows:

1
β
= µβ+

B(t)
σβ

X(t) ∼ IG(βt,ηt2)
(1)

B(t) µβ σβ

1/β 1/β
1/β ∼ N(µβ, t/σ2

β)
D(1/β) = t/σ2

β 1/β t
D(β) β

t

where  is a standard Brownian motion,  and  re-
spectively represent the mean parameter and the variance
parameter  of .  in  (1)  can  also  be  expressed  as

.  It  can  be  found  that  the  variance
 of   increases  with  time .  Therefore,

the  variance  of   decreases  with  the  increase  of
time .  That  is,  the  drift  coefficient  gradually  stabilizes,
which  conforms  to  the  description  of  the  mission-ori-
ented system above. The detailed proof of the above con-
clusion can be found in [9]. 

2.2    Correlation probability distribution

ωp

ω f

ωp ω f

In  many  engineering  applications,  when  the  degradation
first  reaches  a  predetermined  threshold  level,  the  system
is  considered  to  be  malfunctioning  [36].  Therefore,  the
system  life  can  be  defined  according  to  the  first  hitting
time. The probability distributions of the first hitting time
play a key role in deriving RUL and determining the op-
timal  CBM policy.  Let  the  PM threshold  be  and  the
failure  threshold  be ,  and  the  time  when  the  system
first  reaches  and   from  time  zero  is  respectively
defined as

Tp = inf{t|X(t) ⩾ ωp, t ⩾ 0}, (2)

Tf = inf{t|X(t) ⩾ ω f , t ⩾ 0}. (3)

β

Tf

According to the monotonicity of the IG process, when
 is  fixed,  the  conditional  cumulative  distribution  func-

tion (CDF) of  is obtained as

FT f |β(t|β) = P(T f ⩽ t|β) = P(X(t) ⩾ ω f |β) =

1−FIG(ω f |βt,ηt2) =Φ
[√
η

ω f

(
t−
ω f

β

)]
−

exp
(

2ηt
β

)
Φ

[
−

√
η

ω f

(
t+
ω f

β

)]
(4)

FIG(·)
Φ(·)

t
Tf

where  represents the conditional CDF of IG distri-
bution, and  represents the CDF of the standard nor-
mal distribution. By taking the derivative of , the condi-
tional  probability  density  function  (PDF)  of  is  ob-
tained as
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fT f |β(t|β) = 2
√
η

ω f
ϕ

[√
η

ω f

(
t−
ω f

β

)]
−

2η
β

exp
(

2ηt
β

)
Φ

[
−

√
η

ω f

(
t+
ω f

β

)]
(5)

ϕ(·)where  represents the PDF of the standard normal dis-
tribution.

FT f |β (t |β ) Tf

β

The above  is the conditional CDF of  with
respect  to .  According  to  the  total  probability  formula,
the following formula can be obtained as

FT f
(t) =

w
Ω

FTf |β(t|β) f (β)dβ = Eβ
[
FT f |β(t|β)

]
(6)

f (β) Ω Eβ[·]

β

where , , and  represent the PDF, the parame-
ter  space,  and  the  mathematical  expectation  of  the  ran-
dom  effect  parameter ,  respectively.  According  to
Lemma 1 in [35], the integral of (6) can be calculated ex-
plicitly.

Z ∼ N(µ,σ2) A,B,D ∈ RLemma  1　If   and  ,  the  fol-
lowing results hold:

EZ
[
exp(AZ)Φ(B+DZ)

]
=

exp
(
Aµ+

A2

2
σ2

)
Φ

(
B+Dµ+ADσ2

√
1+D2σ2

)
. (7)

1/β ∼ N(µβ, t/σ2
β)With ,  we substitute (4)  into (6),  and

then use Lemma 1 to get the analytical expression of (6)
as

FT f
(t) =Φ


√
η

ω f
·
σβt−µβσβω f√
σ2
β+ηω f t

− exp
(
2ηµβt+

2η2t3

σ2
β

)
·

Φ

−
√
η

ω f
·

(σ2
β+2ηω f t)t+µβσ2

βω f√
σ4
β+ησ

2
βω f t

 .
(8)

t
fT f

(t)
Using  the  derivative  of  (8)  with  respect  to ,  the  ex-

pression of  can be obtained as

fT f
(t) =

√
η

ω f
·

2σ3
β+5ηω fσβt+3η2ω2

f t
2/σβ(√

σ2
β+ηω f t

)3 ·

ϕ


√
η

ω f
·
σβt−µβσβω f√
σ2
β+ηω f t

−
(
2ηµβ+

6η2t2

σ2
β

)
·

Φ

−
√
η

ω f
·

(σ2
β+2ηω f t)t+µβσ2

βω f√
σ4
β+ησ

2
βω f t

 ·
exp

(
2ηµβt+

2η2t3

σ2
β

)
. (9)

{X(t), t ⩾ 0}
At the same time, according to (8), the CDF of the de-

gradation  process  can  be  further  deduced  in

reverse as

FIG(x; t) =Φ


√
η

x
·
µβσβx−σβt√
σ2
β+ηxt

+ exp
(
2ηµβt+

2η2t3

σ2
β

)
·

Φ

−
√
η

x
·

(σ2
β+2ηxt)t+µβσ2

βx√
σ4
β+ησ

2
βxt

 .
(10)

x
{X(t), t ⩾ 0}

By  further  taking  the  derivative  of ,  the  PDF  of  the
degradation process  can be obtained as

fIG(x; t) =
1
2

√
η

x

ϕ

√
η

x
·
µi
βσβx−σβt√
σ2
β+ηxt

 ·
µi
βσ

3
β+σ

3
βt/x+2σβηt2(√
σ2
β+ηxt

)3 + exp
(
2ηµi

βt+
2η2t3

σ2
β

)
·

ϕ

−
√
η

x
·

(σ2
β+2ηxt)t+µi

βσ
2
βx√

σ4
β+ησ

2
βxt

 · σ
6
βt/x−µi

βσ
6
β(√

σ4
β+ησ

2
βxt

)3

 .
(11)

X0:k = {x0, x1, · · ·, xk}
0 = t0 < t1 < · · · < tk xk =

X(tk)
tk ω f

tk

The life distribution function of the system is obtained
by  (8).  Let  denote  the  degradation
data  obtained  at  time ,  where 

 denotes the degradation state of the system at time
. Based on the failure threshold , the RUL of the sys-

tem at time  is defined as

Rk = inf
{
rk |X (tk + rk) ⩾ ω f ,rk ⩾ 0

}
. (12)

According to the independent increments property and
homogeneous Markov property, we have

Rk = inf
{
rk |X(tk + rk) ⩾ ω f ,rk ⩾ 0

}
=

inf
{
rk |X(tk + rk)−X(tk) ⩾ ω f − xk,rk ⩾ 0

}
=

inf
{
rk |X(rk) ⩾ ω f − xk,rk ⩾ 0

}
. (13)

Using the conclusion of (8), we can obtain

FRk
(rk) =Φ


√

η

ω f − xk
·
σβrk −µβσβ(ω f − xk)√
σ2
β+η(ω f − xk)rk

−
exp

(
2ηµβrk +

2η2r3
k

σ2
β

)
·Φ

(
−

√
η

ω f − xk
·

(σ2
β+2η(ω f − xk)rk)rk +µβσ

2
β(ω f − xk)√

σ4
β+ησ

2
β(ω f − xk)rk

 . (14)

 

3. Dynamic CBM policy and the influence of
imperfect PM

Most  of  the  current  maintenance  policy  optimization

LI Jingfeng et al.: A dynamic condition-based maintenance optimization model for mission-oriented system based on inverse... 477



methods  often  start  from  the  inherent  degradation  per-
formance of the system, and rarely consider the impact of
the mission on the maintenance policy. During the execu-
tion of the mission-oriented system, when the system de-
gradation state reaches the relevant threshold, PM cannot
be executed immediately.  In addition,  PM is  usually im-
perfect, i.e., PM cannot restore the system as new. Based
on  the  above  analysis,  we  describe  the  system evolution
process  and  discuss  the  impact  of  imperfect  PM  in  this
section. 

3.1    Assumptions

τ

CI

(i)  The  duration  of  each  mission  is  a  constant  greater
than  zero,  denoted  by .  At  the  end  of  the  mission,  the
system  is  inspected  perfectly  and  a  fixed  cost  is  in-
curred. The inspection time is ignored.

X(t) ⩾ ω f

CC

(ii)  If  is  satisfied during a mission, the mis-
sion fails and the CM is executed immediately to restore
the system to the same state as the new system, resulting
in fixed costs. A fixed cost  is incurred.

(iii)  The  PM action  is  imperfect.  It  cannot  restore  the
system to its original state, which affects both the degrada-
tion amount and degradation rate.

ωp ⩽ X(t) < ω f

CP

(iv)  If  it  is  inspected  that  the  system  state  satisfies
 at the end of the mission, PM is executed

immediately  before  the  next  mission.  The  unit  time  cost
of  PM  is ,  and  the  maintenance  time  cannot  be  ig-
nored. In practice, as the degree of degradation increases,
the expectation of each imperfect PM duration shows an
increasing trend.

X(t) < ωp(v)  If  is  satisfied  at  the  end  of  the  mission,
the  system  continues  to  operate  without  performing  any
operations.

Uτ

CR

U ∈ Z+

(vi)  When  the  system  operating  time  reaches ,  a
preventive replacement (PR) will be performed to restore
the system to a new state and a fixed cost  is incurred.

 denotes  the  maximum  number  of  missions  the
system can perform.

Uτ

CR

(vii) Before the system fails or reaches , if the sys-
tem availability constraint is violated, PR needs to be per-
formed and the same cost  is incurred.

(viii)  All  renewals  (including  both  CM  and  PR)  con-
sume the same amount of time.

ωp

ωp

(ix)  The  PM  threshold  is  a  binary  function  of  the
number of missions and the number of PM, rather than a
fixed value, i.e., the system has different values of  at
different times. 

3.2    System evolution process

{W j} j∈N+ W j

T ( j)
i

Fig. 1 visualizes the mission process and renewals of the
system.  is  a  renewal  sequence,  denotes  the
duration of the jth renewal cycle.  denotes the ith PM

M( j)
i

ξ

ti, j t∗i, j

t0, j

t j

interval  time  of  the j th  renewal  cycle.  denotes  the
duration of the i th PM action in the j th renewal cycle. 
denotes the duration of each renewal.  and  respecti-
vely denote the start time and end time of the ith PM ac-
tion in the jth renewal cycle.  denotes the initial time of
the  first  mission  in  the j th  renewal  cycle.  denotes  the
initial time of the jth renewal action.
  
X(t)

ωf

ωp(k,1)

t

ωp(k,2)

ωp(k,3) ωp(k,1)

S1 S2

τ
W1 W2

ξ ξ
T1
(1) T2

(1) T3
(1) T1

(2)
M1

(1) M2
(1)

t0,1 t1,1 t1,1
*

t2,1 t2,1
* t1 t0,2 t2 t0,3

···

···

Fig. 1    The system evolution process
 

(S1,S2)
(S2 > S1)

S1 S2

As shown in Fig.  1,  we can see that  after  each imper-
fect PM, the degradation process of the system will start
from  a  certain  non-zero  value  and  gradually  in-
crease . This value will not return to zero until it
is  renewed.  and  are  called residual  damage,  which
will shorten the PM interval time. 

3.3    Definition of DPMT

ωp

ωp

ωp(k, i)

Most  researches  on  maintenance  policy  assume  that  the
PM threshold  is  fixed.  However,  many systems have
greater  uncertainty  and  higher  failure  rates  during  early
operation.  If  adopts  a  higher  level  and  is  fixed,  the
early risk cost of the system to perform missions will in-
crease  [37].  Although  the  monotone  control  limit  policy
proposed  in  [20]  and  [38]  can  help  reduce  the  risk  of
early failure, it lacks a unified mathematical form for de-
scription,  which  is  not  conducive  to  actual  operation.
Therefore,  we  propose  a  DPMT  function  which
is  monotonous  and  non-decreasing  with  operation  time.
The expression is as follows:

ωp(k, i) = g(k, i;θ) =

c− 1w k

0
g1 (h1;aτ)dh1+

w i

0
g2 (h2;b)dh2

(15)

ωp(k, i)
θ = (aτ,b,c)

g(k, i;θ) g1

g2

c < ω f ω f

where  denotes the DPMT after the kth mission in
the i th PM cycle.  is the unknown parameter
set,  is the general functional form of k and i. ,

 can  be  linear  or  non-linear  function  of k,  i ,  respec-
tively. In addition, , this is because if c is set to ,
the  system  delays  PM  and  increases  the  risk  of  failure,
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ωp(k, i)

which loses the meaning of PM. In this paper, we take the
simplest linear form as an example to illustrate. The ana-
lytical expression of  is as follows:

ωp(k, i) = c− 1
(aτk+bi)

, a,b >
1
c

(16)

c < ω fwhere a, b, and c are variable parameters, .
ωp

ωp

It can be seen from (16) that  is relatively conserva-
tive  in  the  initial  stage  of  system  operation,  which
achieves  the  purpose  of  controlling  early  failures.  After
multiple  missions,  gradually  increases,  it  will  ensure
the  effective  mission  time  of  the  system  and  avoid  ex-
cessive maintenance. 

3.4    PM duration model

The length of PM duration usually depends on the initial
system state,  the PM threshold and the overall  evolution
of  the  system  state.  In  fact,  a  severely  degraded  system
will take longer to maintain than a slightly degraded one.

Mk,i

i , j Mk,i Mk, j

Mk,i

Let  denote  the  duration  of  the i th  PM.  For  any
,  is  independent of .  Based on the expecta-

tion model of  in [39], we propose an improved mo-
del based on DPMT. Details are as follows:

E
[
Mk,i

]
= γωp (k, i)exp

(
iλωp(k, i)

)
(17)

γ > 0 λ ⩾ 0 k = 0,1, · · · i = 1,2, · · · Mk,0 = 0
γ λ

ωp(k, i) Mk,i

ωp(k, i)

where , , , , and .
Assume that  the  parameters  and   are  independent  of

.  It  can  be  found  that  the  expectation  of  in-
creases with the increase of the PM threshold  and
the  number  of  PM,  and  the  improvement  result  is  more
realistic. 

3.5    Influence of imperfect PM

In  engineering  practice,  the  imperfect  PM performed  on
the mission-oriented system will affect both the degrada-
tion  amount  and  the  degradation  rate,  which  is  specifi-
cally  manifested  in  the  change  of  residual  damage  and
random drift coefficient.

(i) Residual damage
According to the DPMT function proposed in this  pa-

per and the residual damage model proposed in [10], the
PDF of residual damage Si is obtained as

f (si) =
αi−1ε

(1− exp(−αi−1ε))ωp(k, i)
· exp

(
−
αi−1ε(ωp(k, i)− si)

ωp(k, i)

)
,

si ∈ [0,ωp(k, i)]
0, others (18)

S i X(t∗i, j)
S 0 = 0 α > 1 ε > 0
where  is  a  simplified  representation  of  and

. In addition, , .
S iTherefore, the mathematical expectation of  is

E[S i] =
w ωp(k,i)

0
si f (si)dsi =

ωp(k, i)
1− exp(−αi−1ε)

·
(
1− 1− exp(−αi−1ε)

αi−1ε

)
. (19)

E[S i]It  can  be  proved  that  will  increase  monoto-
nously with the number of PM cycles [10]. Therefore, the
existence of residual damage leads to a limited number of
missions in each renewal cycle.

(ii) Random drift coefficient

µβ
β µβ

µβ

Since  we  adopt  the  random drift  coefficient  described
in (1), it is considered that the influence of imperfect PM
on the degradation rate is reflected in the parameter  of
the random drift coefficient , i.e., an update factor of 
will  be  generated  after  each  PM.  Therefore,  the  update
formula of  is

µi
β = viµ0

β (20)
µi
β µβ v

µβ µ
0
β

µβ µi
β

µ0
β

where  denotes the value of  after the ith PM cycle, 
denotes  the  update  factor  of ,  denotes  the  initial
value of . At the beginning of a new renewal cycle, 
returns to .
 

4. CBM optimization model and solution
The CBM policy for a mission-oriented system is usually
affected  by  the  requirements  of  mission  availability.  In
order  to  make  the  optimization  model  more  in  line  with
the  actual  mission,  it  is  necessary  to  define  the  mission
availability, and then determine the probability of execu-
ting PM after mission inspection according to the system
evolution  process,  and  the  probability  of  the  renewal
cycle  ending  with  different  types  of  policies.  After  that,
the mathematical expectation of related cost and time can
be obtained. Finally, we construct the CBM optimization
model in combination with the constraint conditions such
as mission availability. 

4.1    Definition of mission availability

A1[i]

(i−1)th
A1[i]

Let  denotes  the  mission  availability  of  the i th  PM
cycle  in  each  renewal  cycle,  where  the i th  PM  cycle  is
composed  of  the i th  PM  interval  time  and  the 
PM duration. The expression of  is as follows:

A1[i] =
E[Ti]

E[Ti]+E
[
Mk,i−1

] =
E[E[Ti|S i−1]]

E[E[Ti|S i−1]]+E[Mk,i−1]
(21)

where

E[E[Ti|S i−1]] =
w ωp(k,i)

0

(w Uτ

0
t fTp

(t|si−1)dt
)
·

f (si−1)dsi−1 =
w ωp(k,i)

0
(tFTp

(t|si−1)|Uτ0 −w Uτ

0
FTp

(t|si−1)dt) f (si−1)dsi−1. (22)
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According to (8) and (14), we can obtain

FTp
(t|si−1) = P(Tp < t|si−1) =

Φ


√

η

ωp− si−1
·
σβt−µi

βσβ(ωp− si−1)√
σ2
β+η(ωp− si−1)t

−
exp

(
2ηµi

βt+
2η2t3

σ2
β

)
Φ

(
−

√
η

ωp− si−1
·

(σ2
β+2η(ωp− si−1)t)t+µi

βσ
2
β(ωp− si−1)√

σ4
β+ησ

2
β(ωp− si−1)t

 (23)

ωp ωp(k, i)where  is the simplified form of .

A1[i]
Uτ ζ

For  the  mission-oriented  system,  according  to  the  as-
sumption (vii), if the mission availability  of the PM
cycle  in  the  lifetime  is  reduced  to  the  limit  level ,
PR is be performed to restore the system to a new state. 

4.2    PM probability model

X(t)
X((k−1)τ) < ωp(k−1, i) ωp(k, i) ⩽

X(kτ) < ω f

S i−1

The evolution of  is a renewal process. If the system
state  satisfies   and  

 in  the i th  PM  cycle,  PM  will  be  performed
after the kth mission. The probability of this event under
the condition that the residual damage is  is

PPM(k, i) = ES i−1 [P(X ((k−1)τ)+S i−1 <

ωp(k−1, i)∩ωp(k, i) ⩽ X(kτ)+S i−1 < ω f )
]
=w ωp(k,i)

0
((1−FTp

((k−1)τ|si−1))w ωp(k,i)−si−1

0

(
Fωp(k,i)−x(τ; x|si−1)−Fω f−x(τ; x|si−1)

)
·

fIG (x; (k−1)τ)dx) f (si−1)dsi−1. (24)
Fωp(k,i)−x(t; x|si−1) Fω f−x(t; x|si−1)

(ωp− si−1) (ωp−
x− si−1) (ω f − x− si−1)

For  the  expressions  of  and  ,
it  only  needs  to  replace  in  (23)  with 

 and  respectively, which will not be
shown in detail here. The detailed proof of (24) can be re-
ferred to [10]. 

4.3    Three  types  of  renewal  cycles  and related prob-
ability models

Uτ

The  end  types  of  the  system  renewal  cycle  can  be  di-
vided  into  three  types:  the  first  type  ends  with  CM,  the
second  type  ends  with  the  system  operating  time  reach-
ing ,  and  the  third  type  ends  with  availability  con-
straint.

(i) Renewal cycle ending with CM
(i = 1,2, · · ·)

ki ∈ N+

((ki+1−1)τ,ki+1τ] (i+1)

Assume  that  the  system  has i  PM  cycles
before CM.  represents the number of missions in
the i th  PM  cycle.  The  system  fails  randomly  in  the

 interval of the th PM cycle. In ad-
dition, the renewal cycle ending with CM needs to satisfy

A1[i] > ζ

k1,

k2, · · ·,ki+1

 for each PM cycle, otherwise the system evolu-
tion process is invalid. Based on (24), the probability that
the  renewal  cycle  ends  with  a  given  combination 

 is
P1(i) = PCM(ki+1, i+1)

∏
i

PPM(ki, i)I(A1[i]) (25)

PCM(ki+1, i+1)
((ki+1−1)τ,ki+1τ] (i+1)

I(A1[i])

where  is  the  probability  of  failure  in  the
 interval  of  the th  PM  cycle,  the

detailed  proof  of  which  is  similar  to  (24).  is  an
indicator  function.  The  expressions  of  them  are  respec-
tively

PCM(ki+1, i+1) = ES i
[P(X((ki+1−1)τ)+S i <

ωp(ki+1−1, i+1)∩X(ki+1τ)+S i ⩾ ω f )] =w ωp(ki+1 ,i+1)

0

((
1−FTp

((ki+1−1)τ|si)
)
·w ωp(ki+1 ,i+1)−si

0
Fω f−x(τ; x|si) fIG(x; (ki+1−1)τ)dx) f (si)dsi ,

(26)

I(A1[i]) =

 1, A1[i] > ζ

0, others
. (27)

i = 0
P1(0) = PCM(k1,1)

In  particular,  when ,  i.e.,  no  PM  action  is  per-
formed before the system failure, .

E[T11]
E[T12] E[C1]

Therefore,  the  expected  operating  time ,  expec-
ted  downtime ,  and  expected  cost  for  this
type are respectively

E[T11] =
∑

i

U−Sum(1)∑
k1=1

U−Sum(2)∑
k2=1

· · ·
U−Sum(i+1)∑

ki+1=1

(k1τ+

k2τ+ · · ·+ ki+1τ)P1(i)), (28)

E[T12] =
∑

i

U−Sum(1)∑
k1=1

U−Sum(2)∑
k2=1

· · ·
U−Sum(i+1)∑

ki+1=1

(
E
[
Mk1 ,1

]
+

E
[
Mk2 ,1

]
+ · · ·+E[Mki ,i]+ ξ

)
P1(i)

)
, (29)

E[C1] =
∑

i

U−Sum(1)∑
k1=1

U−Sum(2)∑
k2=1

· · ·
U−Sum(i+1)∑

ki+1=1

(
CPE[Mk1 ,1]+

CPE[Mk2 ,1]+ · · ·+CPE[Mki ,i]+CIk1+CIk2+ · · ·+
CIki+1−CI +CC)P1(i)), (30)

Sum(z) = i− z+1+
z−1∑
i′=1

ki ′where .

Uτ
(ii)  Renewal  cycle  ending  with  the  system  operating

time reaching 

(i+1)th
U

A1[i] > ζ

Similar to the assumption in the first type, the number
of  missions  executed  by  the  system  in  the  PM
cycle reaches  and PR is performed. Meanwhile, in the
previous i PM cycles,  is satisfied. Based on the
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k1,k2, · · ·,ki+1given  combination ,  the  probability  of  this
event is

P2(i) = ES i

PX

U −1−
i∑

i′=1

ki′

τ +S i <

ωp(ki+1−1, i+1)∩X

U − i∑
i′=1

ki′

τ+S i < ω f

 ·∏
i

PPM(ki, i)I(A1[i]) =
w ωp(ki+1 ,i+1)

0
((1−FTp

((U−

1−
i∑

i′=1

ki′ )τ|si))
w ωp(ki+1 ,i+1)−si

0
(1−Fω f−x(τ; x|si))·

fIG(x; (U −1−
i∑

i′=1

ki′ )τ)dx) f (si)dsi·∏
i

PPM(ki, i)I(A1[i]). (31)

i = 0

U

In  particular,  when ,  no  PM  action  is  performed
when  the  number  of  missions  executed  by  the  system
reaches , and the probability of this event is

P2(0) =
w ωp(k1 ,1)

0
((1−FTp((U −1)τ))·w ωp(k1 ,1)−s0

0
(1−Fω f − x(τ; x)) fIG(x; (U −1)τ)dx) f (s0)ds0.

(32)
E[T21]

E[T22] E[C2]
Therefore,  the  expected  operating  time ,  expec-

ted  downtime ,  and  expected  cost  for  this
type are respectively

E[T21] =
∑

i

U−Sum(1)∑
k1=1

U−Sum(2)∑
k2=1

· · ·
U−Sum(i+1)∑

ki+1=1

UτP (i)

, (33)

E[T22] =
∑

i

U−Sum(1)∑
k1=1

U−Sum(2)∑
k2=1

· · ·
U−Sum(i+1)∑

ki+1=1

(
E[Mk1 ,1]+

E[Mk2 ,1]+ · · ·+E[Mki ,i]+ ξ
)
P2(i)

)
, (34)

E[C2] =
∑

i

U−Sum(1)∑
k1=1

U−Sum(2)∑
k2=1

· · ·
U−Sum(i+1)∑

ki+1=1

(
CPE[Mk1 ,1] +

CPE[Mk2 ,1]+ · · ·+CPE[Mki ,i]+CIU +CR
)
P2(i)

)
.
(35)

(iii) Renewal cycle ending with availability constraint

Uτ
A1[i] > ζ

(i+1)th A1[i+1] ⩽ ζ
i = 0 A1 = 1

k1,k2, · · ·,ki+1

With  reference  to  the  first  two  assumptions,  in  this
scenario, the system performs PR due to availability con-
straint  before  reaching .  In  the  previous i  PM cycles,
the  system  operating  state  satisfies ,  but  at  the
end  of  the  PM  interval, .  It  should
be  noted  that  when ,  since ,  the  system  will
not perform PR due to availability constraint in this sce-
nario.  Therefore,  based  on  the  given  combination

, the probability of this event is

P3(i) = PPM(ki+1, i+1)Ī(A1[i+1])·∏
i

PPM(ki, i)I(A1[i]) (36)

Ī(A1[i+1])where  is an indicator function.
A1[i+1] ⩽ ζ Ī(A1[i+1]) = 1 Ī(A1

[i+1]) = 0
When , ,  otherwise 

.
E[T31]

E[T32] E[C3]
Therefore,  the  expected  operating  time ,  expec-

ted  downtime ,  and  expected  cost  for  this
type are respectively

E[T31] =
∑

i

U−1−Sum(1)∑
k1=1

U−1−Sum(2)∑
k2=1

· · ·
U−1−Sum(i+1)∑

ki+1=1

(k1τ+

k2τ+ · · ·+ ki+1τ)P3(i)) , (37)

E[T32] =
∑

i

U−1−Sum(1)∑
k1=1

U−1−Sum(2)∑
k2=1

· · ·
U−1−Sum(i+1)∑

ki+1=1

(E[Mk1 ,1]+

E[Mk2 ,1]+ · · ·+E[Mki ,i]+ ξ)P3(i)), (38)

E[C3] =
∑

i

U−1−Sum(1)∑
k1=1

U−1−Sum(2)∑
k2=1

· · ·
U−1−Sum(i+1)∑

ki+1=1

(CPE[Mk1 ,1]+

CPE[Mk2 ,1]+ · · ·+CPE[Mki ,i]+
CIk1+CIk2+ · · ·+CIki+1+CR)P3(i)) . (39)

 

4.4    Optimization model and solution algorithm

For the mission-oriented system, we take the goal of mini-
mizing  the  long-term  expected  cost  ratio  under  the  mis-
sion availability constraint, and the decision variables are
a, b ,  and c  in  DPMT.  According  to  the  renewal  reward
theory, the CBM optimization model is expressed as

min Z =
E[C]
E[T ]

=
E[C1]+E[C2]+E[C3]
E[T1]+E[T2]+E[T3]

s.t.



A1[i] ⩾ ζ
E[Tm1] ⩽ Uτ, m = 1,2,3

a,b >
1
c

0 < c < ω f

ωp(0, i) > si−1 (40)

E[T1] = E[T11]+E[T12] E[T2] = E[T21] E[T22]
E[T3] E[T31] E[T32]
where , + ,

= + .
Seeking the optimal solution of (40) is indeed a tough

task.  In  order  to  obtain  the  optimal  long-term  expected
cost ratio and maintenance policy, a solution algorithm is
designed  based  on  the  characteristics  of  this  model.  The
detailed steps are as follows:
Step 1　Initialize model parameters.
Step 2　Set  the decision variables a,  b,  c ,  and search
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in the feasible region from the smaller value according to
the constraint of (40), set i=0.

E[Tm1]_i E[Tm2]_i E[Cm]_i
m = 1,2,3
Step  3　Calculate  , ,  and 

( ), then calculate the objective function.
A1[i]

E[Tm1]_i E[Tm2]_i E[Cm]_i m = 1,2,3
Step 4　Set i=i+1, and calculate . Then calculate

, ,  and  ( ),  based  on
the assumptions of three renewal cycles.

E[Tm1]_i E[Tm1]_i E[Tm1]_i−1
E[Tm2]_i E[Tm2]_i E[Tm2]_i−1 E[Cm]_i E[Cm]_i
E[Cm]_i

Step  5　Calculate  = + ,
= + , and = +
, then calculate the objective function.

Step 6　Repeat Steps 4 and 5 until the objective func-
tion value no longer changes.
Step  7　 Adjust  the  decision  variables a,  b ,  and c

slightly  within  the  search  range,  reset i =0,  and  repeat
Steps 3 to 6.
Step  8　 Determine  the  minimum  objective  function

value in (40),  and find the relevant decision variable va-
lues. 

5. A numerical example
This  section  verifies  the  above  optimization  model
through  simulation  experiments,  and  obtains  the  optimal
solution  of  the  objective  function  and  related  decision
variables.  Then,  we compare  the  model  proposed  in  this
paper  (referred  to  as  Model  1)  with  the  fixed  PM
threshold  model  (referred  to  as  Model  2).  Finally,  the
sensitivity analysis of the model parameters is carried out. 

5.1    Parameter setting

µ0
β v

σβ η

α ε

γ λ

ξ τ

U ω f

ζ

CI

CP CR CC

It is assumed that the degradation process of the mission-
oriented  system  follows  IG  process  described  by  (11).
The  model  parameters  of  IG  process  are =0.5, =1.1,

=100, and =0.4. The residual damage model parame-
ters  are =1.2 and =0.1.  The PM duration model  para-
meters  are =0.1  and =0.05.  The  duration  of  each  re-
newal action is =2 h. The mission duration is =8 h, and
the  maximum  mission  number  that  the  system  can  per-
form is =7  h.  The  failure  threshold  is =10,  and  the
mission  availability  constraint  of  a  PM  cycle  is =0.95.
The relevant maintenance cost parameters are =5 yuan,

=50 yuan, =200 yuan, =500 yuan. 

5.2    Analysis and comparison of results

(i) Experimental results

i∗

Since  the  residual  damage  and  PM  duration  increase
with the increase of DPMT and the number of PM cycles,
the  system  operation  process  is  always  renewed  due  to
availability constraint. Therefore, the PM cycle number i
can get an upper limit  through experiments to simplify
the  calculation  process.  The  experimental  results  are
shown in Fig. 2.
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Fig. 2    Experimental results of upper limit of PM cycle
 

i ⩾ 3

i∗ = 3

a = 3.46 b = 0.17 c = 6.2

Observing Fig. 2 we can see that when , the long-
term  expected  cost  ratios  corresponding  to  different  PM
cycle number i are consistent, therefore, the PM cycle up-
per  limit  is .  At  the  same  time,  according  to  the
search  results  of  the  optimization  algorithm  for  the  de-
cision variables a, b, c, when , , ,
the  long-term  expected  cost  ratio  reaches  the  minimum,
and  the  minimum  value  is  7.52  yuan/h.  So,  the  optimal
maintenance policy of the mission-oriented system is ob-
tained.

(ii) Comparison
In  order  to  verify  the  role  of  DPMT  in  the  system

maintenance  policy  with  dynamic  degradation  characte-
ristics,  we  compare  Model  1  and  Model  2.  The  experi-
mental  parameter  settings  of  Model  2  are  the  same  as
those of Model 1, and the experimental results are shown
in Fig. 3.
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Fig. 3    Experimental results of Model 2
 

Observing Fig.  3,  we  can  find  that  the  optimal  long-
term expected cost ratio of Model 2 is 7.59 yuan/h. Obvi-
ously,  the  results  of  Model  1  proposed  in  this  paper  are
better.  The  main  reason  is  that  Model  2  adopts  a  fixed
PM threshold during the system renewal cycle, so that the
high  failure  risk  in  the  early  stage  is  not  controlled  in
time. During the last mission, the system state directly ex-
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ceeds the failure threshold and the first  renewal type oc-
curs.  The  DPMT of  the  model  we  proposed  reduces  the
risk of early failure with a smaller  threshold in the early
stage  of  system  operation,  and  then  increases  the  main-
tenance  threshold  to  ensure  the  effective  operation  time
of the system. This delays the occurrence of  the first  re-
newal type, and reduces maintenance cost. 

5.3    Sensitivity analysis

In order to further verify the influence of model parame-
ters on system maintenance cost and policy, in this paper,
we divide the model parameters into three categories and
use  the  control  variable  method  to  conduct  sensitivity
analysis  from  the  maintenance  cost,  degradation  charac-
teristics and mission requirement.

CI CP CR CC

1 ⩽CI ⩽ 10

First  of  all,  we  discuss  the  maintenance  cost  parame-
ters , , , and . According to the sensitivity ana-
lysis  method,  we select  ±20%,  ±40%,  ±60%,  ±80%,  and
+100% respectively  as  the  change  range  of  maintenance
cost  parameters.  The ranges of  them satisfy ,

10 ⩽CP ⩽ 100 40 ⩽CR ⩽ 400 100 ⩽CC ⩽ 1 000, ,  and ,
and the  other  parameters  are  fixed.  At  the  same time,  in
order to reflect the sensitivity of system maintenance cost
and policy to the model parameters, the sensitivity coeffi-
cient is selected as the analysis index. The larger the sensiti-
vity coefficient is, the more sensitive the optimization re-
sults are to this parameter. The expression of the sensiti-
vity coefficient (SC) is

SC =
∆Z
∆P
×100% (41)

∆Z
∆P

where  denotes  the  optimization  result  change  ratio,
and  denotes model parameter change ratio.

ωp(k, i)

Fig.  4 shows  the  relevant  results  of  the  experimental
process.  What  needs  to  be  explained  here  is  that  from
(16), it can be seen that among the decision variables a, b,
and c, c has the greatest influence on . Therefore,
this paper selects decision variable c as a representative to
briefly explain the influence of model parameters on sys-
tem maintenance policy.
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CI CP CR CCFig. 4    Influence of  ,  ,  , and   on optimal expected cost ratio and policy
 

CC

According to Fig. 4, it is easy to know that among the
four maintenance cost parameters, only the change of 

CChas  an  effect  on  the  maintenance  policy.  When =100
or 200, the optimal decision variable c changes suddenly
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CC ⩽CR

CR <CC

and  is  equal  to  0.8  or  0.9,  because  at  this  mo-
ment. The reduction of c  will increase the mission avail-
ability,  thereby  preventing  the  system  from  performing
the third renewal type that has a higher cost due to avail-
ability constraint. However, in practice, it is usually spe-
cified  that ,  which  means  that  the  four  mainten-
ance  cost  parameters  have  no  effect  on  the  maintenance
policy within the range of changes in accordance with the
actual meaning (−40%−+100%). Therefore, Table 1 only
shows  the  sensitivity  analysis  results  of  the  optimal  ex-
pected cost ratio.

CI CP CR CC

From Fig.  4 and Table  1,  we can  see  that  the  optimal
long-term  expected  cost  ratio  changes  linearly  with  the
increase  of , ,  and .  has  no effect  within  the

CR

actual  change  range  (−40%−+100%).  This  means  that
DPMT  successfully  prevents  the  occurrence  of  CM.  In
addition, Table 1 shows that the optimal long-term expec-
ted cost ratio is most sensitive to .

Regarding  the  degradation  characteristics  and  mission
requirement parameters,  due to their respective characte-
ristics,  sensitivity  analysis  is  not  limited  to  the  range  of
parameter changes in the general sense.

µ0
β α 0.1⩽

µ0
β ⩽ 5 20 ⩽ σβ ⩽ 1 000

Next,  we  discuss  the  degradation  characteristic
parameters  and . The ranges of the two satisfy 

and  respectively,  and  the  other
parameters are fixed. Fig. 5 and Table 1 show the ex-
perimental  results  and  sensitivity  analysis  results  re-
spectively.

 
 

CI CP CR CCTable 1    Sensitivity analysis results of optimal expected cost ratio on  ,  ,  , and 

Parameter Initial value (0%) −80% −60% −40% −20% +20% +40% +60% +80%

Optimal expected cost ratio/(yuan·h−1)

CI

7.52

7.06 7.18 7.29 7.41 7.64 7.75 7.87 7.98
CP 6.55 6.80 7.04 7.28 7.76 8.01 8.25 8.49
CR 2.93 4.08 5.23 6.37 8.67 9.82 10.96 12.11
CC 3.51 6.44 7.52 7.52 7.52 7.52 7.52 7.52

Difference from initial value/(yuan·h−1)

CI

−

−0.46 −0.34 −0.23 −0.11 0.12 0.23 0.35 0.46
CP −0.97 −0.72 −0.48 −0.24 0.24 0.49 0.73 0.97
CR −4.59 −3.44 −2.29 −1.15 1.15 2.30 3.44 4.59
CC −4.01 −1.08 0 0 0 0 0 0

SC /%

CI

−

7.65 7.54 7.65 7.31 7.98 7.65 7.76 7.65
CP 16.12 15.96 15.96 15.96 15.96 16.29 16.18 16.12
CR 76.30 76.24 76.13 76.46 76.46 76.46 76.24 76.30
CC 66.66 23.94 0 0 0 0 0 0
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µ0
β

σβFig. 5    Influence of   and   on optimal expected cost ratio and policy
 

µ0
β

µ0
β

We can find that when  increases from 0.1 to 5, the
optimal  long-term  expected  cost  ratio  decreases  from
7.52  yuan·h−1 to  4.21  yuan·h−1,  and  the  corresponding
optimal  decision  variable c  decreases  from  6.2  to  1.
This is because as  increases, the system degradation

rate  decreases,  and  the  reduction  of  the  decision  vari-
able c  in  the  optimal  DPMT  will  prevent  the  system
from  increasing  the  failure  risk  and  maintenance  cost
due  to  long-term inability  to  carry  out  PM actions.  At
the same time, it reduces the system renewal probabil-
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σβ σβ

σβ

ity  due  to  availability  constraint,  and  further  saves
maintenance  cost.  For ,  when  increases  from 20
to 1 000,  the  optimal  long-term expected cost  ratio  in-
creases from 7.49 yuan·h−1 to 7.52 yuan·h−1,  while the
corresponding optimal decision variable c  remains un-
changed at 6.2. This is because the increase in  will

D(β)
β

µ0
β

σβ

cause a larger variance  of the random drift coeffi-
cient , that is, the instability will increase, which will
increase  system  maintenance  cost.  In  summary,  it  is
easy to see from Table 2 that   has more obvious in-
fluence  on  system  maintenance  cost  and  policy  than

.
 
 

µ0
β

σβTable 2    Sensitivity analysis results of optimal expected cost ratio and policy on   and 

Parameter
Initial
value
(0%)

−80% −60% −40% −20% +20% +40% +60% +80% +100% +200% +300% +400% +500% +600% +700% +800% +900%

Optimal
expected cost

ratio/(yuan·h−1)

µ0
β − 7.52 7.52 7.52 7.52 7.52 7.51 7.50 7.49 7.47 7.29 6.76 5.29 4.63 4.46 4.36 4.26 4.21

σβ 7.52 7.49 7.50 7.51 7.52 7.52 7.52 7.52 7.52 7.52 7.52 7.52 7.52 7.52 7.52 7.52 7.52 7.52

Difference
from initial

value/(yuan·h−1)

µ0
β − 0 0 0 0 0 −0.01 −0.02 −0.03 −0.05 −0.23 −0.76 −2.23 −2.89 −3.06 −3.16 −3.26 −3.31

σβ − −0.03 −0.02 −0.01 0 0 0 0 0 0 0 0 0 0 0 0 0 0

SC /% µ0
β − 0 0 0 0 0 −0.33 −0.44 −0. 50 −0. 66 −1.53 −3.37 −7.41 −7.69 −6.78 −6.00 −5.42 −4.89
σβ − 0.50 0. 44 0. 33 0 0 0 0 0 0 0 0 0 0 0 0 0 0

c µ0
β − 6.2 6.2 6.2 6.2 6.2 6.2 6.2 6.2 6.2 6.2 5.2 4.5 3.0 2.5 2.0 1.5 1.0
σβ 6.2 6.2 6.2 6.2 6.2 6.2 6.2 6.2 6.2 6.2 6.2 6.2 6.2 6.2 6.2 6.2 6.2 6.2

Difference
from c

µ0
β − 0 0 0 0 0 0 0 0 0 0 −1.0 −1.7 −3.2 −3.7 −4.2 −4.7 −5.2

σβ − 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

SC/% µ0
β − 0 0 0 0 0 0 0 0 0 0 −5.38 −6.86 −10.32 −9.95 −9.68 −9.48 −9.32
σβ − 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

 

ζ 0.91 ⩽ ζ ⩽ 0.99
Finally,  we  discuss  the  mission  requirement  parame-

ters.  The  variation  range  of  satisfies  ,
and  the  other  parameters  are  fixed. Fig.  6 and  Table  3
show the experimental results and sensitivity analysis re-
sults respectively.
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ζFig. 6    Influence of   on optimal expected cost ratio and policy
 

ζAs  shown  in Table  3,  we  can  find  that  when  in-
creases from 0.91 to 0.99, the optimal long-term expected
cost ratio decreases from 10.21 yuan·h−1 to 6.75 yuan·h−1,
and  the  corresponding  optimal  decision  variable c  de-

ζ

ζ

CR

CC

creases  from  9.5  to  2.  And  when  is  in  the  interval  of
[0.91, 0.93], the expected cost ratio and decision variable
c remain  unchanged  at  10.21  yuan·h−1 and  9.5,  respec-
tively.  The  main  reason  for  this  phenomenon  is  that  the
initial availability  is set slightly lower, which leads to a
fixed number of occurrences of the third renewal type in
the  entire  system  evolution  process  or  even  no  occur-
rence, so that the optimal solution does not change. After
that,  the  optimal  long-term  expected  cost  ratio  and  de-
cision variable c become smaller, because the increase in
availability  makes  part  of  the  first  renewal  type  become
the third type, and the PR cost  is lower than the CM
cost , so the maintenance cost will gradually decrease.
At the same time, the higher the availability requirement,
the  lower  the  decision  variable c  in  the  optimal  DPMT
can  enable  the  system  evolution  process  to  carry  out  as
many  low-cost  PM  actions  as  possible,  instead  of  di-
rectly performing more expensive renewal due to availa-
bility constraint.

In  summary,  comparing  the  sensitivity  coefficients  in
Tables 1 to 3,  it  is  obvious that mission requirement has
an  important  effect  on  system  maintenance  cost  and
policy, and is a key factor that cannot be ignored in main-
tenance optimization. 
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ζTable 3    Sensitivity analysis results of optimal expected cost ratio and policy on 

Parameter Initial value (0%) −4% −3% −2% −1% +1% +2% +3% +4%

Optimal expected cost ratio/(yuan·h−1) 7.52 10.21 10.21 10.21 7.83 7.37 7.18 6.91 6.75
Difference from initial value/(yuan·h−1) − 2.69 2.69 2.69 0.31 −0.15 −0.34 −0.61 −0.77

SC /% − −849.57 −1 132.76 −1 699.14 −391.62 −189.49 −214.76 −256.87 −243.18
c 6.2 9.5 9.5 9.5 7.5 5.5 4.5 3.0 2.0

Difference from c − 3.3 3.3 3.3 1.3 −0.7 −1.7 −3.2 −4.2

SC /% − −1 264.11 −1 685.48 −2 528.23 −1 991.94 −1 072.58 −1 302.42 −1 634.41 −1 608.87
 
 

6. Conclusions
Considering  that  in  practical  applications,  the  degrada-
tion  process  of  some  mission-oriented  systems  is  mono-
tonous and irreversible, the risk of failure in the early op-
eration  stage  of  the  system is  high,  and  the  influence  of
imperfect PM is considered singly, this paper proposes a
dynamic  CBM  optimization  model  for  mission-oriented
system  that  obeys  IG  degradation  process.  This  model
first  adopts  IG  process  with  random  drift  coefficient  to
solve the problem of describing the dynamic degradation
process of the system. Then we use the DPMT function to
control the early failure risk of the mission-oriented sys-
tem,  and  comprehensively  consider  the  influence  of  im-
perfect  PM  on  the  degradation  amount  and  degradation
rate. Finally, in the process of constructing the CBM op-
timization model,  the  mission availability  requirement  is
integrated to make the model more realistic.  The experi-
mental  results  show  that  the  model  proposed  in  this  pa-
per  can  effectively  reduce  the  maintenance  cost  of  the
mission-oriented  system  compared  with  the  fixed  PM
threshold  model.  At  the  same  time,  sensitivity  analysis
proves that mission requirements are more important than
maintenance  cost  and  degradation  characteristics  for  the
formulation of maintenance policies for such systems.
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