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Abstract: In this paper, an optimization model is proposed to
simulate and predict the current situation of smog. The model
takes the interval grey number sequence with the known possi-
bility function as the original data, and constructs a time-delay
nonlinear multivariable grey model MGM(1,m|r,y) based on the
new kernel and degree of greyness sequences considering its
time-delay and nonlinearity. The time-delay parameter is deter-
mined by the maximum value of the grey time-delay absolute
correlation degree, and the nonlinear parameter is determined by
the minimum value of average relative error. In order to verify the
feasibility of the model, this paper uses the smog related data of
Nanjing city for simulation and prediction. Compared with the
other four models, the new model has higher simulation and pre-
diction accuracy.
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1. Introduction

Smog is essentially a general term of fog and smog, and it
is also one of the important assessment indexes of air
quality. Natural, industrial, and urbanization factors make
the emission of a large number of fine particles exceed
the maximum carrying capacity of the atmospheric cycle,
resulting in large-scale smog in time and space [1]. In re-
cent years, smog has always been the focus of people’s at-
tention, and its harm is also very significant, including the
significant impact on the quality of China’s economic de-
velopment [2], irreversible harm to human health [3], and
so on. By summarizing and analyzing the smog data in
recent years, it can be found that the smog has the charac-
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teristics of “low in summer and high in winter, middle in
spring and autumn” for seasonal distribution [4]. The oc-
currence frequency of northern cities is higher than that
of southern cities in the geographical distribution. And
the impact degree has the characteristics of long duration
and wide impact range. How to deal with smog effi-
ciently has always been a problem that needs to be
tackled at home and abroad. It is our goal to find a bal-
ance between economic development and environmental
protection. In recent years, although many scholars have
made in-depth research on the causes of smog [5,6], pre-
diction [7-9], prevention and control [10—12] and other
aspects, making the smog control effect significant, it still
has a long way to go. From the aspect of smog simula-
tion and prediction, many scholars have mastered many
effective methods, such as coupled four-dimensional lo-
cal ensemble transform Kalman filter (4D-LETKF) and
weather research and forecasting model coupled with
chemistry (WRF-Chem) system [13], autoregressive in-
tegrated moving average model (ARIMA) [14], nonpara-
metric panel model [15] and so on. All the above models
provide theoretical support for the forecast of smog
weather. In the collection of smog related data, it can be
found that the degree of greyness of such data is large,
that is, there is error or lack of monitoring data. Thus it is
the key to select a targeted model for modeling decision.
The grey system is a theory which takes the uncertain
system with small samples and poor information as the
object. It can solve the problem of large degree of grey-
ness of smog data effectively. Its feasibility and effective-
ness have been proved in many works [16,17].

The grey system, that is, the system with incomplete
information, was put forward by Deng aiming at the sys-
tem with small samples and poor information. It has been
applied in water consumption [18], medicine [19], ene-
rgy [20], and so on. The most widely used models in the
grey system theory include grey model GM(1,N), mul-
tivariable grey model MGM(1,m), Verhulst model, and
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so on. The most typical model in all models is the GM
(1,N) model, which aims to study the modeling process
of a system characteristic behavior sequence and N re-
lated factors’ behavior sequences by differential fitting.
Since the development of the GM(1,N) model, the im-
provement of support vector machine regression [21], the
research of non-equidistant time series [22] and others
have provided the basis for further exploration of the fol-
low-up model. In view of the contradiction between the
GM(1,N) model with only one system characteristic be-
havior sequence and more than one system characteristic
behavior sequence in practical problems, the MGM(1,m)
model is proposed. And its prediction accuracy is higher
than that of the GM(1, 1) model acting on multiple inter-
acting variables [23]. Through the discussion of the
MGM(1,m) model, the scholars optimized and solved the
problems of background value [24], unequal time inter-
val [25], etc.

Most of the grey models mentioned above are based on
real numbers. However, in the process of data collection,
it can be found that the data of the existing statistical
yearbook is often missing, which may be due to system
error, accidental error, etc. Thus the research on interval
grey number has practical significance. And its feasibil-
ity on the GM(1,N) model and the MGM(1,m) model
has also been proved [26,27]. The existing research meth-
ods to solve the interval grey number operation include
describing and calculating the failure probability ranges
and reliability based on the universal grey number to
carry out the interval operation [28], transforming the
grey number into “white part” and “grey part” to simu-
late and forecast [29], expanding the calculation of “ker-
nel and grey degree” of the interval grey number [30],
taking the “center of gravity” as the dividing point and
decomposing the grey interval into upper and lower units
to calculate the interval grey number [31] and so on. In
addition, the traditional grey model often does not con-
sider the time-delay effect of the past data on the current
data and the nonlinear relationship between variables.
This is in contradiction with the current situation of com-
plex systems in real life and production, and the most di-
rect contradiction is that it will lead to large deviations in
model simulation and prediction. Therefore, it is neces-
sary to introduce time-delay parameter and nonlinearity
parameter. By considering the effect of time-delay, the
application scope of the grey model is fully expanded
[32], and the stability of the grey model with time-delay
has been demonstrated [33]. The discussion of non-linear
relation leads to deep discussion in the grey Bernoulli
model [34-36], and its unbiased property has been
proved and applied [37]. At present, there are grey time-
delay correlation analysis [38], recursive least squares al-
gorithm [39], geometric similarity grey relational grade

(GRG) model [40], and other methods to solve the time-
delay parameters, and genetic algorithm [41], self-
memory algorithm [42] and other methods to solve the
nonlinear parameters. At present, there are few re-
searches on introducing time-delay parameters and non-
linear parameters into the MGM(1, m) model, which needs
to be improved.

The innovation of this paper is that for the interval grey
number sequence with known distribution information, a
new model is established by considering the influence of
previous data on current data and the nonlinear relation-
ship between variables in the construction of the grey
model. It is the first time to introduce the time-delay term
and nonlinearity term for the new kernel and degree of
greyness sequences. Firstly, the possibility function of the
interval grey number is determined by the expert scoring
method, and then the new kernel and degree of greyness
sequences are calculated. Next, the time-delay nonlinear
multivariable grey model MGM(1,m|r,y) is established
to simulate and predict the kernel sequence and the de-
gree of greyness sequence respectively. The time-delay
parameters 7 are determined by the absolute correlation
degree of grey time-delay, and the nonlinear parameters
v are determined by the minimum average relative error.
Finally, the upper and lower bounds of the interval grey
number are obtained and the error is tested. In order to
verify the feasibility of the model, this paper selects the
smog data of Nanjing city for case analysis. And the re-
sults show that the simulation and prediction accuracy of
the model proposed in this paper is better.

2. Introduction of basic concepts and models

2.1 Interval grey numbers with known
possibility function

The limitation of cognitive behavior and the complexity
of objective things lead to the fact that variables cannot
be described with accurate real numbers. Therefore, the
introduction of interval grey numbers can provide a new
direction for the effective solution of the problem, in
which the interval grey number is marked as ® and the
number with incomplete information in a certain interval
is introduced. Kernel and degree of greyness are two rep-
resentative basic attributes of the interval grey number. It
is helpful to transform grey number operation into real
number operation by using kernel and degree of greyness
to represent the interval grey number. When the distribu-
tion information of the interval grey number is known,
the possibility function is known. The definition of ker-
nel and degree of greyness is given as follows:

Definition 1[43] Let sequence X(®;)= [®§0)(1),
®_(,.°)(2),--- ,®5.°)(n)]T, j=1,2,---,m, where grey number
® (k)€ [hyuzl.k=1,2,---,n. The universe of grey
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number ®(k)is Q. And Qe€ll;l,], that is
®(k) € [hi, uz] C [1;,1,]. Let the possibility function of
grey number ®((k) be f¥(-) and satisfies 0< f(-) <1,
then the kernel of grey number ®"(k) is

f FE)xdx
=(0) hj
®; (k)= ———. @)
fh,‘ Fi@)dx
The degree of greyness of grey number ®5.0)(k) is
LI fjk(x)dx LI f;‘(x)dx
g"0(®,(k) = —= =
|, fotodx Pl
k=1,2,---,n. ©)

Definition 2[43] When the distribution information
is unknown, we take the possibility function of the grey
number interval as 1, which means that the possibility of
values in the interval is equal. Accordingly, the value of
the possibility function outside the interval grey number
but in the universe is 0, recorded as

1, x€lhy,u]
fg(x)={ 0. x¢ [h_ij,u_ij] ,
then the kernel and degree of greyness of grey number
®(].0) (k) with unknown interval distribution information are

hiy+u;
S0, Mt U
®; (k)—T,
up—h;
§O@ M) = " k=12 n.
u— bd

2.2 Time-delay nonlinear MGM(1,m|7,y) model
based on the new kernel and degree of
greyness sequences

2.2.1 MGM(1,m|r,y) model based on the new

kernel sequence

Definition 3[44] Let the new kernel sequence
YO®) = [YO®;(=D),yV(®;(=1+ 1)), ,yV(&;(0)),--,
y9(&;(n))] be the observation value of the jth variable at
-l,-1+1,---,0,---,n, and [ and n are positive integers,
J= 12, ,m YO&,(k) = [yO(®;(1)),y"(&,(2)),- -,y
(®;(n))] is called the sequence of observations at posi-
tive time.

Let 7 be the number of time-delay periods, then Y (& (k-
)= O®1-1)),y7@®;(2-1)), -,y (@;(n-1))] is
the time-delay sequence with 7 periods of Y©(&;(k)),
O<t<i+l. YO@(k-1)=[y"&,(1-1)),y (&2~
7)), -+, y(&;(n—1))] is the first order cumulative gener-
ating sequence of YO(&®;(k—1)), where yV(&;(k—1)) =

k
> 3O@,t-1). k=1.2,-.n. Then
t=1

M = a”(y(”(él(k—r)))” ot

dk
alm(y(l) (®m(k - T)))%’ + bl
dy®® ~2 k B "
w = an(yV (@ (k—1)" +--+

a2m(y(l) (®m(k - T)))%’ + b2

dy® (f,: (®) _ (5 @ (k=) 4+

Aym ()7(1) (®m (k - T)))%” + b2

is called the Albino differential equation of the time-
delay nonlinear MGM(1, m|t,y) model based on the new
kernel sequence.

Let YO(&(k) =[y"(&, (k). y (@ (K)), - .y (@,(k)]",

ay  dpp ot i

ay Ayt Gy .
A= . . . . 5 B:(b]’bZa'”7bm) .

Ay Ay ot A

mxm

Then the matrix form of the above equations is

AYO@K) & vy s
— AV @k-1)+B. 3)

Definition 4 By discretizing the above whitening dif-
ferential equations,
YO @1(k) = an (@@ (k—1)"+
et alm(z(l)(®m(k - T)))ym + bl

YO @, (k) = ar (2P (& (k- 1)) +
ot (2@, (k= 1)) + by

YO@,(K)) = (@, (k— )" +
e amm(z(l)(®m(k - T)))ym + bm

is obtained, whichis a discrete time-delay nonlinear
MGM(1, m|t,y) model based on the new kernel sequence.
And  ZO®;(k-1) = [z"(&;2-1)),z2"(&;3-1)),--,
ZP(®(n—7))] is the nearest mean generating sequence of
YO(®;(k—1)), that is, zP(®;(k—1))=0.5(0"(&;(k—1—
D+yP(@jk-1)), j=1,2,---,m, k=2,3,---,n.

The matrix form of the discrete time-delay nonlinear
MGM(1,m|t,y) model based on new kernel sequence is

YO@(k) 2 AZY &(k—-1))+ B @)

where

YO(&:1(k))

3 Y& (k)
YO (&(k)) = :

VOB, ()
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V(& (k-1))"

B Gt
ot .

,k=23,---,n.

(&, (k=1)))"
Theorem 1 The least square estimation of parameter

(@& 2-1)"

@ -1 O @an—1))"

YO(®,(2))
YO(®,3))

YO&,(n))

Proof According to the discrete equation of the
MGM(1, m|t,y) model based on the new kernel sequence,

Qj. i = PuiyximnHj, .,
can be obtained, where H,; = (a;,a;, " ,@jm,b;)"
j=12,---,m.

(1) When n =m+2, the matrix P is a nonsingular ma-
trix, that is, matrix P has an invertible matrix, then
a,=H;=P'Q,.

(i) When n #m+2, P= MN is obtained according to
the full rank decomposition theorem. P € C* D™D (r g
the rank and r>0), M € C" " that is, matrix M is a
column full rank. N € C?™*V  that is, matrix N is a row
full rank. Then the generalized inverse of matrix P is

P*=N"(NN"Y"'(M"M)"'M".

In particular, when P is a column full rank, r=m+1,
matrix N can be an identity matrix of order m+ 1, then
P=M, PPr=(M"M)"'M"=(P"P)'P", a;,= P°Q;=
(P'P)"'P'Q;. When P is a row full rank, r=n—1, the
matrix M can be an identity matrix of order n—1, then
P=N, P*=N'YNN")'=P'(PP")', a,=PQ;=
PT(PP")'Q;. In conclusion, the theorem is proved. O

Theorem 2 The discrete solution of MGM(1,m|t,7y)
based on the new kernel sequence is

(m+1)x1?

FO@;(1) =y (®,(1), k=1 5
YO@() = AZV @kh-1)+ B, k=23, O
where
IO @ (k)
o IO @ (k)
YO(&(k)) = : ;
$0(®, k)

@@ k-1))"

@@k -1))"

ZV @%k-1) = , j=12-,m.

@k =)

(& 2-1)"
@ G-1)" @&E-n)"
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sequence @; = (&;,8;, ., b,)" satisfies
(i) Whenn=m+2, then a, = P'Q;, j=1,2,--- ,m;

(i) When n>m+2, then a;=(P"P)"'P'Q,,
j=1,2,,m;

(iil) When n<m+2, then a;=P"(P"P)"'Q,,
j=12,--- m.

@(®,2-1)" 1
(Z(l)(®m(3 - T)))Vm

(Z(l)(®m (l’l - T)))ym 1
0 ,]= 192"” ,m

Proof When
j=12,---,m.
When k22, ZV®k-1)= (V& k-1))", -,
V(@ (k=1))y")" is known. Then the parameter se-
quence @; = (&,,a,,-+ ,&;,,b;)" is estimated according to
Theorem 1, and the simulated and predicted values of the
MGM(1,m|r,y) model can be directly obtained by Defi-
nition 4, that is,
FO® (k) = a1 V(@ (k—1)" +---+
(@ @k =) +b)
FO®(K)) = (2 (B&1 (k= 1)) + -+ +
(2" (@, (k=) + b

k=1, take $9®;(1)= y?(@&;(1)),

FO@,(0) = 4 (V@ (k=) +---+
(2@, (k=D))" +b,,
The theorem is proved by transforming it into the ma-
trix form. O

2.2.2  MGM(1, m|r,y) model based on the new degree of
the greyness sequence

Since the construction process of the MGM(1,m|t,y)
model based on the new degree of the greyness sequence
is similar to the MGM(1,m|t,y) model based on the new
kernel sequence, this section will not repeat its modeling
mechanism. The discrete solution of the MGM(1,m|t,7y)
model based on the new degree of greyness series is
80®;(1) = g"@®;(1)), k=1 6
| G- ez oy, k=23 ©
where G;"(®;(k—1)) is the first order cumulative gene-
rating sequence of G;”(®;k-1)), G;"(®,(k-1))=
{&0@,(1-1)), &"®,2-1)),-,g%@;(n-1)}, j=1,
2.0m. ZO@®(k-1) = ["(®,2-1).2"(®,(3 - 1)),
~+,729(®;(n—7))] is the nearest mean generating se-
quence of Gy (®k-7), that is, ZV(@®;(k—1))=
0.5 (g @;k—7=1)+8" ®(k=1)), € = @, D =
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(dA,-_,-)mxl . Then the least square esTtimation of parameter se-
quence ¢; = [éjl,éﬂ, e ,éjm,d/-] satisfies the following
conditions:

@@ 2-1))"
@@ @B -1))"

V(@ (n-1))"

@ (@2-n)"
(@B -1)"

V(@ (n—1)))"

(1) When n= m+2, é, = Rils_,‘g j: 152"" s

i) When n>m+2, &, = (R"R)"'R"S,;, j=1,2,--- ,m;
J j»J

(iii) Whenn <m+2, ¢, = RY(R*R)'S,, j=1,2,--- ,m.
j j

@ (®,2-0)" 1

(®@,3-1)" 1

@@, -1 1

8,(®,(2))

J

8"(®,(3))

s j=1925”'3m

O@®,(n)

2.3 Solution of time-delay parameter 7

In order to solve the parameters of the above model, the
time-delay parameter 7 and the nonlinear parameter y
should be determined first. In this section, the time-delay
grey absolute correlation degree is selected to calculate
the time-delay parameter 7. The time-delay grey abso-
lute correlation degree is realized by calculating the abso-
lute correlation degree of reference sequence and con-
trast sequence with time-delay, so as to select the number
of time-delay corresponding to the maximum absolute
correlation degree as the solution [45]. The specific me-
thod is as follows. This section takes the MGM(1, m|t,y)
model based on the new kernel sequence as an example,
and only considers the case that the time-delay parameter
is integer.

Definition 5[45 ] Let YO(&;k)= ["@®1)),
YO®;(2),---,y(&;(n))] be the reference time se-
quences of positive time, YO(&:(k—1)) = [y?(&:(1 - 1)),
Y2(&:(2-1)), -+, y?(&(n—1))] be the comparison time
sequences, and 7 be the time-delay parameter,
Lj=1,2,,m, k=1,2,-- ,n. YO&;(k)) = [yO(&;(1)),
YO®(2)),+-,y%(&;(n)] and Y'O@&(k—1)) =
HO@(1-1)), yO@(2-1)), .,y ?&(n-1))] are the
starting point zero images of Y©(&;(k)) and
YO(&i(k —1)), respectively. And yO(&;(k)) = yO(&;(k))—-
Y @,(1), yO&k-1)=y"&k-1)-y"(&(1-1).
Then the time-delay grey absolute correlation degree of
YO(&®;(k)) and YO(&:(k—1)) is

1+ || +1sil
Eji = @)
1 +|Sj|+|si|+|Sj—Si|
where
n—1 1
sl = >3/ 0+ 53w
k=2
n—1—1
Isil = | D v/ Vo + %yi'“”(n -7,

k=2-7

|s,» - Si| =

n—1 n—1-1

1
> 3= 3y W)+ 30w =y V=),
k=2

k=2-1
When ¢;; reaches the maximum value, the correspond-
ing time-delay parameter 7;; is solved. The expression is

Tp= T . ®)

maxe;;

The arithmetic mean value of all the values of 7; is the
time-delay parameter 7 of the model, and the expression

is as follows:
1 n n
i35 ®

j=1 =1

The above is the process of determining 7.
2.4 Solution of nonlinear parameter y

After the time-delay parameter 7 is determined, the non-
linear parameter y is determined here with the objective
of minimizing the average relative error and the con-
straint condition of the model itself. In this section, we
take the MGM(1,m|t,y) model based on the new kernel
sequence as an example:

minavg(e(k)) =
1 O [V0®(0) =3V (®;(k))
m(n—1) Z Z YOU®;(k))

j=1 k=2

FO@; (k) = aj (2" (@ (k—1)))" +
S.t. et ajm(z(l)(®m(k - T)))ym + bj

~ A A ~ 7~ T
a; = (011,61/2,"' ,ll_/m,b_j)

k=23, .,mj=1,2-.,m. (10)

It can be seen from the above formula that different y;
has different avg(e(k)) values. In order to make avg(e(k))
reach the minimum value, the genetic algorithm or the
particle swarm optimization algorithm can be selected for
calculation. After the nonlinear parameter y; is deter-
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mined, the relevant parameters of the MGM(1,m]r,7y)
model are also obtained.

2.5 Error test

Suppose that the simulated and predicted values of the
new kernel and degree of greyness of interval grey num-
ber & (k) are éojo) (k) and g°(®;(k)) respectively, and
the estimated values of upper and lower bounds obtained
by reduction are @, and &, respectively. Then according
to (1) and (2), the following results can be obtained:

[ fromde= 4, -1 B 6 2°0(0,k)
(11
[ Freody = @, - 1) 2@, 00)

i

The relative errors of the upper and lower bounds of
the interval grey number sequence are as follows:

=

x 100%
it

Wy — U (12)
7y = M 100%

I/tjk
where j=1,2,---,mandk=1,2,--- ,n.
The average relative error is

1 v —
@) =5 ) (@, +T ). (13)

k=1 j=1

The error test standard can be seen from the prediction

accuracy, and the evaluation standard is shown in Table 1
[46].

Table 1
model

Average relative error and prediction accuracy of the

Average relative error/% Prediction accuracy

<10 Higher
10-20 High
20-50 Medium
>50 Low
3. Modeling steps

Step 1 Collect data and get interval grey number se-
quence.

Step 2 Determine the possibility function of the in-
terval grey number sequence according to the expert scor-
ing method. The expert scoring method is a method to
comprehensively count the opinions of most experts on
the data that cannot be quantitatively analyzed by other
methods.

Step 3 The new kernel and degree of greyness se-
quences of the interval grey number sequence are calcu-
lated by Definition 1.

Step 4 Establish the MGM(1,m|r,y) model for the
new kernel and degree of greyness sequences obtained in
the above steps.

Step 5 Determine the time-delay parameter 7 and
nonlinear parameter v, and then put them into the model
to obtain the simulation and prediction values.

Step 6 Calculate and restore the upper and lower
bounds of the interval grey number sequence according to
(11).

Step 7 Do the error test.

The flow chart is shown in Fig. 1.

The interval grey number sequence is obtained by
collecting data

’

Determine the possibility function

y

Calculate the new kernel and degree of
greyness sequences

The new model is established for the new kernel and
degree of greyness sequences respectively

The parameters are determined to obtain the simulated
and predicted values

Reduce the upper and lower bounds of interval
grey number sequence

Error test

The simulation and
prediction accuracy of the model
is within the error range?

Fig. 1 Modeling flow chart

4. Case analysis

The severity of smog is closely related to the concentra-
tion of pollutants in the air. The air quality index (AQI)
monitors the concentration of sulfur dioxide, nitrogen di-
oxide, PM,,, PM,;, carbon monoxide and ozone. And
there are evaluation standards published by the state.
Therefore, it is reasonable to choose AQI as one of the
variables. In addition, visibility is mainly determined by
atmospheric transparency. The better the atmospheric
transparency is, the greater the visibility distance is. The
smog weather condition can directly affect the atmo-
spheric transparency, so visibility as another variable can
directly and positively describe the air quality. Therefore,
it is necessary to simulate and predict the trend of smog
through the study of AQI and visibility data.
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4.1 MGM(,2|r,y) model based on new kernel and
degree of greyness sequences

In this section, AQI and visibility are selected as the be-
havior sequence, ie., m=2, to construct the
MGM(1,2|t,y) grey model based on the new kernel and
degree of greyness sequences. A total of 33 daily data of
Nanjing from December 18, 2020 to January 19, 2021 are
selected. By selecting the maximum and minimum values
of each factor in the six days before a certain day, the in-
terval grey number of 27 days from December 24, 2020
to January 19, 2021 is generated. Among them, 13 days’
data from January 5, 2021 to January 17, 2021 are used
as simulation data, i.e., /=11, n=13, and the data on
January 18 and 19, 2021 are used for prediction. In this
paper, the domain of AQI is £, €[0,200] and the do-

main of visibility is ©, € [0,200].

Step 1

The interval grey number sequence is ob-

tained according to the above method.

Step 2 Determine the possibility function of the in-
terval grey number sequence according to the expert scor-

ing method, as shown in Table 2.

Table 2 Possibility function

Data

©
® 1

©
®2

Dec.24
Dec.25
Dec.26
Dec.27
Dec.28
Dec.29
Dec.30
Dec.31
Jan.1
Jan.2
Jan.3
Jan.4
Jan.5
Jan.6
Jan.7
Jan.8
Jan.9
Jan.10
Jan.11
Jan.12
Jan.13
Jan.14
Jan.15
Jan.16
Jan.17

£;711174.00,90.67,107.33, 124.00]
£, 1°[74.00,95.67,117.33,139.00]
s °[82.00,101.00, 120.00, 139.00]
s 8[87.00,104.33,121.67,139.00]
i 7[87.00,104.00,121.67,139.00]
s 6[87.00,104.33,121.67,139.00]
£,73169.00,92.33,115.67,139.00]
£, *[51.00,75.00,99.00,123.00]
£, 3151.00,75.00,99.00,123.00]
£y 2[51.00,75.00,99.00, 123.00]
£, '151.00,75.00,99.00, 123.00]
£0151.00,59.67,68.33,77.00]
151.00,59.67,68.33,77.00]
£2[53.00,61.00,69.00,77.00]
£7158.00,64.33,70.67,77.00]
£1158.00,64.33,70.67,77.00]
£7157.00,63.67,70.33,77.00]
18157.00,63.67,70.33,77.00]
17157.00,63.67,70.33,77.00]
12[57.00,63.67,70.33,77.00]
£{157.00,69.00,81.00,93.00]
£19[57.00,69.00,81.00,93.00]
11[57.00,71.00,85.00,99.00]
f12[71.00,82.33,93.67,105.00]
£13[71.00,82.33,93.67,105.00]

£5'114.20,6.60,9.00, 11.40]
£, 1°[3.70,6.27,8.83,11.40]
£, °[3.70,6.27,8.83,11.40]
£, 813.70,5.10,6.50,7.90]
£, 7[3.20,4.43,5.67,6.90]
£, ©[2.50,3.83,5.17,6.50]
f53[2.50,3.83,5.17,6.50]
£y #12.50,9.00,15.50,22.00]
£, 312.50,9.60,16.70,23.80]
£ 212.50,9.60,16.70,23.80]
£y 112.50,9.60,16.70,23.80]
19[4.60,11.00,17.40,23.80]
£318.80,13.80,18.80,23.80]
12(8.80,13.80,18.80,23.80]
£518.80,11.30,13.80,16.30]
£518.80,12.47,16.13,19.80]
£318.80,13.93,19.07,24.20]
£218.80,13.93,19.07,24.20]
£719.50,14.40,19.30,24.20]
£3[10.60,15.13,19.67,24.20]
£7110.60,15.13,19.67,24.20]
£10[10.60,15.13,19.67,24.20]
£11110.60,13.33,16.07,18.80]
11216.60,9.30,12.00,14.70]
£1316.60,9.30,12.00,14.70]
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Step 3 Calculate the new kernel and degree of the
greyness sequences of the interval grey number sequence.

Step 4 Establish the MGM(1,2|r,y) model for the
new kernel and degree of greyness sequences respec-
tively.

Step 5 According to the principle of the maximum
time-delay grey absolute correlation degree and arithme-
tic average, we get the time-delay period 7 = 6 of the new
kernel sequence and 7 = 7 of the new degree of the grey-
ness sequence. Then based on the principle of the mini-
mum average relative error, the new kernel sequence y, =
1.342 9, v, = 1.189 9, and the new degree of greyness se-
quence vy, =0.059 2, y,’=0.001 7 are calculated. Fi-
nally, the calculated parameters are substituted into the
model to obtain the simulation and prediction values.

Step 6 Calculate and restore the upper and lower
bounds of the interval grey number sequence according to
(11), as shown in Table 3.

Table 3 Simulated and predicted values

Value n AQI Visibility /km
1 [51.00,77.00] [8.80,23.80]
2 [53.37,76.62] [9.14,19.91]
3 [58.28,76.75] [8.86,16.25]
4 [58.19,76.73] [8.83,19.67]
5 [57.56,76.81] [8.90,21.89]
6 [57.55,76.97] [9.18,19.83]
Simulated value 7 [57.03,76.63] [10.12,20.31]
8 [57.34,76.74] [10.63,22.80]
9 [59.19,83.46] [10.63,24.06]
10 [61.40,81.84] [10.64,24.17]
11 [58.00,80.94] [10.65,18.72]
12 [71.72,90.83] [6.67,14.63]
13 [73.40,91.35] [6.66,14.65]
. 14 72.69,90.34 6.51,15.39
Predicted value 15 {74.54790. 14} {6.66,1 5.75}

Step 7 Test the error, and the related error is shown
in Table 4, where L means the lower bound of the inter-
val grey number, and U means the upper bound.

Table 4 Relative error

E AQI Visibility

o " U%  U%  U% UM%

1 0.00  0.00 0.00 0.00
2 070 050 383 16.34

3 048 032 0.70 0.29

4 032 035 0.34 0.64

5 097 025 1.18 9.55

6 097 0.04 431 18.05

Simulated error 7 0.05 0.49 6.54  16.09

8§ 060 034 0.30 5.80

9 383 1026 0.31 0.59

10 771  12.00 0.33 0.12

11 1.76 1825 0.48 0.44

12 1.02 1349 1.07 0.45

13 338 13.00 0.84 0.34

Average simulation error 1.68  5.33 1.56 5.28
Predicted error 14 237 1396 1.38 4.72

15 499 14.15 0.90 7.15

Average prediction error 3.68  14.06 1.14 5.94
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4.2 Model comparison

This section compares the new model with the univariate
regression model, the MGM(1,m) model based on the
conventional kernel and degree of greyness sequences,
the MGM(1,m) model based on the new kernel and de-
gree of greyness sequences, and the time-delay multivari-
able grey model (MGM(1,m|7)) based on the new kernel
and degree of greyness sequences. The MGM(1,m) mo-
del based on the conventional kernel and degree of grey-
ness sequences refers to the interval grey number se-
quence whose probability function is unknown. The
MGM(1,m) model based on the new kernel and degree of
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greyness sequences does not consider the time-delay ef-
fect and nonlinearity, i.e., =0, y; = 1; the MGM(1,m|r)
model based on the new kernel and degree of greyness
sequences does not consider the nonlinearity, i.e., y; = 1.
The univariate regression model, the MGM(1,m) model
based on the conventional kernel and degree of greyness
sequences, the MGM(1,m) model based on the new ker-
nel and degree of greyness sequences, the MGM(1,m|7)
model based on the new kernel and degree of greyness
sequences, and the new model are recorded as Model 1,
Model 2, Model 3, Model 4, and Model 5 respectively.
The intervals and errors obtained from the four models
are shown in Table 5 and Table 6.

Table 5 Comparison of simulated and predicted values

12[71.00,105.00] [6.60,14.70]

[64.11,98.53] [8.90,19.20]

13[71.00,105.00] [6.60,14.70] [65.23,101.15] [8.87,18.77]

65.35,101.50] [8.94,17.24]

73.56,104.35][6.92,14.56] [77.89,86.97] [7.03,14.60
72.37,103.77] [7.03,12.27] [79.09,84.06] [7.08,14.59

Predicted 14

[6.60,14.70]

[66.34,103.76][8.83,18.35]

76.83,116.60] [3.19,9.08]

Vale n Actual value Model 1 Model 2 Model 3 Model 4
AQI Visibility/km AQI Visibility/km AQI Visibility/km AQI Visibility/km AQI  Visibility/km
1 [51.00,77.00] [8.80,23.80] [51.85,69.77] [9.27,23.85] [51.00,77.00] [8.80,23.80] [51.00,77.00] [8.80,23.80] [51.00,77.00] [8.80,23.80]
2 [53.00,77.00] [8.80,23.80] [52.96,72.38] [9.24,23.43] [56.32,72.71] [8.57,21.29] [58.28,69.78] [11.33,20.77] [54.90,76.28] [9.58,17.31]
3 [58.00,77.00] [8.80,16.30] [54.08,75.00] [9.21,23.00] [55.00,75.19] [9.25,21.42] [59.97,74.53] [8.87,16.19] [58.88,76.86] [9.08,16.14]
4 [58.00,77.00] [8.80,19.80] [55.19,77.61] [9.17,22.58] [55.04,77.87] [9.47,20.99] [59.46,76.53] [9.20,19.58] [58.24,76.08] [9.55,19.74]
5 [57.00,77.00] [8.80,24.20] [56.31,80.23] [9.14,22.16] [55.70,79.42] [9.16,21.77] [57.94,76.28] [11.18,19.88] [57.93,76.69] [9.62,23.52]
_ 6 [57.00,77.00] [8.80,24.20] [57.42,82.84] [9.10,21.74] [56.45,80.64] [8.94,22.82] [57.87,76.30][10.61,20.33] [57.90,76.39] [9.72,23.60]
Slr\rj;l::ed 7 [57.00,77.00] [9.50,24.20] [58.54,85.46] [9.07,21.31] [57.25,82.11] [8.95,23.56] [57.76,76.41][10.73,21.36] [57.92,76.23][10.33,23.84]
8 [57.00,77.00] [10.60,24.20] [59.65,88.07] [9.04,20.89] [57.99,83.71] [9.22,24.13] [58.25,76.09] [11.13,23.41] [58.19,76.82][11.18,23.83]
9 [57.00,93.00] [10.60,24.20] [60.77,90.69] [9.00,20.47] [58.63,86.42] [9.84,23.80] [64.56,85.55][11.31,23.25] [62.17,83.24][11.29,23.68]
10 [57.00,93.00] [10.60,24.20] [61.88,93.30] [8.97,20.04] [59.57,90.10] [10.42,22.73] [62.32,87.02] [11.84,21.84] [65.27,81.23][11.54,23.07]
11 [57.00,99.00] [10.60,18.80] [63.00,95.92] [8.93,19.62] [61.28,94.74] [10.54,20.84] [65.05,89.78] [10.83,18.71] [66.26,79.90][11.28,18.80]
[
[
[
[

value

[
[
[
[

]
]
71.00,105.00]
]

15[71.00,105.00] [6.60,14.70] [67.46,106.38] [8.80,17.93]

[
[71.43,109.59] [5.80,12.70]
[
[

81.58,122.74] [1.13,6.22]

]
]
[7.30,10.67] [72.86,75.41] [6.52,15.57]
]

[ ]
[ ]
[72.34,105.82]
[ 1 [7.17,9.55] [84.75,84.78] [9.78,15.68

63.96,104.16

Table 6 Comparison of relative errors

Model 1 Model 2 Model 3 Model 4
Error n AQI Visibility AQI Visibility AQI Visibility AQI Visibility
L% Ul% L% U/% L% U/% L% U/% Li% U/% L% U/% L% U/% L% U/%
1 1.66 939 539 021 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
2 007 599 500 157 626 558 261 1055 995 937 2873 12.71 3.59 093 8.88 27.28
3 6.77 260 461 41.13 517 234 509 3143 340 320 0.84 0.65 1.51 0.19 3.17 097
4 484 080 423 1405 511 1.14 7.65 6.02 251 060 451 1.12 042 1.19 847 0.31
5 122 419 384 844 229 3.14 4.09 10.06 1.65 094 27.05 17.85 1.63 040 929 2383
6 074 759 345 10.19 096 473 162 570 152 091 20.53 1597 1.58 0.80 10.46 2.46
Simulated error 7 2.69 1099 453 1193 044 6.64 577 263 133 077 1296 11.74 1.62 1.00 878 1.50
8 4.65 1438 14.75 13.68 1.74 872 1298 028 2.19 1.19 504 327 2.08 023 547 153
9 6.61 248 15.08 1543 2.86 7.07 7.14 1.65 1325 801 6.70 391 9.07 1049 647 2.16
10 8.56 0.33 1540 17.18 4.51 3.12 1.72 6.06 933 643 11.71 9.76 14.52 12.66 8.86 4.69
11 10.52 3.11 1572 436 7.51 431 0.58 10.83 14.12 932 220 047 1625 1929 641 0.02
12 970 6.16 34.85 30.59 796 334 3539 1730 3.60 0.61 491 094 970 17.17 6.49 0.66
13 8.13 3.67 3433 2771 0.61 437 12.19 13.61 192 1.17 647 1652 1139 1995 731 0.75
Average simulation error 5.09 551 1240 1511 349 419 745 893 498 327 10.13 730 564 648 693 3.47
Predicted error 14 6.56 1.18 33.82 24.84 822 11.05 51.69 3824 1.89 0.78 10.59 2743 2.62 28.18 124 590
15 499 1.31 3330 21.96 1490 1690 8295 57.65 992 1.10 8.69 3500 19.37 19.26 48.20 6.69
Average prediction error 578 1.25 33.56 23.40 11.56 13.97 67.32 4795 590 0.94 9.64 31.22 10.99 23.72 24.72 6.30




378 Journal of Systems Engineering and Electronics Vol. 33, No. 2, April 2022

The following analysis can be obtained by observing
the above Tables 3 to 6. For the simulation errors of AQI
and visibility, the average errors of the new model are
3.51% and 3.42% respectively, which are less than 10%
and are the least among the four models. It can be seen
from the results that the new model is not the best of the
four models in terms of the simulation error of the lower
bound of the AQI sequence. However, considering all the
simulation results, the new model still has the highest
simulation accuracy. For the prediction errors of AQI and
visibility, the average errors of the new model are 8.87%
and 3.45% respectively, which are less than 10%.
Through model comparison, it can be found that the ave-
rage prediction error of AQI series of Model 1 and Mo-
del 3 are less than that of the new model, but average pre-
diction error of visibility series of Model 1 and Model 3
are 28.48% and 20.43% respectively, which are much
higher than that of the new model. Therefore, the predic-
tion accuracy of the new model is the highest among the
four models.

In order to intuitively show the error difference
between the four models, the average relative error of
each sequence is made into a comparison chart, as shown
in Fig. 2, where APE means absolute percentage error.

20
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S 6t AN
< PN %y
B 141 « ¥ 'y
g 12t / 'y
5 10 ¥ 5 »
2100 4 : >
= 8¢ i\
e |1
S 6 H\: )
£ 4r tt -
> /] . 4+
2 2p e

0 1

11th 13th 15th 17th 19th
Date (Jan.)
: Model 1; =+: Model 2; —*: Model 3;
—#: Model 4; —e—: Model 5.

Sth - 7th  9th

Fig.2 Comparison of average relative error of AQI

It can be seen from Fig. 2 that there are fluctuations in
the models, which are caused by the sudden increase or
decrease of the original interval data. Through compari-
son, we can find that the trend of the new model and Mo-
del 1 are more stable than the other three models. Al-
though the accuracy of individual points is not the highest,
compared with other models, the overall error of the new
model is less than 10%, that is, the simulation accuracy
and prediction accuracy are high. It can be seen from Fig. 3
that the new model has the best simulation and predic-
tion effect among the four models. Especially in the aver-

age prediction accuracy, the new model has significantly
improved compared with other models. The overall error
trend of the new model is stable, and there is no abnor-
mal fluctuation. By comparing the new model with Mod-
els 1 to 3, we can see that the time-delay and nonlinearity
of the original sequence are effectively improved when
the interval distribution information is known, which re-
flects the feasibility and effectiveness of the new model.
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Fig.3 Comparison of average relative error of visibility

5. Conclusions

In this paper, for interval grey numbers with known dis-
tribution information and considering the time-delay and
nonlinearity of the original sequence, a time-delay non-
linear MGM(1,m|t,y) grey model based on the new ker-
nel and degree of greyness sequences is established. The
modeling steps are as follows: Firstly, the possibility
function of the interval grey number is determined ac-
cording to the expert scoring method. Then, the new ker-
nel and degree of greyness sequences are obtained by the
definition of them when the distribution information is
known. And the time-delay nonlinear MGM(1,m]|t,7y)
model is established for the two sets of sequences. Fi-
nally, the upper and lower bounds are restored and the er-
ror is checked. The above are the theoretical feasibility of
the new model. In order to complete the feasibility of its
practical application, this paper uses the smog related
data of Nanjing city in Jiangsu Province for case analysis,
and compares the univariate regression model, the
MGM(1,m) model based on the conventional kernel and
degree of greyness sequences, the MGM(1,m) model

based on the new kernel and degree of greyness se-
quences, and the MGM(1, m|r) model based on the new
kernel and degree of greyness sequences. Comprehen-
sive analysis and discussion show that the new model has
high simulation accuracy and prediction accuracy.



XIONG Pingping et al.: Time-delay nonlinear model based on interval grey number and its application

However, this research can be improved. Considering
the diversity of determination methods of time-delay
parameters and nonlinear parameters, the model can be
optimized by improving the parameter determination
method, which will provide ideas for expanding and per-
fecting the model.
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