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Efficient unequal error protection for online fountain codes

1

1,2,% 1 1

SHI Pengcheng , WANG Zhenyong | , LI Dezhi , and LYU Haibo

1. School of Electronics and Information Engineering, Harbin Institute of Technology, Harbin 150001, China;

2. Shenzhen Academy of Aerospace Technology, Shenzhen 518057, China

Abstract: In this paper, an efficient unequal error protection
(UEP) scheme for online fountain codes is proposed. In the build-
up phase, the traversing-selection strategy is proposed to select
the most important symbols (MIS). Then, in the completion
phase, the weighted-selection strategy is applied to provide low
overhead. The performance of the proposed scheme is ana-
lyzed and compared with the existing UEP online fountain
scheme. Simulation results show that in terms of MIS and the
least important symbols (LIS), when the bit error ratio is 1074, the
proposed scheme can achieve 85% and 31.58% overhead
reduction, respectively.
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1. Introduction

Channel coding includes fixed rate codes and rateless
codes. The most studied fixed rate codes are low density
parity check (LDPC) codes [1,2] and polar codes [3.,4].
Fountain codes, also called rateless codes, are a class of
erasure correction codes with the property that a poten-
tially infinite coded symbols can be generated from k
source symbols. The receiver can decode the source sym-
bols successfully when it receives k(1 +¢&) output sym-
bols, where ¢ is the overhead. The first practical realiza-
tion of fountain codes is Luby transform (LT) codes [5],
which were proposed by Luby in 2002. After that,
researchers have studied the overhead performance [6]
and application scenarios [7,8] of LT codes. The unequal
error protection (UEP) [9] and intermediate performance
[10,11] have also been studied. In 2006, Shokrollahi pro-
posed Raptor codes [12]. Due to its excellent perfor-
mance, Raptor codes have been greatly developed [13,14].
After that, other rateless codes were also proposed, such
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as spinal codes [15] and analog fountain codes [16].

Fountain codes are designed to transmit data without
feedback. During the decoding process, the current
decoding state changes constantly. Therefore, the degree
generated from the degree distribution is not optimal,
which results in high overhead and low decoding effi-
ciency. Based on these, fountain codes with feedback
have been studied in [17-20]. The scheme in [17] used
the feedback to inform the transmitter the most useful
information symbols. In [18], Hashemi et al. proposed a
scheme that applies the nonuniform selection distribution
based on the feedback to provide intermediate perfor-
mance. Based on these work, online fountain codes were
proposed by Cassuto et al. [21]. Due to low overhead and
low complexity, more and more researchers have begun
to study online fountain codes [22—-27].

The UEP property is necessary for several applications
where some part of data needs more protection. For
example, in H.264 video transmission, the transmitted
data includes I-frame data and P-frame data. The I-frame
data is more important than P-frame data, so the I-frame
data needs more protection than P-frame data. In addi-
tion, in virtual reality (VR) video transmission, the data in
the field of view (FOV) requires lower bit error ratio
(BER) than data in non-FOV. Therefore, the research on
UERP is valuable. Fountain codes with UEP property were
studied in [28] and [29]. These two strategies are impor-
tant for fountain codes. However, for online fountain
codes, due to its staged coding structure, the UEP scheme
needs to be specially designed according to the stage.
Online fountain codes with UEP were first studied in
[30]. The weighted-selection strategy and expanding win-
dows strategy are applied at the build-up phase and the
completion phase, respectively. However, the overhead of
the scheme is high and the BER performance is poor. An
efficient UEP scheme is necessary to make online foun-
tain codes better used in video transmission. Therefore,
we propose a novel scheme to improve the UEP perfor-
mance of online fountain codes.
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In our proposed method, in the build-up phase, a non-
random selection strategy is applied in the most impor-
tant symbols (MIS) region. This increases the proportion
of MIS in the largest component at the end of the build-
up phase. Therefore, it increases the proportion of MIS in
all recovered symbols. At the same time, the average
degree of the MIS outside the largest component
increases. Thus, at the completion phase, the probability
of becoming a neighbor of useful symbols increases. As a
result, the probability of MIS being decoded increases,
and the BER performance is better. At the completion
phase, based on the analysis of the useful symbol’s gene-
ration probability, the weighted-selection scheme is
adopted to increase the useful symbol’s generation proba-
bility when the coded symbols are generated in the least
important symbols (LIS) region. Thus the overall over-
head is reduced.

The rest of this paper is organized as follows. Section 2
introduces the online fountain codes with UEP. The pro-
posed UEP scheme is presented in Section 3. Section 4
provides an analytical method for the proposed UEP
scheme. The simulation results are given in Section 5.
Section 6 concludes the paper.

2. Online fountain with UEP

In this section, we review the online fountain codes and
UEP online fountain scheme. The uni-partite graph was
introduced in [21] to represent the decoding state. As
shown in Fig. 1, the circle nodes represent the variable
nodes (source symbols), and the check nodes (coded sym-
bols) are represented by the square nodes. In the bi-par-
tite graph, if a coded symbol is the exclusive OR (XOR)
of two source symbols, the coded symbol and the corre-
sponding source symbol are connected by one edge.
While in the uni-partite graph, only the source symbols
are involved and represented by the circle nodes. Two
nodes are connected with an edge if there is a coded sym-
bol that is the XOR of the corresponding two input sym-
bols. A component means a set that any two input nodes
in this set are connected by an edge. If an input symbol is
decoded by the decoder, it is colored black. Therefore, a
component is decoded when one input symbol in this set
is colored black.
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(a) Bi-partite graph (b) Uni-partite graph

Fig. 1 A bi-partite graph and the corresponding uni-partite graph

The decoder receives the coded symbols and updates
the uni-partite graph. Then the decoder feeds back the
current decoding state to the encoder. The encoder gets
the optimal degree based on the feedback. For the
decoder, after XOR with the input symbols in the
decoded component, the symbols of degree 1 and degree
2 are useful. Others are discarded. Obviously, a useful
symbol belongs to the following two cases.

Case 1: A degree m received symbol is generated by
the XOR of a single white symbol and m — 1 black symbols.

Case 2: A degree m received symbol is generated by
the XOR of two white symbols and m — 2 black symbols.

The encoding process is divided into two phases, the
build-up phase and the completion phase. A brief descrip-
tion is given as follows.

(1) Build-up phase

This phase consists of two steps. In the first step, the
encoder generates degree 2 coded symbols and sends
them to the receiver side. The objective is to build the
largest component in the uni-partite to a size of kB,
(0 < By < 1), where k is the number of source symbols. In
the second step, the encoder colors the largest compo-
nent in black by sending degree 1 symbols.

In the UEP scheme, we assume that the source sym-
bols are divided into two subsets with different impor-
tance, MIS and LIS. The number of MIS is denoted by
k¢, and the number of LIS is denoted by k&,. Then we
know &, =1-¢,. The weighted-selection strategy is
applied in the first step to select the source symbols in
MIS and LIS. The two symbols can be selected within
MIS and LIS separately or both in MIS and LIS with
probabilities ¢q,, ¢,, and g;. While the second step in the
UEP scheme is similar to online fountain codes.

(i1) Completion phase

In this phase, once the instantaneous decoding state
changes, the decoder will feed back the current decoding
state to the transmitter. The ratio of the number of cur-
rent decoded symbols to the number of source symbols is
denoted by . The sum probability of Case 1 and Case 2
is denoted by P,(m,B)+ P,(m,B), where m is the degree
of the coded symbols, and P,(m,) and P,(m,[3) are the
probability of Case 1 and Case 2, respectively. The sum
probability is a function of B8 and as the value of g
increases, the sum probability becomes smaller. The opti-
mal degree /: satisfies

it = argmax [Py(m, ) + Po(m. B)]. (1)
P,(m,B) and P,(m,[3) can be evaluated as follows:
m
1

Pl(m’ﬁ) = [ ]ﬁm_l(l _ﬁ)’ (2)
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m m—2 2
Py(m,B) = ( 2),3 1-pr. 3)
The completion phase proceeds until successful decoding
is achieved.
In the UEP scheme, the expanding-window strategy is

applied at the completion phase. We set w, and w, for
MIS and MIS+LIS, respectively. The encoder selects the
window by the probability distribution 6(w) :Zil A
(n=2), where 6, and 6, represent the probability of
selection at w; and w,, satisfying 6, + 6, = 1. The decoder
needs to feed back the current decoding state of MIS and
LIS.

However, the full decoding overhead is high and the
BER performance of MIS and LIS is poor. To solve these
problems, we propose an efficient UEP scheme for online
fountain codes described in detail in Section 3.

3. Proposed scheme with efficient UEP

In this section, we introduce the efficient UEP scheme for
online fountain codes. The proposed scheme is divided
into two parts to achieve UEP property. In the build-up
phase, the encoder gets a random number ¢ and decides
to select two symbols from MIS, LIS, or MIS+LIS based
on the probabilities ¢;, ¢, and g;. If the encoder selects
symbols from LIS and MIS+LIS, the selection strategy is
random. The traversing-selection strategy is applied when
the selected symbols are from MIS. We set M, for the
symbols in MIS that have not been selected once. The
symbols in MIS that have been encoded is stored in M,.
The number of symbols in M; is represented by
|M;|(i = 1,2). In the encoding process, the encoder selects
two symbols from M,; and moves these two symbols to
M,. If [M,| =1, the output symbol is encoded by two
input symbols, one is selected from M,, and the other is
selected from M,. Then the encoder moves the symbol in
M, to M,. If M, is empty, the encoder selects two sym-
bols from M,. The encoding process continues until the
encoder receives the acknowledge (ACK) from the
decoder. We initialize ACK = 0, the M, to all the source
symbols, and the M, to the empty. The detail description
is shown in Algorithm 1.

Algorithm 1 Encoding of proposed scheme in the first
phase

1: while ACK = 0 do
Generate a random number ¢ (¢ €[0,1]);
if g <gq, then
if [M,| > 2 then
Select symbols s; and s; randomly, and s;, 5;,€
M,
6: Store s; and s; in M, and delete them from M;

7. elseif M| =1

8: Select symbols s; and s, and s; € M,, s; € M,;
9: Store s; in M, and delete it from M ;

10:  elseif [M;|=0

11: Select symbols s, and s;, and s;, 5, € M,;

12:  endif

13: elseif g, <g<qi+q,

14:  Select s; and s; randomly from LIS;

15: else

16:  Selects; and s; from MIS and LIS, respectively;

17: endif

18: Generate the output symboly by the XOR of's;
ands;, y < 5;®s;

19: Send y to the receiver;

20: ifreceive ACK from decoder then

21:  ACK «1;
22: else

23:  ACK «0;
24: endif

25: end while

As discussed in [22], the average degree of input sym-
bols is less than 1 at the end of the build-up phase. Thus
we apply this strategy to provide useful symbols with
probability 1 at the start of the build-up phase. If we
apply this strategy in LIS, more LIS symbols will be
included in the largest component. Then the BER perfor-
mance of MIS will be poor. Thus we select the symbols
in LIS randomly.

At the completion phase, we apply the weighted-selec-
tion strategy. We know that as the value of S increases,
the sum probability becomes smaller. Thus the probabi-
lity that a symbol belongs to the useful symbol becomes
smaller. At the completion phase, we assume the reco-
very ratio of MIS, LIS, and MIS+LIS is 8;, B,, and Ss,
respectively. B8, > 3, and

3—61B
, = e 4
B Z 4)

where B;—p,>0. If a symbol is assigned to LIS, the
probability of it belonging to the useful symbol is bigger
when the encoder selects the degree based on B3, instead
of B;. Thus we apply the weighted-selection strategy at
the completion phase. Notice that if all the symbols in
MIS are recovered, the coded symbols are generated from
LIS.

4. Performance analysis

In this section, we analyze the performance of the pro-
posed scheme by the analysis method introduced in [22].
We first analyze the performance in lossless channels.
Then in a similar way, we analyze the performance of the
proposed scheme in lossy channels.
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4.1 Performance analysis in lossless channels

In the build-up phase, we calculate the average degree
value of MIS symbols and LIS symbols, denoted by c,
and ¢, respectively. In addition, the ratios of MIS sym-
bols By and LIS symbols S, to the largest component
can also be calculated at the end of the build-up phase.
Then we can calculate the expected number of output
symbols Ny;q. At the completion phase, through two
corollaries, we can calculate the expected number of out-
put symbols required to decode MIS and LIS symbols,
respectively. Then we can analyze the overhead perfor-
mance of the proposed scheme in lossless channels.

At the end of the build-up phase, the decoding graph
G =G(k,c/k) is a random graph based on k vertices,
where c is the average degree of an input symbol. Then
we get a lemma as follows based on the random graph.

Lemma 1[21] In a random graph G=G(k,c/k),
given the ratio of largest component, the relationship
between ¢ and B, satisfies

Bote =1 )

where for each specified S, < 1, there is a unique parame-
ter ¢ > 1 that achieves it with high probability.

At the end of the build-up phase, we assume that the
ratio of the largest component in MIS and LIS is 3, and
Bo>. We can know

&1Bo1 + &P = Po- (6)

Because the symbols in LIS are uniformly selected at ran-
dom, we can get

ﬁoz + eiczﬁﬂ: = 1. (7)

For the symbols in MIS, after each of them is selected
once, the encoder uniformly selects the symbols in MIS
at random. We regard the two input symbols that have
been connected as one node. Therefore, we get a random
graph G’ = G(k&,/2,2c3/ké)) with k&, /2 vertices, where
c; is the average degree of the nodes in MIS. Because the
ratio of largest component in MIS is Sy, the ratio of the
largest component in the random graph is also S,,. From
Lemma 1, we can get

ﬁo] + e—(3ﬁ01 = 1. (8)

Consider the relationship between ¢, ¢,, and c;. Firstly,
based on the selection probabilities ¢;, ¢,, and g;, we get
the relationship between ¢, and c,:

a_ q‘_& )
¢ @&
Then the relationship between ¢, and c; satisfies
C?
1+ E =q. (10)

Combining (6)—(10), we get the following lemma.
Lemma 2 Given the selection probabilities g, g,
and g3, the ratio of the largest component 3,, we can get
Boi»> Boz, €1, €2, and c3 as follows:
&1Boi +EBw = Bo
Bo+e P =1
Poy +e = 1

1+ S =, an
o _aé
0 @&

We can calculate the expected number of output sym-
bols at the end of the build-up phase as

Nouina = %k(é:lcl +&6,02) +,8io' (12)

Then we analyze the performance of MIS and LIS at
the completion phase, respectively. We assume that the
selection probabilities of MIS and LIS are 6 and 6,
(6, + 6, =1). We introduce the following lemma.

Lemma 3 [22] Denote by P the probability that an
encoded symbol is a Case 1 or Case 2 symbol at the com-
pletion phase. The number of recovery symbols is repre-
sented by n. The degree value of the encoded symbol is
represented by d, and d is the optimal degree value when
n is determined. Then P can be calculated as follows:

Py =Pi(dpo+ 7 )+ Pt T)  (13)

where
d = arg mdax (d Bo + )+ P, (d Bo+ )]
pam=(p ) [1-fo )
paam ({3 -

Based on Lemma 3, we denote by P,, the probability
that an encoded symbol in MIS is a useful symbol at

the completion phase. Then P, (n)= P, (d Boi + ?)
1
A n
P, (d,ﬁm + k_fl)

Lemma 4 [22] Denote by Nm, the expected num-
ber of symbols at the completion phase. We can get

n

1
Neomp(n) = [1——(1 ~Bo)e ]Z s 09

Based on Lemma 3 and Lemma 4, we can calculate the
expected number of output symbols to recover the MIS
and LIS symbols at the completion phase through the fol-
lowing corollaries.
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Corollary 1 For MIS, with given k, By, c¢;, and &,
denote by N,,com, the expected number of output symbols
to recover the MIS at the completion phase, we can get

1 5=k Bor 1
] (15)

1
Nm,cnmp(s) = 1 - 561(1 _ﬁOI) - Eﬂm £ Pm(l)

where s is the recovery symbols in MIS and k&,8y <
s < k&

Proof We first calculate the average degree of MIS
symbols which is not included in the largest component at
the end of the build-up phase. Denote it by d,,, we can
calculate d,, as follows:

1
d, = 5(1 =Bo)cs + 1 =ci(1=Bor) +Por. (16)

As analyzed in [22], the decoder receives a useful sym-
bol, then on average one source symbol is recovered at
the completion phase. Thus for MIS, the useful symbols
that the decoder needs are denoted by N, c.;»- We can get

1 1 1
]Vm,CaIZ(n) =n-— indm = |:1 - §CI(1 _ﬂol) - §ﬁ01:|na

0 <n<ké&(1-Po) (17)

where n is the number of recovery symbols at the com-
pletion phase.
From Lemma 4, N, can be calculated as follows:

1 1 o1
]vm,c()mp(n) = |:1_§C|(1 _BOI)_EﬂOI]; Pm(l) (18)

Then we can get

1 1 s—k& 1 for 1
Nm,comp(s) = [1 - 501(1 —=Bo1) — 5,301} Pm(i)'

i=1

O

Then we can get the expected number of output sym-

bols that the decoder receives to recover the MIS sym-

bols at the completion phase. Denote it by Nycomp, We
can get

N, m,comp ( s )

NrM,comp(S) = o (19)
1

Therefore, the expected number that the decoder receives
to recover the MIS symbols can be calculated as follows:

Ntm(s) = Nbuild + NtM.comp(s)' (20)

Let s = k&, we can get the overhead of MIS.

For LIS, we calculate the average degree of LIS sym-
bols, which is not included in the largest component at
the end of the build-up phase. Denote it by d;, then

d; = ¢y (1 = By). (21

Similar to the analysis of MIS, Corollary 2 is intro-
duced as follows.

Corollary 2 For LIS, with given k, By, ¢, and &,
denote by N;cm, the expected number of output symbols
to recover the LIS at the completion phase, we can get

§'—k&>B0

1
27w @

i=1

1
Nl,comp(s,) = [1 - 562(1 _502)

where  Py(n) = Py (d.foy +n/ (k&) + Po(d. oo + 1/ (kEy)),

s’ is the recovery symbols in LIS and k&8, < s < k&,.
The proof of Corallary 2 is similar to that of Corollary 1.
Then the expected number the decoder receives to

recover the LIS symbols can be calculated as follows:

Nl,comp(s/)

Nu(5") = Nowia + .
o,

(23)

Based on Corollary 1 and Corollary 2, we can calcu-
late the performance of MIS and LIS in lossless channels.
Notice that if the symbols in MIS are full recovered, the
encoded symbols are assigned to LIS.

4.2 Performance analysis in lossy channels

In this subsection, we analyze the performance of the pro-
posed UEP scheme in lossy channels. We focus on the
first step of the selection in MIS since this step is not ran-
dom. At the end of the first step, there are 1/2k&,(1—¢)
size-2 nodes and k& e size-1 nodes. The size-1 nodes
have little effect on the largest component, so we ignore
them. Denote by fS; the ratio of size-2 nodes included in
the largest component, we can get By; =8y /(1 —&) and
Bos +e P =1,

Denote by N,,, and N, the expected number of sym-
bols in MIS and LIS required to build the largest compo-
nent, respectively. We can get N,.,/q, = N,,/q,. Obvi-
ously, N, =ké&c,/(2(1-¢)), N,, can be calculated in
[22] as follows:

1 k&ics
Moo = 30+ 309

We simplify N,.,/q = N;,/q,. Then we get By, Boa,
¢, ¢, and ¢; as below:

&1Bor +&2Bw = Po
Brte =1
Bos +e P =1

. (24)

o _a& : (25)
(&) ¢:€
ﬂ03 = 1'801

-&

26, qx(1 - &) +& 039, = 26,00,

Then we can calculate the expected number of coded
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symbols to end the build-up phase as follows:
k& ¢y +kéxe, . 1
2(1-&)  Po(l-e)
At the completion phase, we first calculate the average
degree of input symbols in MIS that is not included in the
largest component [22] as below:

Nbui]d,s =

(26)

) 1 ) (1-&)(1—-py)
dm_[z(l Bos)es +1 (T—o)(—fo)+e
1 &
§C3(1_8)(1_ﬁ03)+8‘

@7

The average degree of input symbols in LIS that is not
included in the largest component is d;. = c,(1—L)-
Because the selection is random at the completion phase,
the analysis in lossless channels can be applied to lossy
channels. Based on Lemma 4, we denote the expected
number of output symbols by N,compe aNd  Njcomps O
recover the MIS and LIS at the completion phase, then

1
1- Edmﬁ s=k&iBor 1
IR

(28)

Nm,comp,s = l-—¢

i=

1
1- Ed]’s §'—k&2Bo 1
Pi)

29)

N l,comp,& = 1 £
i=1

Similar to the analysis in lossless channels, we denote
the expected number that the decoder receives by Ny,
and N, to recover the MIS and LIS symbols, then

Nm,comp,s(s)
NtM,s(S) = Nbuild,e + T9 (30)
1
, N, comp.e(5”)
Ntu,e(s ) = Nbui]d,s+ 10—7 (31)
2

Thus we can calculate the performance of MIS and LIS in
lossy channels.

5. Simulation results

In this section, we verify the proposed analysis by com-
paring the simulation results. In addition, we show that
the proposed UEP scheme performs better than the
scheme in [30]. We define the overhead as the value of

Nu
‘k . And we assume & =& =0.5and B, =0.55. In

our proposed scheme, we set ¢,:¢-:g; = 0.582:0.388:0.03
and 6, =0.6, 6, =0.4.

Fig. 2 shows the analysis and simulation performance
of the proposed UEP scheme. In the simulation, we set
k=10000. The results are in the lossless channels and
the lossy channels. In the lossy channels, we set € =0.2.
We can see the proposed analysis performance matches

well with the simulation results in lossless and lossy
channels. It proves our analysis is accurate for MIS and
LIS symbols.

10°
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107
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Overhead
—— : Simulation, &=0, MIS; —— : Simulation, £=0.2, MIS;
—— : Simulation, ¢=0, LIS;
--- : Analysis, &=0, MIS;
--- : Analysis, e=0, LIS;

04 05 0.6

—v— : Simulation, ¢=0.2, LIS;

---: Analysis, £=0.2, MIS;

--- : Analysis, e=0.2, LIS.

Fig. 2 Analysis and simulation performance of the proposed UEP
scheme

Fig. 3 shows the BER performance of the scheme in
[30] and the proposed scheme. We set k=1 000. When
£=0, at BER of 10, the overhead of the proposed
scheme in MIS and LIS are 0.015 and 0.195. Comparing
with the scheme in [30], in terms of MIS and LIS, the
proposed scheme can achieve 85% and 31.58% over-
head reduction, respectively. When the simulation is in
the lossy channels, comparing with the schemes in [30],
the overhead of the proposed scheme is lower when the
BER drops to 10™*. Therefore, the proposed scheme per-
forms better in MIS and LIS.

10°gs
10 F
10
10

& o

=10

105 F

10° : : : : *
— 0.1 02 03 04 05 0.6
Overhead

—— : UEP scheme in [30], &=0, MIS;

—— : UEP scheme in [30], &=0, LIS;

o : UEP scheme in [30], £&=0.2, MIS;

o : UEP scheme in [30], &=0.2, LIS;
- : Proposed UEP scheme, e=0, MIS;
- : Proposed UEP scheme, ¢=0, LIS;

e : Proposed UEP scheme, ¢=0.2, MIS;

o : Proposed UEP scheme, ¢=0.2, LIS.

02 -0.1 O

Fig. 3  Simulation performance of the proposed scheme and the
scheme in [30]

6. Conclusions

An efficient UEP online fountain scheme is proposed in
this paper. In the build-up phase, the selection strategy in
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MIS is non-random, aiming to increase the number of
MIS symbols in the largest component. It also improves
the average degree of MIS symbols which are not
included in the largest component. In the completion
phase, the weighted-selection strategy is applied to pro-
vide lower overhead. We also analyze the performance of
the proposed scheme in lossless and lossy channels. Both
the analysis and simulation results show that the pro-
posed scheme has better performance than conventional
performance in MIS and LIS.
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