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Abstract: The cooperative interception trajectories generation of
multiple  interceptors  to  hypersonic  targets  is  studied.  First,  to
solve  the  problem  of  on-line  trajectory  generation  of  the  single
interceptor,  a  generation  method  based  on  neighborhood  opti-
mal control is adopted. Then, when intercepting the strong ma-
neuvering  targets,  the  single  interceptor  is  insufficient  in  ma-
neuverability,  therefore,  an  on-line  multiple  trajectories  genera-
tion algorithm is proposed, which uses the multiple interceptors
intercept area (IIA) to cover the target’s predicted intercept area
(PIA)  cooperatively.  Through  optimizing  the  interceptors’ zero
control  terminal  location,  the  trajectories  are  generated  on-line
by using the neighborhood optimal control method, these trajecto-
ries could make the IIA maximally cover the PIA. The simulation
results show that the proposed method can greatly improve the
interception probability, which provides a reference for the colla-
borative interception of multiple interceptors.

Keywords: cooperative  interception,  trajectories  generation,
near space.
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1. Introduction
The hypersonic vehicle is a weapon that can fly continu-
ously  in  the  near  space  at  five  times  of  the  speed  of
sound.  Compared  with  the  traditional  ballistic  missile,  it
has a variable trajectory, strong maneuverability in a wide
scope and a high speed. The vehicle brings great pressure
to the existing air defense system. Therefore, it  is urgent
to  develop  interception  technology  for  hypersonic  vehi-
cles.  Many scholars  have  studied  the  interception  of  hy-
personic targets in the near space,  including the tracking
and prediction of target trajectory, and the generation and
tracking  of  interceptor  trajectory.  For  the  generation  of
interceptor  trajectory,  the  current  mainstream  idea  is  to
generate  an  off-line  trajectory  according  to  the  intercep-
tor  initial  state  and  the  target  state  before  the  launch  of

the  interceptor.  This  trajectory  usually  guarantees  one
best  performance  index,  which  makes  the  interceptor
launch  to  the  best  interceptor  position  in  the  terminal
guidance. However, the target usually does not adopt the
fixed  flight  mode,  and  will  carry  out  a  series  of  strong
maneuvers.  The  original  terminal  constraints  are  no
longer applicable, so a new optimal trajectory needs to be
generated  on-line.  On-line  trajectory  generation  must  be
completed  in  a  short  time.  Because  the  offline  optimal
generation  method  needs  a  relatively  long  time,  and  the
method is no longer applicable, it is necessary to select an
on-line fast optimization method, and generate an on-line
trajectory based on the original offline trajectory. The on-
line  trajectory  must  meet  the  changed terminal  states.  In
addition,  a  single  interceptor  often  fails  to  intercept  the
target  because  of  its  lack  of  maneuverability.  Therefore,
in  order  to  increase  the  success  rate  of  interception,  we
should pay more attention to the way that multiple inter-
ceptors intercept the target cooperatively.

In  view of  the  on-line  generation  of  correction  trajec-
tory,  there  are  few  existing  researches  dedicated  to  the
near space interceptor. However, many scholars have car-
ried out research on similar issues,  which brings a lot  of
references for the on-line generation of trajectory of near
space  interceptors.  With  the  characteristics  of  high  effi-
ciency  and  rapidity  of  the  model  predictive  static  pro-
gramming algorithm, Dwivedi  et  al.  studied the problem
of trajectory optimization [1−4]. Although the problem is
mainly  aimed  at  trajectory  optimization,  the  essence  of
trajectory  on-line  generation  and  correction  of  the  inter-
ceptor is also an optimization problem, and it just needs a
more rapid solution. Therefore, the method also has a re-
ference  significance.  Although  the  method  can  consider
process constraints,  it  cannot guarantee the optimality of
the index function. In [5−7], the problem of orbit correc-
tion  of  the  lunar  exploration  vehicle  is  solved  by  using
the theory of variable neighborhood optimal control, and
the correction of control quantity under the change of the
terminal constraint is solved. However, it is mainly aimed
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at the situation of the change of the remaining flight time,
which is not consistent with the background of the inter-
ceptor.  In  [8]  and  [9],  the  neighborhood  optimal  control
method and the pseudospectral method were combined to
solve  the  correction  of  the  control  quantity.  However,
only  for  the  situation  where  initial  states  change,  it  can-
not  fulfill  the  situation  that  the  terminal  constraint
changes on-line. Williams et al. studied the trajectory op-
timization  of  spacecraft  and  the  design  of  the  optimal
guidance law [10−12]. Zhou et al. also applied the neigh-
borhood  optimal  control  method  to  study  trajectory  op-
timization,  generation  and  tracking  of  the  middle  guid-
ance  phase,  all  of  which  took  some  explorations  for  the
on-line generation of interceptor trajectory [13−18].

The cooperative interception problem of multiple inter-
ceptors  stems  from  the  inspiration  of  unmanned  aerial
vehicle (UAV) cooperative search technology, and schol-
ars  pay  more  and  more  attention  to  it  based  on  the  co-
operative  theory.  In  [19],  to  solve  the  problem  of  mul-
tiple interceptors intercepting multiple targets through op-
timizing the performance index, which is maximizing the
probability  that  multiple  interceptors  intercept  multiple
targets,  good  results  were  achieved.  In  [20],  the  uncer-
tainty  of  target  trajectory  states  prediction  was  con-
sidered, and the terminal area of the target was described
by  the  probability  density  distribution  function.  The
reachable area of the interceptor can maximize the cover-
age of the possible area of the target. The linearization as-
sumption of the motion model was made in [21],  the in-
tercepted area of the interceptor was analyzed by the true
proportional  guidance  method,  and  a  new  cooperative
strategy  was  proposed.  Ma  et  al.  studied  the  problem of
multiple  interceptors  cooperating  in  intercepting  high-
speed  targets  in  the  longitudinal  plane  [22−24].  The  co-
operative  method  of  multiple  interceptors  is  derived.
There is no research on cooperative multiple interceptors
in the middle guidance stage.

In this paper, to achieve the maximum coverage of the
target’s predicted intercept area (PIA) by the interceptor’s
intercept area (IIA), through optimizing the terminal posi-
tion  of  multiple  interceptors,  the  trajectories  of  multiple
interceptors  are  generated  on-line.  Based  on  the  existing
standard trajectories, the trajectories are generated on-line
with the neighborhood optimal control method. Based on
direct  force  correction  of  interceptors  in  the  terminal
guidance stage, the IIA is deduced, and the terminal posi-
tions of multiple interceptors are optimized. The terminal
positions  of  multiple  interceptors  are  fully  optimized  by
the on-line generation method, so as to achieve the max-
imum coverage of the target’s PIA by the IIA. The simu-
lation  results  show  that  when  the  target  maneuvers  and
the PIA changes longitudinally and laterally,  the method

in this paper can achieve the cooperative coverage of the
PIA with a high coverage rate. 

2. On-line trajectory generation algorithm of
single interceptor

The  neighborhood  optimization  algorithm  is  developed
from  optimal  control  [25].  Firstly,  suppose  that  the  mo-
tion  differential  equation  of  the  interceptor  in  longitudi-
nal plane [26] is

V̇ =
(Pcosα−CDqs)

m
−gsinΘ

Θ̇ =
(Psinα+CLqs)

mV
−

(
g
V
− V

R0+h

)
cosΘ

ḣ = V sinΘ

L̇ =
R0V cosΘ

R0+h

(1)
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h L P
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CL CD
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where  is the interceptor velocity,  is the velocity path
angle,  is  the  height,  is  the  range,  is  the  engine
thrust, the attack angle  is the control variable,  is the
mass;  and  are the lift  coefficient and drag coeffi-
cient respectively,  is  the reference area,  is  the dyna-
mic  pressure,  and  is  the  average  radius  of  the  earth.
The equation could be shown as

ẋ = f (x,u, t) (2)

f
u t

where  describes the motion law of the interceptor, x is
the  state  vector,  is  the  control  vector,  and  is  a  free
variable.  All  derivatives  in  this  paper  are  derivatives  of
time.

The performance index function is

J = ϕ
(
x
(
t f
)
, t f

)
+

w t f

t0

L(x,u, t)dt = −V f (3)

ϕ

V f

where  is the terminal quantity, t0 is the initial time, tf is
the  terminal  time, L is  the  Lagrange  function,  and  is
the interceptor terminal velocity.

The terminal constraint is

ψ
(
x
(
t f
)
, t f

)
= [h(t f )−h f Θ(t f )−Θ f ]T = 0 (4)

h f Θ fwhere  and  are the terminal height and velocity path
angle. The Hamiltonian function is

H = L(x,u, t)+λT f . (5)

By  using  the  Lagrange  multiple  plier  method,  the
equality  constraints  and  terminal  constraints  are  intro-
duced into the index function:

J′ = ϕ
(
x
(
t f
)
, t f

)
+ vTψ

(
x
(
t f
)
, t f

)
+

w t f

t0

(
H−λT ẋ

)
dt (6)

λ ∈ Rn

v ∈ Rq

J

where  is  the  Lagrange  multiple  plier  vector,  and
 is  the  Lagrange  multiple  plier.  When  the  control

quantity is unconstrained, to maximize the functional in-
dex , the necessary condition should satisfy:
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(i) State equation and co-state equation
ẋ =

∂H
∂λ

λ̇ = −∂H
∂x

(7)

(ii) Boundary and cross section conditions
x (t0) = x0

ψ
(
x
(
t f
)
, t f

)
= 0

λ
(
t f
)
=

[
∂ϕ

∂x
+
∂ψT

∂x
v
]

t=t f

(8)

(iii) Coupling condition
∂H
∂u
= 0 (9)

t f(iv) When  is free, the Hamiltonian function satisfies[
H+

∂ϕ

∂t
+ vT ∂ψ

∂t

]
t=t f

= 0. (10)

x (t0)
ψ f

δx (t)

The  above  equations  are  the  necessary  conditions  for
the  function  to  satisfy  the  first-order  optimality.  When
satisfying  the  first-order  optimality,  the  system  has  a
small  disturbance  and  initial  state  or  terminal  con-
straint  changes,  the deviation of the state variable on
the reference trajectory  is

δx (t) = x (t)− x∗ (t) (11)

x∗ (t)
x (t)

where  represents  the  value  along  the  optimal  tra-
jectory.  represents  the  filtered  data  after  the  actual
measurement. In order to maintain the optimal trajectory,
the deviation of the optimal control quantity is

δu (t) = u (t)−u∗ (t) (12)

u∗ (t)where  represents  the  optimal  control  variable.  The
first-order optimality condition formulae (7)−(10) are ob-
tained by taking the following variations [27].

δẋ =
∂2H
∂λ∂x

δx+
∂2H
∂λ∂u

δu (13)

δλ̇ = −∂
2H
∂x2

δx− ∂2H
∂x∂λ

δλ− ∂2H
∂x∂u

δu (14)

∂2H
∂u∂x

δx+
∂2H
∂u∂λ

δλ+
∂2H
∂u2

δu = 0 (15)

δx (t0) = δx0 (16)[
∂ψ

∂x
δx+

(
∂ψ

∂x
dx
dt
+
∂ψ

∂t

)
dt f

]
t=t f

= dψ f (17)

[(
∂λ

∂λ

)
δλ+

∂λ

∂t
dt f

]
t=t f

=[
∂2Φ

∂x2
δx+

∂ψT

∂x
dv+

d
dt

(
∂Φ

∂x

)
dt f

]
t=t f

(18)

(∂H
∂λ

)T

δλ+

(
∂H
∂x
+
∂2Φ

∂x∂t

)
δx +

∂ψT

∂t
dv+

(
∂H
∂t
+

d
dt

(
∂Φ

∂t

))
dt f

]
t=t f

= 0 (19)

Φ = ϕ
(
x
(
t f
)
, t f

)
+ vTψ

(
x
(
t f
)
, t f

)
J

x (t0)
dψ f

Among  them, .  The
above  conditions  are  to  make  the  performance  index 
optimal  when  the  initial  state  or  terminal  constra-
ints change by . Related principles could be known in
[28].  The  above  conditions  are  second-order  optimal.
There  is  a  second-order  approach  between  the  trajectory
satisfying the second-order optimal condition and the real
optimal  trajectory,  based  on  which,  the  calculation  me-
thod  of  the  neighborhood  optimization  algorithm  based
on second-order variation is deduced. From (15),

δu = −
(
∂2H
∂u2

)−1
∂2H
∂u∂x

δx−
(
∂2H
∂u2

)−1
∂2H
∂u∂λ

δλ. (20)

Taking (20) into (13) and (14), there are

δẋ =
 ∂2H
∂λ∂x

− ∂2H
∂λ∂u

(
∂2H
∂u2

)−1
∂2H
∂u∂x

δx−

∂2H
∂λ∂u

(
∂2H
∂u2

)−1
∂2H
∂u∂λ

δλ

δλ̇ =

−∂2H
∂x2
+
∂2H
∂x∂u

(
∂2H
∂u2

)−1
∂2H
∂u∂x

δx+

 ∂2H
∂x∂u

(
∂2H
∂u2

)−1
∂2H
∂u∂λ

− ∂2H
∂x∂λ

δλ

(21)

δX(t) =
[
δx(t)
δλ(t)

]
where , then

δẊ =
[
δẋ
δλ̇

]
=

[
C1(t) C2(t)
C3(t) −CT

1 (t)

] [
δx
δλ

]
= CδX. (22)

where

C1(t) =
 ∂2H
∂λ∂x

− ∂2H
∂λ∂u

(
∂2H
∂u2

)−1
∂2H
∂u∂x


C2(t) =

− ∂2H
∂λ∂u

(
∂2H
∂u2

)−1
∂2H
∂u∂λ


C3(t) =

−∂2H
∂x2
+
∂2H
∂x∂u

(
∂2H
∂u2

)−1
∂2H
∂u∂x


. (23)

δX(t f )Assuming  that  is  known,  we  can  calculate  the
inverse recurrence integral of (22):

δX(tk−1) = δX(tk)+C(tk)δX(tk)∆t =

(En×n+C(tk)∆t)δX(tk). (24)

∆t = −dt δX(tk) = δX(t f )where , . Similarly,
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δX(tk−2) = δX(tk−1)+C(tk−1)δX(tk−1)∆t =

(En×n+C(tk−1)∆t)δX(tk−1) =
(En×n+C(tk−1)∆t)(En×n+C(tk)∆t)δX(tk). (25)

It can be obtained by recursion in turn:

δX(t0) = CFδX(tk),

CF = (En×n+C(t1)∆t)(En×n+C(t2)∆t)· · ·(En×n+C(tk)∆t).
(26)

u∗ (t) x∗ (t)
If  the  first-order  optimality  condition  of  the  optimal

control problem has been solved,  and  of (7)−
(10)  are  satisfied,  then  the  coefficients  in  (17)−(19)  can
be solved along the optimal trajectory, and can be sorted
into the following linear equations:

dψ f =

[
∂ψ

∂x
δx+

(
∂ψ

∂x
dx
dt
+
∂ψ

∂t

)
dt f

]
t=t f

, (27)

[
−∂

2Φ

∂x2
δx+δλ

]
t=t f

+

[
∂λ

∂t
− d

dt

(
∂Φ

∂x

)]
t=t f

dt f =

(
∂ψT

∂x

)
t=t f

dv,

(28)

(∂H
∂x
+
∂2Φ

∂x∂t

)
δx+

(
∂H
∂λ

)T

δλ+

(
∂H
∂t
+

d
dt

(
∂Φ

∂t

))
dt f


t=t f

=

−
(
∂ψT

∂x

)
t=t f

dv. (29)

2n+q+1 n
δx n δλ q
dv dt f

n+q+1

n 2n+q+1

dµ

In the linear equations system composed of (26)−(28),
there are a total of  unknowns, which are  di-
mensions  variable ,  dimensions  variable ,  di-
mensions  variable  and  one  dimension  variable .
However, there are only  equations. According to
the structural  theorem of  the solution of  the linear  equa-
tion  system,  there  must  be  free  variables  in 
variables. Take the variable on the right side of (27)−(29)
as a free variable and record it as a vector  [29], then

dµT =
[
dv1,dv2,dv3, · · · ,dvq, δxq+1, δxq+2, · · · , δxn

]
t=t f

(30)

δxq+1, δxq+2, · · · , δxn δxwhere  are the variable  without ter-
minal constraints, which cannot be solved by (27). If the
equations of (27) and (28) are linearly independent, it can
be solved

[
δX(t f )
dt f

]
=

 δx
δλ
dt f


t=t f

=

 F11 F12

F21 F22

F31 F32


[

dµ
dψ f

]
. (31)

tk = t fWhen , by taking (31) into (26), we can get

δX(t0) = CF

[
F11 F12

F21 F22

] [
dµ
dψ f

]
. (32)

CFLet  be

CF =
(

CF11 CF12

CF21 CF22

)
=

(
CF(1 : n,1 : n) CF(1 : n,n+1 : 2n)

CF(n+1 : 2n,1 : n) CF(n+1 : 2n,n+1 : 2n)

)(
F11 F12

F21 F22

)
.

1 : n nwhere  means the elements from 1 to . Then

CF11=CF(1 : n,1 : n)F11+CF(1 : n,n+1 : 2n)F21

CF12=CF(1 : n,1 : n)F12+CF(1 : n,n+1 : 2n)F22

CF21=CF(n+1 : 2n,1 : n)F11+CF(n+1 : 2n,n+1 : 2n)F21

CF22=CF(n+1 : 2n,1 : n)F12+CF(n+1 : 2n,n+1 : 2n)F22

F11=F (1 : n,1 : n)
F12=F (1 : n,n+1 : n+q)
F21=F (n+1 : 2n,1 : n)
F22=F (n+1 : 2n, ,n+1 : n+q)

.

Then (32) can be written as

δX(t0) =
(
δx(t0)
δλ(t0)

)
=

(
CF11 CF12

CF21 CF22

)(
dµ
dψ f

)
. (33)

Therefore, δx(t0) = CF11dµ+CF12dψ f

δλ(t0) = CF21dµ+CF22dψ f

. (34)

From the above formulae,

 δx(tm) = CF11(tm)dµ+CF12(tm)dψ f

δλ(tm) = CF21(tm)dµ+CF22(tm)dψ f

(35)

tm ∈
[
t0, t f

]
CF11where . If  is reversible, then

dµ = CF−1
11

(
δx(t0)−CF12dψ f

)
. (36)

Take (35) and (36) into (20) to get

δu(tm) = −
(
∂2H
∂u2

)−1
∂2H
∂u∂x

δx(tm)−
(
∂2H
∂u2

)−1
∂2H
∂u∂λ

δλ(tm) =

−(∂2H
∂u2

)−1
∂2H
∂u∂x

−
(
∂2H
∂u2

)−1
∂2H
∂u∂λ

CF21(tm)CF−1
11 (tm)

δx(tm)−

(
∂2H
∂u2

)−1
∂2H
∂u∂λ

(
CF22(tm)−CF21(tm)CF−1

11 (tm)CF12(tm)
)
dψ f .

(37)

δx(tm)

That  means  the  adjustment  variable  of  the  reference
control variable can be expressed by the current state de-
viation  and  the  terminal  constraint  adjustment
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dψ fvariable . Assume that

Ux(tm) = −
(
∂2H
∂u2

)−1
∂2H
∂u∂x

−(
∂2H
∂u2

)−1
∂2H
∂u∂λ

CF21(tm)CF−1
11 (tm)

Uψ(tm) = −
(
∂2H
∂u2

)−1
∂2H
∂u∂λ

·(
CF22(tm)−CF21(tm)CF−1

11 (tm)CF12(tm)
)
. (38)

δx(tm) = 0

In  this  paper,  only  the  case  of  terminal  constraints
change  is  involved.  Therefore,  the  on-line  generation  of
interceptor trajectory caused by the change of state quan-
tity  is  not  considered.  Therefore, .  When  the
target is maneuvering, only the end constraints of the in-
terceptor  reference  trajectory  are  changed.  Based  on  the
original  reference  optimal  trajectory,  the  following  con-
trol adjustments need to be generated:

δu(tm) = −
(
∂2H
∂u2

)−1
∂2H
∂u∂λ

(
CF22(tm)−

CF21(tm)CF−1
11 (tm)CF12(tm)

)
dψ f = Uψ(tm)dψ f . (39)

According to (39), the block diagram of neighborhood
optimal control applied to trajectory on-line generation is
drawn as shown in Fig. 1.
  

ψf (t)

ψ*
f

Uψ (tm)

δu (tm)

u (tm)

u* (tm)

Interceptor
Sensors and
estimators

dψf+

+

+

+

+

−

x (tm)

Fig. 1    On-line trajectory generation block diagram
 

In order to verify the ability of on-line trajectory gener-
ation  of  the  interceptor  under  the  neighborhood  optimal
control method, the following simulation experiments are
carried out.  First  of all,  the initial  height of the intercep-
tor  is  60  km,  the  initial  velocity  is 4 000 m/s,  the  initial
angle  of  reentry  is  −4°,  the  terminal  height  required  for
the standard trajectory is 30 km, and the terminal angle is
0°. With the actual situation considered, when the termi-
nal constraints are changed due to the target’s maneuver-
ing,  and  with  the  assumption  that  the  terminal  height
changes  to  28  km,  the  corresponding  simulation  figures
are as follows in Fig.  2−Fig.  5.  In Fig.  2, H is  the flight
height, and L is the flight length of the interceptor.

From the  simulation,  it  can  be  seen  that  for  the  scen-
ario  where  the  terminal  conditions  of  the  reference  tra-
jectory are changing, the trajectory on-line generation un-
der  the  neighborhood  optimal  control  can  find  a  traject-
ory satisfying the terminal constraints.
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Fig. 2    Trajectories in longitudinal plane
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Fig. 3    Change of ballistic inclination
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The above simulation is only for the scenario where the
position constraints change. In order to verify the univer-
sality  of  the  method  and  the  correction  ability  of  inter-
ceptors for different PIAs, carry out 50 Monte Carlo sim-
ulations, keep the above initial conditions unchanged, and
generate  the  terminal  position  randomly  within  5  km
based on the original  standard trajectory.  The simulation
results are as follows in Fig. 6−Fig. 10.
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: On-line trajectory correction;
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Fig. 6    Trajectories in longitudinal plane under 50 simulations

According to Fig. 10, the error between the on-line cor-
rected  terminal  position  and  the  expected  terminal  posi-
tion  is  within  55  m,  which  can  well  meet  the  terminal
constraints. Because the miss distance is not the most im-
portant index of the terminal constraint of midcourse guid-
ance, the above error can meet the midcourse and terminal
shift of midcourse guidance of the interceptor completely,
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Fig. 5    Change of attack angle
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Fig. 7    Change of ballistic inclination under 50 simulations
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Fig. 8    Change of flight speed under 50 simulations
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Fig. 9    Change of attack angle under 50 simulations
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and  it  can  be  corrected  in  the  terminal  guidance.  It  is
proved  that  the  on-line  correction  method  of  neighbor-
hood optimal control used in this paper can complete the
on-line trajectory generation of the interceptor. However,
it  can  be  seen  in  the  figure  that  when  the  terminal  con-
straint is modified, the required control variable of the in-
terceptor will jump to a certain extent, which means that
the control variable of the interceptor will change drama-
tically. The maneuverability of a single interceptor is re-
quired  to  be  high.  Therefore,  this  paper  proposes  to  use
multiple interceptors to complete the mission. 

3. On-line trajectories generation of
multiple interceptors

 

3.1    Multiple interceptors’ IIA cooperatively
covering the PIA

t f 1

R

Definition 1 PIA: the set of all possible location points of
the  target  at  the  time  of  prediction  hit  is  called  PIA,
which  is  recorded  as .  Therefore,  the  area  where  the
predicted hit probability exists can be expressed [30] as

R = {X|X ∼ N(X(t f 1, P(t f 1))}. (40)

where P(tf1) is the covariance matrix of the prediction in-
tercept area.

By  projecting  PIA  and  IIA  into  the  missile  target  en-
counter  plane,  the  coverage  of  PIA in  three-dimensional
space can be transformed into the area coverage in plane,
as shown in Fig. 11.
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Fig. 11    PIA of target and IIA of multiple interceptors
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In Fig.  11, M and T represent  the  interceptor  and  the
target  respectively,  is  the zero control  terminal  posi-
tion  of  the  interceptor,  plane a-b-c-d is  the  encounter
plane of  the missile  and the target,  where  is  the pro-
jection of  the  mean point  of  PIA in  plane,  and  are
the  projections  of  PIA  and  IIA  in  plane  respectively.
After projection, the IIA and target PIA can be expressed
as

M̄ = {(y,z)| |y− yd | ⩽ S max, |z− zd | ⩽ S max} (41)

S max

(xd,yd,zd)
where  is  the  maximum  correction  distance,

 is the zero control terminal position.

R̄ = {(y,z)|(y,z) ∼ N(X1(t f 1), P1(t f 1))} (42)

In order to intercept the target, the interceptor needs to
be overloaded about three times of the target’s maneuver
value. It is undeniable that interceptors are inferior in hy-
personic targets maneuver. To ensure the interceptor suc-
cessfully  intercepts  the  target,  it  is  necessary  to  ensure
that  the  IIA completely  covers  the  PIA.  From the  above
simulations, it can be seen that the trajectory generated on-
line  by  a  single  interceptor  can  meet  the  changed  termi-
nal constraints after the change of the terminal constraints
of the satndard trajectory, but the control variable will in-
evitably  change  dramatically.  This  shows  that  under  the
condition  of  overload  limitation,  a  single  interceptor  is
difficult  to  complete  effective  interception.  However,
if  multiple  interceptors  are  used  to  intercept  cooperat-
ively,  and the IIA is  used to cover the PIA after  target’s
maneuver,  the  probability  of  successful  interception  will
be greatly improved. 

3.2    Mathematical description of cooperative
coverage problem

R ∈ R2

P = {p1, p2, · · · , pN} pi =

[py
i , p

z
i ]

T Ai

ϕ(ξ) : R→ R+ ξ ∈ R
R

h(pi, ξ)
Ai ξ

Interceptors  are  regarded  as  agents  in  the  collaborative
process. N agents need to cover the target area , the
location  set  of  all  agents  is .  Let 

 represents agent  in the target area, the proba-
bility  density  distribution  function  of  the  target  area  is

,  where  represents  any  point  in  the
target area .  In order to describe the coverage effect of
multiple  agents  quantitatively,  let  represent  the
cost function of agent  covering the point :

h(pi, ξ) = ∥pi− ξ∥ . (43)

Therefore,  the  coverage  cost  function  of  multiple
agents to the target area can be expressed as

H(P,R,ϕ) =
w
R

h(pi, ξ)ϕ(ξ)dξ. (44)

ξ ∈ R
ξ

H(P,R,ϕ)

Formula  (44)  is  the  location  optimization  function.
From (44),  we  can  see  that  each  agent  has  the  ability  to
cover the points  in the target area. The greater dis-
tance  from  the  point  to  the  agent,  the  greater  cost  to
cover the point,  and the worse coverage performance. In
order to make the cost function in the area covering prob-
lem  minimum, select  the agent  with the smal-
lest distance to cover the point. Therefore, by optimizing
the  location  of  multiple  agents  and  adjusting  the  alloca-
tion area of each agent, the cost function could be minim-
ized.  Based  on  the  Voronoi  segmentation  principle,  the
above statement is proved as follows:
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R ∈ R2Theorem  1　 In  the  target  area , N agents  are
randomly distributed, and their location information is P.
According to the location information of the current time,
the  optimal  region  segmentation  principle  of  multiple
agents cooperative coverage is Voronoi segmentation.
Proof　 In  order  to  minimize  the  coverage  cost  func-

tion. There is

H(P,R,ϕ) =
w
R

min
i∈{1,··· ,n}

h(pi, ξ)ϕ(ξ)dξ. (45)

ξThe minimum distance from the point  to N agents is

Dξ = min
i∈{1,··· ,n}

h(pi, ξ). (46)

According to the minimum distance, the target area can
be divided into N independent sub areas, in which the set
of the closest points to the agent can be expressed as

Ri = {ξ ∈ R|h(pi, ξ) ⩽ h(pj, ξ),∀ j , i,∀i, j ∈ N}. (47)

Ri Ai

R = {R1,R2, · · · ,RN}
where  is  the  sub  area  to  be  covered  by  the  agent ,

 represents the sub area of each agent.
The optimal  covering cost  function of  the corresponding
agents to the target area is

H1(P,R,ϕ) =
N∑

i=1

w
Ri

h(pi, ξ)ϕ(ξ)dξ. (48)

According  to  this  lemma,  in  the  target  area,  the  opti-
mal coverage area of each agent is the Voronoi area. □
 

3.3    Optimization of multiple interceptors’ zero
control terminal location

 

3.3.1    Modeling of IIA with energy constraints

It is assumed that the aerodynamic control is used in the
midcourse guidance and the direct force control is used in
the final guide. The aerodynamic correction ability is ob-
viously affected by the altitude of the interceptor, and the
direct lateral force correction ability is limited by the ener-
gy carried.

tmax

Ig

Pmax

mm0

In the final  guidance,  it  is  assumed that  the maximum
working time of the orbit  control  engine is ,  the spe-
cific  impulse  of  the  orbit  control  engine  is ,  the  maxi-
mum  steady-state  thrust  is ,  and  the  initial  mass  of
the interceptor terminal guidance is . If the intercept-
or  is  always  propelled  by  the  maximum  steady-state
thrust, the mass change rate of the interceptor is

ṁ = −Pmax

Igg
. (49)

The interceptor’s maximum lateral acceleration at time
t can be expressed as follows:

amax(t) =
Pmax

mm0+ ṁt
=

Pmax

mm0−
Pmax

Igg
t
. (50)

According  to  (50),  the  lateral  velocity  and  the  maxi-
mum lateral  maneuver displacement of the interceptor at
time t can be calculated as follows:

v(t) =
w t

0
amax(τ)dτ, (51)

S m =
w t

0

w t

0
amax(τ)dτdt. (52)

th

t f (t f − th) ⩽ tmax

From the beginning of the terminal guidance time  to
the  interception  time ,  if ,  the  maximum
lateral  displacement  of  the  interceptor  perpendicular  to
the initial velocity vector direction is

S max =
w t f 1−t f

0

w t f 1−t f

0
amax(τ)dτdt. (53)

(t f − th) ⩾ tmaxIf ,

S max =
w tmax

0

w tmax

0
amax(τ)dτdt (54)

S max

under the condition of direct force and energy limitation,
the IIA in the terminal guidance stage of the interceptor is
determined by . The IIA of the interceptor can be ex-
pressed as

M(th) = {(x,y,z)| |y− yd | ⩽ S max, |z− zd | ⩽ S max}. (55)

Among them, the IIA depends on the working time of
the direct force device in the terminal guidance stage.

In  order  to  ensure  that  the  interceptor  successfully  in-
tercepts the target at the final time, it  is necessary to en-
sure  that  the  IIA  can  completely  cover  the  PIA  at  the
hand-off time

R(t f ) ⊆ M(t f ) (56)

R(t f )where  represents the PIA. 

3.3.2    Optimal solution of multiple interceptors’
zero control terminal position

R̄
(y,z) ∈ R̄ Mi

(yi,zi)
Mi (y,z)

At the hand-off time, the projection of the PIA in the en-
counter  plane  of  the  missile  is ,  there  is  the  point

, and the lateral coordinate of the interceptor 
zero  control  terminal  position  at  the  end  of  the  shift  is

,  then  the  zero  control  miss  distance  of  the  inter-
ceptor  relative to the point  is

Zi =

√
(yi− y)2+ (zi− z)2. (57)

(y,z)

(y,z)

There  is  a  zero  control  miss  distance  between  point
 and  each  interceptor,  and  the  minimum  one  is

chosen  as  the  zero  control  miss  distance  between  point
 and N interceptors.
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Z = min
i=1,··· ,n

√
(yi− y)2+ (zi− z)2 (58)

The mathematical expectation of zero control miss dis-
tance of N interceptors at the hand-off time is

E1 =
x

R̄

min
i=1,··· ,n

√
(yi− y)2+ (zi− z)2 fk(y)dy fk(z)dz. (59)

fk(y) fk(z)
y z

y
z [µy µz] [σy σz]

where  and  are  the  probability  density  func-
tions  of  the  target  at  axis  and  axis.  The  estimated
value of the target position obeys normal distribution, the
mathematical expectation of target position at  axis and
 axis is , and the variance is . There are

fk(y) =
1

√
2πσy

exp
(
−

(x−µy)2

2σ2
y

)
fk(z) =

1
√

2πσz

exp
(
− (z−µz)2

2σ2
z

) . (60)

p1(y,yi)p1(z,zi)
(y,z)

 is the cost function of coverage, which
could  judge  whether  the  point  is  within  the  inter-
ceptor’s intercepting capability, there are

p1(y,yi) =

 1, |y− yi| ⩽ S max

0, |y− yi| > S max

, (61)

p1(z,zi) =

 1, |z− zi| ⩽ S max

0, |z− zi| > S max

. (62)

According  to  the  probability  distribution  function  of
the target at the hand-off time, the probability of the tar-
get appearing in the IIA is

H2 =
w
R̄

(p1(y,yi)p1(z,zi)) fk(y)dy fk(z)dz. (63)

H2

H2 = 1
(y,z)

When  the  flight  overload  of  the  interceptor  is  certain,
at  the  hand-off  time,  depends  on  the  position,  speed
direction,  and sight  angle  of  the  interceptor.  If  the  inter-
ceptor’s overload  is  enough,  the  interceptor’s IIA  can
completely cover the PIA of the target, so that . To
determine whether the point  is in IIA of N intercep-
tors, the coverage performance function is

p2 = 1−
n∏

i=1

(1− p1(y,yi)p1(z,zi)). (64)

p2 = 1
p1(y,yi)p1(z,zi) = 1 (y,z)

If ,  it  means  that  there  is  an  interceptor  satisfy-
ing ,  and that means the point  is
in the IIA. According to the probability distribution func-
tion of the target, the probability that the target appears in
the IIA of N interceptors is

H3 =
x

R

1− n∏
i=1

(1− p1(y,yi)p1(z,zi))

 fk(y)dy fk(z)dz.

(65)

Pmin

At  the  hand-off  time,  in  order  to  maximize  the  per-
formance of multiple interceptors’ IIA coverage, it is ne-
cessary to control the status of the interceptors midcourse
guidance  terminal  through  the  midcourse  guidance  tra-
jectory on-line generation technology, so as to control the
zero  control  terminal  positions  of  the  interceptors.  As-
suming that the number of interceptors meets the require-
ments,  is  the cooperative coverage requirement,  the
problem can be described as E1 =

x
R̄

min
i=1,··· ,n

√
(yi− y)2+ (zi− z)2 fk(y)dy fk(z)dz

s.t. H3(n, (y1,z1), · · · , (yn,zn)) ⩾ Pmin

. (66)

By solving the optimization problem (66), the number
required and the optimal zero control terminal position of
multiple  interceptors  can  be  obtained,  and  then  the  opti-
mal  medium  guidance  terminal  state  constraint  of  mul-
tiple interceptors can be obtained.

Mi

According to the Voronoi segmentation method of the
region,  the  set  of  the  closest  point  to  the  interceptor 
can be

R̄i =

{
(y,z) ∈ R|

√
(yi− y)2+ (zi− z)2 ⩽√

(y j− y)2+ (z j− z)2,∀i , j,∀i, j ∈ {1, · · · ,n}
}

(67)

R̄i

Mi

where  is the sub-region to be covered by the intercep-
tors  interceptable region.

Then (59) can be described as

E1 =

n∑
i=1

x
R̄i

√
(yi− y)2+ (zi− z)2 fk(y)dy fk(z)dz. (68)

y
z

In  order  to  simplify  the  problem,  suppose that  the  ad-
justment of the interceptor terminal position at  axis and
 axis is independent of each other, (68) can be rewritten as

E1 =

n∑
i=1

x
R̄i

(|yi− y|+ |zi− z|) fk(y)dy fk(z)dz. (69)

If 
E1y =

n∑
i=1

w
R̄i

|yi− y| fk(y)dy

E1z =

n∑
i=1

w
R̄i

|zi− z| fk(z)dz
, (70)

then we can get

E1 = E1y+E1z. (71)

E1y E1z

By  using  the  optimality  condition,  the  optimal  zero
control  terminal  position  can  be  obtained  by  optimizing

 and .
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Based  on  the  above,  the  specific  solution  steps  of  the
on-line trajectories generation of cooperative multiple in-
terceptors are as follows:
Step 1　At the hand-off time, by using the target tra-

jectory  prediction  algorithm,  the  target  motion  informa-
tion detected by multiple-source sensors is used to get the
probability density function of the target position, and the
PIA of the target is obtained.
Step 2　With the advance of the interception task, the

prediction time of the target becomes shorter and the PIA
converges gradually. According to the change of PIA, un-
der  the  constraint  of  the  cooperative  coverage  perform-
ance index of IIA, the optimal zero control terminal posi-
tion  of  multiple  interceptors  is  calculated,  and  the  zero
control terminal position is transformed into the terminal
position constraint of guidance in each interceptor.
Step 3　Under the new terminal state constraints, each

interceptor uses the neighborhood optimal control trajec-
tory  on-line  generation algorithm to  generate  the  control
instruction correction variable on-line, so as to adjust the
terminal position of the interceptor trajectory and realize
the control of zero control terminal position of the intercep-
tor;  if  the  generated  terminal  condition  cannot  be  exe-
cuted, it needs to return to Step 2.
Step  4　Determine  whether  the  cooperative  coverage

condition is met. If so, repeat Step 1; if not, go to Step 2. 

4. Simulation analysis

t f = 20 s

S max = 5 km

In  order  to  verify  the  effectiveness  of  the  guidance  tra-
jectories generation method for the cooperative coverage
of the IIA, the following two scenarios are simulated. The
simulation assumes that the maximum operating distance
of  the  interceptor  terminal  guidance  is  100  km,  and  the
terminal  guidance  time  is  taken  as ;  the  maxi-
mum correction distance of the rail control engine work-
ing for 20 s is taken as ; the probability dens-
ity  function  distribution  of  the  PIA  follows  the  normal
distribution.

Scenario 1:  It  mainly verifies  the capability of  on-line
trajectory  generation  of  multiple  interceptors  after  the
longitudinal change of the PIA. By using the IIA of four
interceptors  to  cover  the  PIA,  the  PIA  at  the  end  of  the
middle  guidance  stage  is  obtained  by  predicting  the  tar-
get trajectory,

R̄1 = {(y,z)|9 392.9 ⩽ y ⩽ 37 677.1,

24 392.9 ⩽ z ⩽ 52 677.1,σy = σz = 4 714}.

Assuming  that  the  target  measurement  information  is
updated once in the 30 s of midcourse guidance, the PIA
after the update is

R̄2 = {(y,z)|16 463.9 ⩽ y ⩽ 30 606.1,

26 463.9 ⩽ z ⩽ 40 606.1,σy = σz = 2 357}.

The  initial  conditions  of  the  base  trajectories  of  the
four interceptors are set as follows in Table 1.
 
 

Table  1      Initial  condition  setting  of  medium  guidance  reference
trajectory

V0 /(m/s) x0 /km y0 /km θ0 /(°) ψv0 /(°)
3 000 0 80 −3 0

 
Among them, the initial positions of M1, M2, M3 and

M4 are  10 km,  20 km,  27.07 km and 37.07 km respect-
ively. According to the PIA, the terminal state of the in-
terceptor can be optimized as in Table 2 and Table 3.
 
 

Table 2    Terminal condition setting of medium guidance reference
trajectory

Missile V f /(m/s) x f /km y f /km z f /km θ f /(°) ψv f /(°)
M1 Max 600 20 42.07 0 0

M2 Max 600 20 35 0 0

M3 Max 600 27.07 35 0 0

M4 Max 600 27.07 42.07 0 0

 
 

Table  3      Terminal  condition  setting  of  medium  guidance  correc-
tion trajectory

Missile x f /km y f /km z f /km θ f /(°) ψv f /(°)
M1 600 20 37.07 0 0

M2 600 20 30 0 0

M3 600 27.07 30 0 0

M4 600 27.07 37.07 0 0

 

R1 R2

The simulation results are shown in Fig. 12 and Fig. 13.
Fig.  12 and Fig.  13 show  the  simulation  results  of  the
four  interceptors  IIA  covering  the  PIA  of  the  target  co-
operatively. When the terminal capability of the intercep-
tors is limited, the interceptors can only cover 2/3 of the
PIA.  When  the  target  moves  longitudinally  in  30  s,  the
PIA changes from  to . According to the updated tar-
get PIA, the terminal position and velocity direction con-
straints  of  multiple  interceptors  are  solved,  and  the  tra-
jectories are generated on-line as shown in Fig. 13. “stan
traj” means standard trajectory, “cor traj” means correc-
tion trajectory. The revised trajectories enable the four in-
terceptors  IIA  to  cover  the  target  PIA R2 well,  and  the
coverage  rate  can  reach  0.91.  The  longitudinal  adjust-
ment ability of midcourse guidance and the effectiveness
of  the  cooperative  coverage  of  multiple  interceptors  are
verified.
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Fig. 13    Generation of four interceptors’ correctional trajectories
 

Scenario  2:  In  order  to  verify  the  effectiveness  of  co-
operative  coverage  after  lateral  adjustment  of  midcourse
guidance trajectory of multiple interceptors, it is assumed
that  during  midcourse  guidance,  the  target  measurement
information has been updated four  times in total,  among
which  the  projection  of  the  PIA  in  the  target  encounter
plane at the initial time of midcourse guidance is

R̄1 = {(y,z)| −15 000 ⩽ y ⩽ 65 000,

30 000 ⩽ z ⩽ 50 000,σy = 13 333,σz = 3 333.3}.

In  the  10th  second  of  midcourse  guidance,  the  target
measurement  information  is  updated  for  the  first  time,
and the PIA after updating is

R̄2 = {(y,z)|1 000 ⩽ y ⩽ 70 000,

30 500 ⩽ z ⩽ 49 500,σy = 12 405,σz = 2 805.3}.

In  the  20th  second  of  midcourse  guidance,  the  target
measurement information is updated for the second time,
and the PIA after updating is

R̄3 = {(y,z)|25 000 ⩽ y ⩽ 82 000,

32 000 ⩽ z ⩽ 46 500,σy = 9 200,σz = 2 100}.

In  the  30th  second  of  midcourse  guidance,  the  target
measurement  information  is  updated  for  the  third  time,
and the PIA after updating is

R̄4 = {(y,z)|45 000 ⩽ y ⩽ 90 000,

32 500 ⩽ z ⩽ 44 600,σy = 7 200,σz = 1 850}.

In  the  40th  second  of  midcourse  guidance,  the  mea-
surement  information  of  the  target  is  updated  for  the
fourth time, and the PIA is

R̄5 = {(y,z)|56 000 ⩽ y ⩽ 96 000,
33 600 ⩽ z ⩽ 43 600,σy = 6 666.7,σz = 1 666.7}.

According  to  the  initial  time  of  midcourse  guidance,
the PIA information at the hand-off time is obtained and
generats  four  standard  trajectories,  the  standard  trajecto-
ries parameters are as follows in Table 4.
  
Table  4      Initial  and  terminal  condition  settings  of  medium  guid-
ance reference trajectory

V0 /(m/s) x0 /km z0 /km θ0 /(°) ψv0 /(°)
3 000 0 80 −3 0

V f /(m/s) x f /km z f /km θ f /(°) ψv f /(°)
Max 600 40 0 0

 

Among them, M1, M2, M3 and M4 have the same posi-
tion  of  the y-axis  at  the  initial  time  and  terminal  time,
which are 10 km, 20 km, 30 km, and 40 km. The trajecto-
ries have four corrections in terminal states as in Table 5.
  
Table  5      Terminal  condition  setting  of  medium  guidance  correc-
tion trajectory

Variable Correction 1 Correction 2 Correction 3 Correction 4

dy f  /km 10 10 10 8

dψv f /(°) 2 2 2 2
 

The simulation results are shown in Fig. 14 and Fig. 15.
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Fig.  14 shows  the  standard  trajectories  generated  off-
line  by  four  interceptors,  and  the  PIA  in  lateral  is  obvi-
ously more dispersive than that on the longitudinal direc-
tion.  By optimizing the terminal state of the multiple in-
terceptors,  it  is  found that  the  multiple  interceptors  need
to be deployed in the side intensively to achieve the maxi-
mum coverage of the PIA of the target in the IIA. It can
be  seen  from Fig.  14 that  the  standard  trajectories  gene-
rated by interceptors can ensure the effective coverage of
IIA  to  the  PIA  obtained  at  the  initial  time  of  midcourse
guidance; with the continuous development of midcourse
guidance  of  multiple  interceptors,  the  PIA of  targets  has
been  updated  four  times,  and  the  PIA obtained  from the
four updated target  measurement information , , 
and . According to the target PIA obtained at different
times,  calculate  the  terminal  position  and  velocity  direc-
tion  constraints  of  multiple  interceptors,  and  adjust  the
trajectories  of  multiple  interceptors  for  four  times,  as
shown in Fig. 15, Mod1−Mod4 mean four corrections in
terminal states. Finally, ensure that the IIA of the four in-
terceptors can cover the PIA  well, covering a probab-
ility integral of 0.89. It is verified that the ability of late-
ral continuous adjustment and the effectiveness of coope-
rative coverage of multiple interceptors are available. 

5. Conclusions
Based on the method of on-line generation of midcourse
guidance  trajectory  under  neighborhood  optimal  control,
through optimizing the zero control terminal position, this
paper  proposes  a  strategy  of  cooperatively  covering  the
PIA.  Aiming  at  the  problem  that  the  terminal  guidance
correction  ability  of  a  single  interceptor  is  insufficient,
the multiple interceptor area can be used to cover the tar-
get  PIA.  The  hit  probability  of  the  interceptor  is  greatly
increased.
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