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Abstract: An adaptive dwell scheduling algorithm for phased ar-
ray radar (PAR) is proposed in this paper. The concept of online
dynamic template is introduced, based on which a general pulse
interleaving  technique  for  PAR  is  put  forward.  The  pulse  inter-
leaving condition of the novel pulse interleaving is more intuitive
and general. The traditional adaptive dwell scheduling algorithm
combined  with  the  general  novel  pulse  interleaving  technique
results  in  the  online  adaptive  dwell  scheduling  based  on  dyna-
mic  template  for  PAR is  given.  The  proposed  algorithm is  suit-
able for radar tasks with multiple pulse repetition intervals (PRIs),
which  can  be  utilized  in  the  actual  radar  system.  For  the  pur-
pose  of  further  improving  the  scheduling  efficiency,  an  efficient
version  is  proposed.  Simulation  results  demonstrate  the  effec-
tiveness  of  the  proposed  algorithm  and  the  efficient  one.  The
proposed efficient algorithm can improve the time utilization ra-
tio  (TUR)  by  9%,  the  hit  value  ratio  (HVR)  by  3.5%,  and  reduce
the  task  drop  ratio  (TDR)  by  6% in  comparison  with  existing
dwell  scheduling  algorithms  considering  pulse  interleaving  in
PAR and the proposed efficient one.

Keywords: dynamic template, dwell scheduling, pulse interleav-
ing.
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1. Introduction
Phased  array  radar  (PAR)  can  switch  its  beam  direction
rapidly,  so  it  has  the  ability  of  multi-function.  The  sys-
tem  resources  are  shared  by  different  radar  tasks,  there-
fore the effective resource management algorithm is very
important for PAR to make better use of its performance.
Radar  resource  management  involves  prioritization  [1],
parameter selection [2−7], and scheduling [8−31]. We fo-
cus on the dwell scheduling problem in this paper.

The dwell scheduling based on the template is the pio-
neer scheduling method [8−10]. As the templates are of-

ten  designed  offline  and  fixed,  they  lack  the  flexibi-
lity  and  adaptability  to  the  working  environment  of  the
radar  system.  The  adaptive  dwell  scheduling  algorithms
[11−13] are more flexible and effective than the methods
based  on  templates.  The  execution  time  of  scheduled
dwells  in  each scheduling interval  is  allocated according
to the working priority of tasks in [11], which is adaptive
to  the  system  resource.  In  [12],  the  quadratic  program-
ming can obtain the best execution time of tasks. A new
adaptive  dwell  scheduling  algorithm  was  proposed  in
[13], where the concept of time pointer was introduced to
make the task priority dynamic during scheduling. Based
on time pointer analysis method, the proposed algorithm
of  [14]  solves  the  problem  of  two-dimensional  resource
management in PAR. The analysis method based on time
pointer  was  proposed  to  schedule  tasks  for  the  air-de-
fense  phased  array  radar  in  [15].  In  previous  adaptive
dwell scheduling algorithms, radar task was regarded as a
whole  and cannot  be  preempted.  For  the  purpose of  fur-
ther  improving  the  utilization  of  radar  system  time  and
energy  resources,  the  pulse  interleaving  technique  was
put  forward  in  [16].  In  [17],  a  novel  adaptive  dwell
scheduling  algorithm  based  on  pulse  interleaving  tech-
nique was proposed by modifying the time pointer’s slid-
ing  step  in  the  algorithm  of  [13].  In  [18],  a  pulse  inter-
leaving technique based on the analysis on the state of re-
maining  resource  was  proposed.  In  [19],  the  pulse  inter-
leaving in phased array radar was considered which was
realized through checking if three pulse overlapping con-
ditions  are  not  met.  The  pulse  interleaving  was  realized
by updating the remaining time pieces and checking if the
transmitting  and  receiving  durations  can  be  executed  in
these  pieces  in  [20].  Adaptive  dwell  scheduling  method
based on pulse interleaving for digital array radar (DAR)
was  proposed  in  [21], where  the  receiving  duration  of
tasks can be overlapped in DAR. The start  and end time
of  the  receiving  duration  was  used  to  analyze  time  con-
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straints  of  pulse  interleaving  in  [22],  which  reduces  the
complexity  of  the  interleaving  analysis.  In  [23],  a  pulse
interleaving  technique  based  on  the  state  analysis  of  the
scheduling  interval  was  proposed,  which  was  combined
with  convential  dwell  scheduling  algorithm  to  realize
dwell  scheduling for  DAR. A simplified pulse  interleav-
ing  method  was  given  in  [24]  for  DAR.  However,  the
task model is not a realistic one, which limits the applica-
tion of the method. The pulse interleaving that makes full
use  of  transmitting,  waiting  and  receiving  durations  of
radar  dwells  were  proposed  in  MIMO radars  in  [25,26].
This paper focuses on the dwell scheduling for PAR.

Based on the works above, it can be seen that
(i)  Adaptive  dwell  scheduling  methods  and  the  ones

based  on  templates  are  regarded  to  be  independent.  The
combination of them has never been considered so far.

(ii)  In  existing  pulse  interleaving  methods,  only  the
dwell  tasks with the same pulse repetition interval  (PRI)
and PRI  number  can be  interleaved [21,25],  or  the  tasks
with  only  one  single  PRI  are  interleaved  [22,27−30].  In
practice, multiple PRIs are contained in actual radar task
to obtain the desired signal to noise ratio (SNR).

Therefore,  the  concept  of  online  dynamic  template  is
introduced, which represents the occupied time and ener-
gy situation  of  the  remaining time in  a  scheduling inter-
val  (SI).  Combined  with  the  traditional  adaptive  dwell
scheduling  algorithm,  an  online  adaptive  dwell  schedul-
ing algorithm based on dynamic template for PAR is put
forward, whose contributions include

(i) The proposed algorithm is a combination of the ad-
aptive  dwell  scheduling  algorithm  and  online  dynamic
template.

(ii)  The  novel  pulse  interleaving  based  on  online  dy-
namic template  is  put  forward,  whose conditions of  suc-
cessful interleaving are more intuitive.

(iii)  Because  the  proposed  algorithm  is  based  on  the
radar task model with multiple PRIs, it can be utilized in
actual radar.

(iv) Based on the proposed algorithm, an efficient ver-
sion is  developed to improve the execution efficiency of
the algorithm.

The rest of the paper is organized as follows: Section 2
describes  the  model  formulation  of  dwell  scheduling.
Section 3 puts forward the online adaptive dwell schedul-
ing algorithm based on dynamic template  for  PAR. Sec-
tion  4  develops  an  efficient  version  of  the  proposed  one
in Section 3. The simulation results are shown in Section 5,
and the conclusions of this paper are drawn in Section 6. 

2. Model  formulation  of  dwell  scheduling  in
PAR

To  obtain  desired  SNR,  multiple  PRIs  are  included  in  a

radar  task.  In  each PRI,  the system transmits,  waits,  and
receives the echoes, which can be depicted in Fig. 1.
  

...

: Transmitting duration; : Receiving duration.

First PRI Mth PRI

Waiting duration

pri

pt
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tr
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Fig. 1    Radar task model
 

iTherefore, construct the model of Task  as follows:

Ti = {wi, rti,di, li, txi, twi, tri,Mi, prii,Pti
}
. (1)

rti− li rti+ li

The parameters of the radar task model are described in
Table 1, where the calculation of other parameters of the
task can obtain the deadline in [31]. According to the ex-
pected  execution  time  and  the  time  window,  we  can  get
the earliest and latest execution time of a task, which are

 and  respectively.
  

Table 1    Description of the radar task model

Parameter Description
wi The working priority

di The deadline
rti The expected execution time
Pti The transmitting power
li The time window

Mi The number of PRIs
prii The PRI
txi The transmitting duration
twi The waiting duration
tri The receiving duration

 
In  the  process  of  dwell  scheduling,  firstly  the  radar

time resource constraints should be satisfied, including:
(i)  All  scheduled  tasks  must  be  completed  before  the

deadline.
(ii)  The transmitting durations and receiving durations

of these tasks do not overlap with each other.

tx0+ tx1

When pulse interleaving is considered during schedul-
ing,  the  duration  of  transmitting  is  prolonged.  For  ex-
ample, in Fig. 2 which shows that the interleaving in the
first  PRI of  Task0 and Task1,  is  the total  trans-
mitting  duration  length  of  radar  system  after  Task0  and
Task1  interleaving.  Therefore,  the  energy  constraint
should be considered:
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E (t) ⩽ Eth (2)

E (t)
t

where  is  the  radar  system  energy  consumption  at
time  and can be calculated as follows:

E (t) =
w t

0
P (x)e(x−t)/ τdx (3)

τ P (x)
Eth

where  is  the  look-back  period  and  is  the  power
function.  is a threshold of the maximum energy con-
sumption of the system.
  

Pt

tx0+tx1

tx0

tx1

tr1 tr0

: Task0.: Task1;

Fig. 2    Interleaving of two tasks in the first PRI
 

Note  that  the  tasks  with  different  PRIs  and  PRI  num-
bers  may be interleaved in  this  paper.  It  is  more general
compared  with  existing  pulse  interleaving  techniques,
which will be explained in detail in Section 3.

M

swi Ti

In  the  process  of  arranging  the  task  scheduling  se-
quence, the priority and deadline of the radar task is con-
sidered  comprehensively.  Assume  radar  tasks  are  re-
quested to be scheduled at the moment, the synthetic pri-
ority  for  is calculated as follows [13]:

swi =
(
(M+2−η) ·Ndi+η ·Npi

)
/ (M+1) (4)

Npi Ndi Ti

η

where  and  are the serial number of  in the task
request  queues  arranged  according  to  the  working  mode
priority  and  deadline  respectively.  is  a  controllable
parameter.

NAssume there are  dwell tasks applied to be executed
in  current  SI.  Based  on  above  synthetical  priority  and
constraints,  the  dwell  scheduling  optimization  model  is
given:

max
N1 ,N2 ,N3

N1∑
i=1

swi

s.t.



max(rti− li, t0) ⩽ eti <min(rti+ li, tend) , i = 1,2, · · · ,N1
N1∩
i=1

{
Mi∪
j=1

[
eti+ ( j−1) ·prii,eti+ ( j−1) ·prii+ txi

]}
= ∅, i = 1,2, · · · ,N1

N1∩
i=1

{
Mi∪
j=1

[
eti+ ( j−1) ·prii+txi+ twi,eti+ ( j−1) ·prii+ txi+ twi+ tri

]}
= ∅, i = 1,2, · · · ,N1{

Mi∪
j=1

[
eti+ ( j−1) ·prii,eti+ ( j−1) ·prii+ txi

]}∩{
Mk∪
j=1

[
etk + ( j−1) ·prik + txk + twk,etk + ( j−1) ·prik + txk + twk + trk

]}
= ∅, ∀i,k ∈ [1,N1]

E (t) ⩽ Eth, t ∈ [t0, tend)
rtu+ lu ⩾ tend, u = 1,2, · · · ,N2

rtv+ lv < tend, v = 1,2, · · · ,N3

(5)

t0 tend

eti Ti

N1 + N2 + N3 = N
N1 N2 N3

where  is the beginning time of the SI and  is the end
of  the  SI.  is  the  actual  execution  time  of .  Obvi-
ously, .  And the  task numbers  of  sche-
duled,  delayed and deleted sequence are , ,  and 
respectively.

There are seven constraints in the above dwell schedul-
ing optimization model. The first one means that the actu-
al execution time allocated to each task should be within
its  executable  time range.  The  second to  the  fourth  con-
straints correspond to no interrupt during transmitting and
receiving. The energy constraint is shown in the fifth in-
equality.  The  conditions  for  delayed  tasks  and  deleted
tasks  are  described  by  the  last  two  inequalities  in  the
dwell scheduling optimization model respectively.
 

3. Online adaptive dwell scheduling based on
dynamic template for PAR

 

3.1    Introduction of online dynamic template

The conventional adaptive dwell scheduling algorithm in
[13] is chosen as the basic dwell scheduling algorithm as
its  superiority  over  other  conventional  adaptive  dwell
scheduling algorithms. It includes the following steps:

tp
(
tp ⩾ t0

)
i = 0

Step  1　 Initialize  the  time  pointer  of  the
scheduling interval, and .

tp

n
i = i+n

Step 2　Select the task requests meeting that  is lar-
ger  than  the  latest  execution  time  of  them.  Assume  the
number  of  selected  tasks  is ,  then  delete  them  and

.
tpStep 3　Choose the task requests satisfying that  is

larger  than  the  earliest  execution  time  of  them.  And  the
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synthetic priorities of them are calculated according to (4).

T j

Step 4　Choose the task request with the highest syn-
thetic priority to be the scheduled one, and denote it as .

tp = tp+pri j×M j i = i+1 i > N
tp > t0+LSI

Step 5　Update  and . If 
or , the process of scheduling ends, otherwise
go to Step 2.

It  can be seen in Step 5 that  once a task is  scheduled,
the time pointer will slide the length of its dwell time as
shown  in Fig.  3.  Therefore,  the  waiting  duration  of  this
task is not utilized.
  

t0+LSI
tp

t0

First PRI

…

Slide
tp

Fig. 3    Sliding process of the time pointer
 

As shown in Fig. 3, it can be seen that the time pointer
continuously slides in the scheduling interval and the left
resource in the SI is  the one during the time pointer and
the  ending  time  of  this  SI.  Based  on  the  sliding  time
pointer,  a  dynamic  template  can  be  constructed,  which
can be described as follows:

B =
{
tp, t0+LSI,∆t,S,E

}
(6)

tp B t0+LSI

B LSI

∆t B
B

S E
S E

where  is the start time of template  and  is the
end time of template .  is the length of the current SI.

 is the length of the slot in the template . The time re-
source occupation, energy consumption of template  are
described by the vectors  and . Fig. 4 shows the illus-
tration of the template. The length of  and  is

ntp =

⌈
(t0+LSI)− tp

∆t

⌉
(7)

⌈·⌉where rounding up is denoted by .

 
 

tp t
0
+L

SI

...Template B

Δt

S=[S (1) S (2) S (3) ... S (ntp)]∈
1×ntp

E=[E (1) E (2) E (3) ... E (ntp)]∈
1×ntp

Fig. 4    Characterizations of dynamic template
 [

tp, t0+LSI
]

B
S

B E

It can be seen that  is discretized to form the
template. The occupancy slots in  by all scheduled tasks
is reflected by . The consumed energy after each slot in

 is reflected by . 

3.2    A  general  pulse  interleaving  analysis  based  on
dynamic template

B

T1

T2 tp

When  developing  the  dwell  scheduling  algorithm  for
PAR,  this  paper  fully  considers  the  pulse  interleaving
technique. Based on dynamic template , a general pulse
interleaving  analysis  method  can  be  designed.  Suppose
task  is  scheduled,  then  analyze  if  the  system  can
schedule  at  according to the following way:

T2

T2 tp
B

∆S ∆E
∆S ∆E

(i)  The state variation vectors caused by  are calcu-
lated. When the system schedules task  at ,  the situ-
ation  of  time  and  energy  resource  in  template  will  be
changed  where  and   describe  variations  in  time
and energy resource consumption caused.  and  are
calculated as follows:

∆S ( j)=



1, j ∈
M∪

k=1

(
(k−1)pri
∆t

+1,
(k−1)pri+tx

∆t

]
∪(

(k−1)pri+ tx+ tw
∆t

+1,
(k−1)pri+tx+tw+tr

∆t

]
0, else

,

(8)

∆E ( j) =
M∑

k=1

∆Ek ( j) , (9)

∆Ek ( j) =


Pt τ

[
1− exp

(
(k−1)pri− j∆t

τ

)]
， j ∈

(
(k−1)pri
∆t

+1,
(k−1)pri+ tx

∆t

]
∆Ek

(
(k−1)pri+ tx

∆t

)
exp

(
(k−1)pri+ tx− j∆t

τ

)
， j ∈

(
(k−1)pri+ tx

∆t
+1,ntp

]
0, else

. (10)

jth
B ∆Ek ( j)

kth T

In  (9),  the  energy state  variation of  the  slot  in  the
dynamic  template  is  denoted  as ,  which  is
caused by the  PRI of task .

B(ii)  The constrains  in  dynamic  template  are  judged.
Check whether the inequalities (11) and (12) meet the fol-
lowing time and energy constraints:

max(S+∆S) ⩽ 1, (11)

max(E+∆E) ⩽ Eth, (12)

T2where (11) denotes that task  and other scheduled tasks
will not interrupt with each other during execution. Equa-
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B

T2 tp

tion  (12)  indicates  that  the  energy  by  consumed  of  dy-
namic  template  will  not  exceed  the  threshold,  which
corresponds to the fifth constraint in (5). If (11) and (12)
are  met,  the  system can  schedule  at  .  The  parame-

S E
∆S ∆E

ters  and   of  the  template  will  be  updated. Fig.  5
shows the detailed  and . Obviously, the two tasks
have different PRIs and the number of PRIs.
 

 
 

pri1=8Δt

pri2=4Δt

M1=2

M2=2

...

t0+LSI

…Dynamic template B

Variations in the time

and energy state of the

template B
: T1, tx1=Δt, tw1=5Δt, tr1=Δt; : T2, tx2=Δt, tw2=Δt, tr2=Δt.

tp

tr1tr2tx1 tx2 tw2

tw1

ΔS=[1   0   1   0   1  1   1   1   1   0  1   0   1   1   1  0 ··· 0]∈
1×ntp

ΔE=[ΔE (1) ΔE (2) ΔE (3) ΔE (4) ΔE (5) ΔE (6) ΔE (7) ΔE (8) ΔE (9) ΔE (10)  ··· ΔE (ntp)]∈
1×ntp

Fig. 5    Analysis process of pulse interleaving in dynamic template
 

Based on the dynamic template, the pulse interleaving
involved in the above scheduling analysis method is easi-
er and general. 

3.3    Online  adaptive  dwell  scheduling  algorithm
based on dynamic template

[t0, t0+LSI] N
T = {T1,T2, · · · ,TN}

Combing the adaptive dwell scheduling algorithm in [13]
and the above novel online pulse interleaving method, the
online  adaptive  scheduling  algorithm  based  on  dynamic
template  is  obtained.  Assume  during  the  current  SI

,  dwell tasks applied to be scheduled are de-
noted as .  The steps  of  the  online  ad-
aptive  scheduling  algorithm  based  on  dynamic  template
are as follows:

B
t0

t0+LSI i = 0 tp
S E

Step  1　Dynamic  template  is  initialized.  The  start
time  of  initial  template  is  and  the  end  time  of  initial
template is . Let . The time pointer  and the
state  vectors  and   of  initial  template  are  set  as  fol-
lows:

tp = t0, (13)

S = 0 ∈ C1×ntp , (14)

E = 0 ∈ C1×ntp , (15)

ntpwhere  is calculated by (7).
tp

n
i = i+n

Step 2　Select the task requests meeting that  is lar-
ger  than  the  latest  execution  time  of  them.  Assume  the
number  of  selected  tasks  is ,  then  delete  them  and

.
tpStep 3　Choose the task requests satisfying that  is

larger  than  the  earliest  execution  time  of  them.  And  the

Ttest Ttest tp
B

synthetic  priorities  of  them  are  calculated  according  to
(4). Denote the task with the highest synthetic priority as

 and judge whether  is scheduled at  in the dyna-
mic template  according to Section 3.2.

Ttest tpStep 4　If  can be scheduled at , parameters are
updated as follows:

∆tp = tx, (16)

i = i+1, (17)

tx Ttest

∆tp = ∆t
where  is  the  transmitting  duration  of .  Otherwise,

.
tp = tp+∆tp
B

Step 5　Let ,  other parameters in the dy-
namic template  are updated as follows:

S = S+∆S, (18)

E = E+∆E, (19)

S = S
[
∆tp
∆t
+1:end

]
, (20)

E = E
[
∆tp
∆t
+1:end

]
. (21)

i > N tp > t0+LSIStep  6　If   or  ,  the  analysis  process
of task scheduling ends, otherwise go to Step 2.

∆t S

E
LSI

∆t
2× LSI

∆t
2×

[LSI

∆t
−1

]

In  the  proposed  algorithm,  the  complexity  is  mainly
based on (18) and (19). The time pointer slides a time slot

 each time. At the beginning of SI, the lengths of  and

 are   and  the  calculation  of  (18)  and  (19)  involves

 times  summation.  Then  it  involves 
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2×

LSI

∆t −1∑
i=0

(LSI

∆t
− i

)
=

(LSI

∆t

)2

+
LSI

∆t

times  summation  in  the  next  step  and  so  on.  Therefore,
in  general,  the  complexity  of  the  algorithm  can  be

described as .
 

4. An  efficient  version  of  online  adaptive
dwell  scheduling  algorithm  based  on  dy-
namic template for phased array radar

B

B
tp

In the proposed algorithm, the time pointer slides accord-
ing to the length of the transmitting duration of the sche-
duled  task.  However,  if  the  occupancy  of  the  dynamic
template  is already high, then the time pointer can slide
further  to  improve  the  execution  efficiency  of  the  pro-
posed algorithm. In order to evaluate the occupancy of ,
the time utilization ratio of a period after  is considered.

B P

As  shown  in Fig.  6,  the  positions  of  the  red  lines  are
between the continuously occupied time slot and the next
unoccupied  time  slot  adjacent  to  it  in  the  dynamic  tem-
plate . They are described by vector  as follows:

P = [P (1) ,P (2) , · · · ,P (m)] (22)

m
P (1) = 2,P (2) = 5,P (3) = 8

P

where  is  the  number  of  red  lines.  For  example,
 in  Fig.  6.  The  utilization  ra-

tio corresponds to  is denoted as

U = [u (1) ,u (2) , · · · ,u (m)] (23)

u ( j)
[
tp, tp+P ( j)×∆t

]
j = 1,2, · · · ,m j∗

U

where  is  the  utilization  ratio  of ,
. The index  of the first element in vector

 that makes the following inequality hold is found:u ( j∗+1) < rth, j > j∗

u ( j) ⩾ rth, j ⩽ j∗
(24)

rth

∆tp = P ( j∗)×∆t ∆tp = tx u (1) < rth

where  is  an  expected  utilization  ratio.  The  sliding
length  of  the  time  pointer  is  updated  accordingly  as

. Especially,  when .

 
 

tp

Δtp=P (3)×Δt

Δtp=P (2)×Δt

Δtp=P (1)×Δt

83 4 5 6 7 ...
Template B 21 ntp

… t0+LSI

S=[0   1   0   0  1   0   0   1   0 ··· 1   0]∈
1×ntp

Fig. 6    Illustration of the red lines in the dynamic template
 

Fig.  7 describes  the  flow  chart  of  the  efficient  al-
gorithm, where Step 4 of the original proposed algorithm
in Section 3.3 is replaced by Steps 4A−4D.
 

Initialize the parameters of template

B according to (13)−(15). Let i=0.

End

Select radar tasks applying for

execution in [t0,t0+LSI], assume the

number of tasks is N.

The tasks satisfying that tp is larger

than rt+l are selected. The number of
them is n and delete them, i=i+n.

The synthetic priorities of tasks

whose earliest execution time prior

to tp are calculated by (4).  

   According to Section 3.2
check if Ttest  is scheduled 

at tp?

Calculate the state variation vector

ΔS, ΔE caused by Ttest according

to (8)−(10).

i=i+1

Find the vector P , U in the

template B according to (22)
and  (23). 

N>0?

Update the parameters of template

B according to (18)−(21).

tp=tp+Δtp

i>N or tp>t0+LSI?

Yes

No

No

u (j)< rth ?

Yes

No

Δtp=P (j*)·Δt

Δtp=tx

Δtp=Δt

Yes

No

Select the one with the

highest  synthetic priority，
denote it as Ttest. 

j=1

j=j+1

u (j+1)< rth ?

j*=j

Yes

Yes

No

Fig. 7    Flow chart of the efficient version
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Ttest tp
∆tp = tx i = i+1

Step 4A　If  can be scheduled at , go to Step 4B.
Otherwise,  and , go to Step 5 in Section
3.3.

P
B[
tp, tp+P ( j)×∆t

]
, j = 1,2, · · · ,m U

u (1) < rth i = i+1 ∆tp

Step 4B　Find the  vector  in  the  dynamic  template
 according to  (22)  and calculate  the  utilization ratio  of

 to  form  vector .  If
, ,  update  according to (16) and go

to Step 5. Otherwise, go to Step 4C.
j∗

U
Step 4C　Find the index  of the first element in vec-

tor  that satisfies (24).
Step 4D　Update the sliding length as follows:

∆tp = P ( j∗) ·∆t. (25)

rth

rth

It  can  be  seen  that  in  the  efficient  version  of  the  pro-
posed algorithm, the sliding step can be adaptive with the
utilization  ratio  of  the  template.  If  it  has  already  been
fully used, the sliding step is relatively large. Otherwise,
it slides as before. It is specially noted that if  is selec-
ted  as  100%,  the  efficient  algorithm  is  the  original  one
proposed  in  Section  3.3.  In  the  efficient  algorithm,  the
smaller is , the easier is the time pointer slides forward.
Therefore, the complexity of the efficient version is pro-

(1− rth)
[(LSI

∆t

)2

+
LSI

∆t

]
portional to .
 

5. Simulation results

SI = 4 ms Eth = 10 J τ = 200 ms ∆t = 0.5 ms

Considering  horizon  searching,  airspace  searching,  pre-
cise  tracking,  normal  tracking  and  confirmation  tasks  in
the simulation scene, set the whole simulation time as 4 s,

, ,  and  .  The
searching  task  requires  many  beams  to  complete  the
searching of a given area, therefore, the dwell number is
more  than  1.  For  the  confirmation  task,  the  position
where there is  possibly a target should be illuminated. It
is  a  random  event,  and  usually  involves  one  dwell.  For
the  tracking  task,  at  each  sampling  moment,  the  beam
should  be  transmitted  towards  the  predicted  position  of
the  target,  and  only  one  dwell  is  included.  The  detailed
radar task parameters are given in Table 2 [13].  Increas-
ing the  target  number  from 0 to  100,  the  ratio  of  targets
with precise tracking and ones with normal tracking is set
as  1:4.  The  performances  indices  of  the  proposed  al-
gorithm  are  compared  with  two  existing  dwell  schedul-
ing  algorithms,  which  are  the  algorithm  in  [17]  (Al-
gorithm A) and the one in [13] (Algorithm B).

 
 

Table 2    Parameters of radar tasks

Task type w Dwell number Period/ms L/ms Pt/kw tx/ms tw/ms tr/ms Pri/ms M

Confirmation 5 1 − 15 5 0.5 2.5 0.5 4 2

Precise tracking 4 1 500 15 4 0.5 1 0.5 2.5 2

Normal tracking 3 1 100 25 3 0.5 2.5 0.5 4 2

Horizon search 2 100 2 000 − 4 0.5 − 2 3 4

Airspace search 1 150 4 000 − 3 0.5 − 1.5 2.5 4
 

(i)  Task  drop  ratio  (TDR):  it  is  defined  as  the  ratio
between  the  number  of  radar  tasks  deleted  and  the  total
number of tasks requested to be executed. It can be calcu-
lated as

TDR =
Nlose

Ntotal
(26)

Ntotal

Nlose

where  is  the  total  number  of  tasks  requested  to  be
executed,  is the number of radar tasks deleted.

(ii) Time utilization ratio (TUR): it is defined as the ra-
tio between the total time of the transmitting and receiv-
ing durations of radar tasks scheduled and the total simu-
lation time. It can be calculated as

TUR =

Nsuc∑
i=1

(txi+ tri)

Ttotal
(27)

Ttotalwhere  is the simulation time.

(iii) Hit value ratio (HVR): it is defined as the ratio of
the hit  value of  radar  tasks scheduled to that  of  all  tasks
requested to be scheduled. It can be expressed as

HVR =
Nsuc∑
i=1

wi

/ Ntotal∑
i=1

wi (28)

Nsucwhere  is the number of successfully scheduled tasks.
Fig. 8 to Fig. 13 show the average results of 100 Monte

Carlo simulations.
rth

rth

When  using  the  proposed  algorithm,  parameter 
should be given firstly. Consider  is set to be 0.25, 0.5,
0.75 and 1.00.

rth = 1
Firstly,  the  performances  of  the  original  proposed  al-

gorithm and the  efficient  one  with  are  compared.
Fig. 8(a) shows the comparison of TDRs. Fig. 8(b) shows
the comparison of TURs. Fig. 8(c) shows the comparison
of  HVRs.  It  can be seen that  they have similar  perform-
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∆t

rth = 1
rth

ances. The reason is that when the threshold is 1, the ef-
fect is equivalent to sliding the time pointer  each time.
Obviously,  the  TDRs,  HVRs  and  TURs  of  two  al-
gorithms are almost the same. Fig. 9 shows the cost time
comparison.  The  dwell  scheduling  efficiency  is  slightly
improved by the efficient version with . Therefore,
to  obtain  obvious  efficiency  improvement,  should  be
decreased further.
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Fig.  8      Comparison  of  the  performances  of  the  original  proposed
algorithm and the efficient one with  
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Fig. 9    Comparison of cost time of the original proposed algorithm
and the efficient one with 
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Fig. 10 shows the comparison results with different 
in the proposed algorithm. Obviously,  the HVR declines
more  slowly  and  the  TDR  rises  faster  as  increases
from 0.25 to 1.00. However, when  increases from 0.25
to 1.00, more time is spent by the scheduling process. The
introduction of  can save the cost time compared with
the  original  proposed  algorithm.  Moreover, with  the  in-
crease  of ,  TDR  and  HVR  will  become  closer  to  that
with .  Consider  the TDR, the HVR, and cost  time
comprehensively,  is selected as 0.75.
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rthFig. 10    Comparison of the proposed algorithm in different 
 

N = 40

B

Fig.  11 shows  the  comparison  of  TDRs.  The  TDR  of
Algorithm B rises  rapidly with the increase of  the target
number when . This is because the pulse interleav-
ing technology is not used in Algorithm B. Therefore, the
radar  system  wastes  the  waiting  durations  of  tasks.  Al-
though the pulse interleaving technology is introduced to
Algorithm  A  and  the  proposed  one,  the  TDR  of  Al-
gorithm A  rises  faster  compared  with  the  proposed  one.
When the targets number reaches 50, the radar tasks start
to be dropped in Algorithm A. However, the target num-
ber increases as 60, the proposed one begins to lose radar
tasks.  That  is  because  the  tasks  with  different  PRIs  and
PRI number may be interleaved in the dynamic template

. The proposed algorithm breaks the strict conditions of
Algorithm A which  only  allows  the  tasks  with  the  same
PRI and PRI number to be interleaved.
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Fig. 11    Comparison of TDRs
 

Fig.  12 compares  the  TURs  of  these  algorithms.  Be-
cause  the  waiting  durations  of  radar  tasks  are  neglected
by  Algorithm  B,  the  TUR  of  it  is  much  lower  than  the
proposed  algorithm  and  Algorithm  A.  Increasing  of  the

number  of  targets,  radar  resources  are  insufficient  for
scheduling more tasks in Algorithm B, which leads to the
losing of more and more tasks and the TUR of Algorithm B
decreases  quickly  after  the  targets  number  reaches  40.
Because  of  too  strict  conditions  of  pulse  interleaving  in
Algorithm A, the interleaved tasks are fewer than the pro-
posed  algorithm.  Therefore,  the  proposed  algorithm  can
schedule  more  tasks  and  the  TUR  of  it  is  much  higher
than Algorithm A after the targets number reaches 50.
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Fig. 12    Comparison of TURs
 

Fig. 13 compares the HVR of these algorithms. Before
the targets number reaches 40, the HVRs of Algorithm B,
Algorithm  A  and  the  proposed  one  are  same  as  1.  The
HVR of Algorithm B is the first to drop from 1. Then the
HVR of Algorithm A begins to decrease correspondingly
when the targets number reaches 50. Until the number of
targets  reaches  60,  the  HVR  of  the  proposed  algorithm
starts  to change,  the decreasing trend of  which is  slower
compared with other two algorithms.
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Therefore,  compared  with  other  existing  pulse  inter-
leaving  algorithms  in  PAR,  the  TDR  is  significantly  re-
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rth

duced by 6% and the TUR and the HVR are improved by
9% and 3.5% respectively in the proposed algorithm. Fur-
thermore,  the  value  of  is  recommended  to  be  75%,
which  can  balance  the  scheduling  performance  and  effi-
ciency effectively. 

6. Conclusions
For  the  purpose  of  fully  exerting  the  performance  of
PAR,  it  is  necessary  to  manage  its  limited  resources  ef-
fectively. And it is the key point to design the dwell sche-
duling algorithm in PAR. The concept of online dynamic
template  is  introduced,  based  on  which  the  novel  online
pulse interleaving technique is proposed. Compared with
existing pulse interleaving methods, it is easier and more
general to realize pulse interleaving between tasks. Com-
bining the existing dwell  scheduling method and the no-
vel pulse interleaving technique, an online adaptive dwell
scheduling algorithm based on dynamic template for PAR
is put forward. Moreover, in order to improve the execu-
tion  efficiency  of  the  proposed  algorithm,  an  efficient
version is developed. The simulation results show that the
algorithm  can  effectively  improve  the  TDR,  TUR,  and
HVR. In addition, the scheduling performance of the effi-
cient version of the proposed algorithm can be further im-
proved.
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