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Abstract: This paper proposes a mem-computing model of
memristive network-based genetic algorithm (MNGA) by build-
ing up the relationship between the memristive network (MN)
and the genetic algorithm (GA), and a new edge detection al-
gorithm where image pixels are defined as individuals of popula-
tion. First, the computing model of MNGA is designed to per-
form mem-computing, which brings new possibility of the hard-
ware implementation of GA. Secondly, MNGA-based edge de-
tection integrating image filter and GA operator deployed by MN
is proposed. Finally, simulation results demonstrate that the fig-
ure of merit (FoM) of our model is better than the latest memris-
tor-based swarm intelligence. In summary, a new way is found
to build proper matching of memristor to GA and aid image edge
detection.
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1. Introduction

The memristor was postulated first by Chua in 1971 as
the fourth basic element of electrical circuits [1,2]. Later,
its prototype model was fabricated by HP Inc. in 2008
[3]. The memristor is a two-terminal resistive element
with memory effects, where the state of the device de-
pends on one or more internal state variables and can be
modulated depending on the history of external stimula-
tion [4—6]. The compact device structure and the ability
to both store and process information at the same physic-
al locations make memristors and memristive networks
(MN) attractive candidates for neuromorphic computing
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and image engineering applications [7—9].

With the memristor being a unit to store and compute
information, the MN is designed to perform mem-com-
puting [8—10]. Mem-computing is defined as a novel
computing paradigm based on the ability of memory ele-
ments such as memristors [11]. In nature, mem-comput-
ing is a brain-inspired architecture composed of interact-
ing memory elements controlled by external signals. This
paper focuses on the design of MNs to implement mem-
computing in biological intelligence nature-inspired
meta-heuristic algorithms.

Nature-inspired meta-heuristic algorithms [10—26] fo-
cus on optimization problems by mimicking biological or
physical phenomena, which can be classified into human-
based algorithms, physics-based algorithms, swarm-based
algorithms [10—13], and evolutionary algorithms. As for
these algorithms, evolutionary algorithms inspired by the
natural evolution, especially the genetic algorithm (GA),
is of importance to solve optimization problems. GA in-
spired by the genetic process of biological organism, was
developed by Holland [15]. Recently, increasing atten-
tion to GA has been paid by researchers and efforts have
been made to improve GA for wide applications [16—26].
Specially, an effective genetic first-order statistical im-
age segmentation algorithm was proposed in [25], which
is the research field that we focus on.

Image segmentation can be classified into the threshold-
based methods, region growing methods, hybrid methods,
and edge detection methods. It aims to separate the de-
sired foreground object from background [25,27]. By al-
gorithm implementation and analysis [28,29], we find
that the process of detecting edges is very similar to the
evolution in GA, where edges in images are seen as high-
level fitness individuals in population. In light of this
design, we have implemented a new image edge detec-
tion method based on MN-based GA (MNGA) to obtain
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the edge information from gray images.

The motivation of this paper is to precisely compare
this seemingly different mem-computing and GA and un-
derstand their analogies and differences. The traditional
GA is a biological intelligence algorithm usually em-
ployed to save the optimization problem and studied with
software simulating [30]. Recently, research about
memristive elements is increasing sharply, which brings
new possibilities of hardware implementation of tradi-
tional intelligent algorithms like GA. In our MNGA, the
fitness can be easily computed and stored, which is a
meaningful innovation and attempt compared with the
traditional software one. After that, to test and verify the
presented MNGA, an image edge detection algorithm is
presented which treats the process of edge detection as an
optimization problem.

References [10] and [11] both present the ant colony
optimization (ACO) algorithm implemented by memris-
tor. Reference [10] has applied it to image edge detection.
Reference [11] has applied it to the traveling salesman
problem (TSP). The comparison between the proposed
method and the methods in [10] and [11] is shown in
Table 1. The main contributions of this paper are sum-
marized as follows.

Table 1 Comparison of the proposed method with [10] and [11]

Method Algorithm Application
[11] ACO TSP
[10] ACO Image edge detection
The proposed method GA Image edge detection

(1) GA is implemented by MN for the first time. Key
points of emulating a GA using hardware are how to re-
store the information of individuals and how to compute
them iteratively, which can be appropriately solved by MN.

(i) Image edge detection deployed by MNGA is ex-
plored. By the means of giving higher fitness to edge
pixels, the edges can be recognized with GA. Then, we
limit the logic range of individual crossover to keep the
edge information continuous and repress isolated noise.
Finally, when the GA is processing, more and more edges
can be selected gradually, which will stop when the edges
remain unchanged during two consecutive iterations.

(ii1) The quality of detection is promoted compared
with similar algorithms. The simulation results show that
our algorithm works with higher quality and lower noise
compared with the state-of-the-art ones.

The rest of this paper is organized as follows. Firstly,
the design of the MNGA is presented in Section 2. In
Section 3, we introduce the image edge detection al-
gorithm based on MNGA. Finally, simulation results and
comparison analysis are obtained in Section 4.

2. Computing model
21 GA

The GA premises that there are a certain number of indi-
viduals named “population” which perform biological be-
haviors in ways of natural selection, biomutation, and
gene crossover. Every individual has its gene lists and
processes fitness based on its gene lists. Fitness is the key
to selection which eliminates low-level fitness individu-
als with high probabilities and high-level individuals with
low probabilities. And with the evolution performing,
more and more high-level individuals remain and the
global fitness of the population can be promoted gradu-
ally. Finally, the optimal solution is obtained.

To simulate the GA, parameters need to be initialized
as shown in Table 2. Fig. 1 shows a common GA process
which can be implemented with selected S, (b),
C.(by,b,), and B, (D).

Table 2 Notations of GA

Symbol Meaning
G Generations
P Population
B Individual
C Chromosome
gl Gene list
S (b) Rule of selection
Cy(b1,b2) Rule of crossover
B, (b) Rule of biomutation
FF () Fitness function

Initialize G, P, B, C, gl

A2
Calculate FF (b)
Yes
No
C. (b) < S, (b)
\
Output best
B,(b) solution €
End

Fig. 1 Initialization and genetic operation of the GA process
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Step 1 Initialize the MN and parameters of the GA,
and the fitness of population can be calculated.

Step 2 If the algorithm is not terminated, S, (b) dis-
poses individuals b one by one. If not, go to Step 6.

Step 3 After choosing two individuals b, and b, under
the rule of S,, C,.(b,,b,) is completed to obtain a new in-
dividual.

Step 4 The process B, (b) will be implemented to de-
cide whether individuals b are variable or not.

Step 5 After processes S, (b), C,.(b,,b,), and B, (b), the
new population is obtained. Then, the algorithm goes
back to Step 2.

Step 6 The final population is the result of the GA.

2.2 MN

In this section, MN is discussed. An MN which includes
basic elements (the memristor, the memcapacitor, the me-
minductor and their emulators) connecting grid points is a
processor to solve the shortest path problems and build
neural networks. Recent research [31] summarized that
the type and functionality of memristive emulators are the
key to network dynamics.

Inspired by [10] and [11], we find that there are still
other traditional computing models which can be trans-
formed with MN. Based on the structural, computing, and
memory features of the MN, the MNGA is implemented
to detect the edge information of images. If the memris-
tive units like memristors are used to map the individuals
of population, the MN is very suitable for GA which has
a settled population. Then we also need a way to store the
information of individuals for genetic processing. Finally,
the MN can change the states of units expediently, which
can map the changes of individuals naturally.

2.3 MNGA

The analogy and relation between the GA and the MN to
solve optimization problems are then complete. To illus-
trate the mapping in Table 3, we assume an optimization
problem OP(x,y,z) where we find its maximum value
with x, y, and z changing from O to 10. Firstly, every
value group [x,y,z] for OP(x,y,z) is a feasible solution
while that for the MN is a memristive subnet (which has
three memristors in this case). A single memristance for
the memristor maps a single value coding of x,y, or z for
a feasible solution. Incidentally, in different GA models,
the codings of the feasible solution are various such as
binary coding, and floating coding, which require differ-
ent memristor models. Finally, when S,(b), C.(b,,b,),
and B, (b) are initialized, those approaches of solution in
the GA maps the mem-computing approaches in Table 3.
After this general discussion, we can now provide expli-
cit applications based on MNGA.

Table 3 Mapping rules of GA and mem-computing

Nature GA Mem-computing
Population Some feasible solutions Memristive network
Individual Feasible solution Memristive subnet

Chromosome  Part of the feasible solution Memristor
Gene Feasible solution coding Memristance

Natural selection Solution selection Memristor selection

Biomutation Solution-coding change

Addition of individual

Memristance change

Crossover Addition of memristor

The representation of chromosome by memristors is
shown in Fig. 2. As we can see, there are six genes and
each of them is coded by floating-point code. The mem-
ristors (denoted by M;,i=1,2,---,6) representation con-
tains six genes and the value of each memristance is pro-
portional to the corresponding gene. Furthermore, each
memristor is connected to a current source which allows
us to change the memristance independently and paral-
lelly.

gl
Chromosome 1.2

gh ] gl gl gls 8l

Memristor
M, M, M, M, M M,
e

Fig. 2 Sample for implementing chromosome containing six genes
by six memristors

The mapping operators of the chromosome and the
memristive network are shown in Table 3. In the pro-
posed method, the memristor is mainly used as a memory
to read and wirte gene values. The selection operator is
implemented by reading the memristance of memristors
and the selection rule is run on memristances for select-
ing memristors. The biomutation operator can randomly
select some memristors and change memristances ran-
domly. Finally, the crossover operation is performed by
reading and exchanging the memristance of the corres-
ponding memristors. Compared with the traditional me-
thod, the parallel gene update of each operator can be
realized by memristor deployment.

3. Edge detection based on MNGA

Detection of significant changes in an image is called
edge detection. In this section, an MNGA-based edge de-
tection algorithm is presented. Before introducing this al-
gorithm, two design obstacles need to be considered.
Firstly, in our early attempts, we find that the detection
result is ineffective because of the noise in images.
Secondly, it is difficult to design the mapping between an
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individual’s fitness and an image’s edge information. For
the first obstacle, the filtering process which can sup-
press the white Gaussian noise is adopted. Furthermore,
gray images are chosen for simulation to verify the fea-
sibility of the algorithm. And for the second obstacle, we
design a fitness function to quantitatively analyse every
pixel, which means that the more similar one pixel is to
the edge pixel, the higher-level fitness this pixel has.
After solving these two obstacles, the MNGA based edge
detection algorithm can be proposed.

The MNGA for image edge detection contains three
steps. The first step is filtering. In order to properly de-
tect the edges, there is a need to cancel local random varia-
tions caused by noise. The next step is called prepro-
cessing which consists of computing the fitness of all
pixels. The final step is edge detection where the new al-
gorithm performs. In edge detection, the image is treated
as the population and every pixel has their fitness which
is calculated by FF(x,y). Then an MN is used to express
whether the corresponding pixel is an edge or not. With
the GA performing, the low-level fitness pixels are elimi-
nated while the corresponding memristor’s memristance
is installed to 0. Finally, at the end of the GA, the MN de-
scribes the edge information.

3.1 Filtering

To remove the impact caused by noise and promote the
property of image edge detection, filtering is adopted.

3.2 GA operator based on memristive network

In this step, several preprocessing approaches will be
done. Firstly, the 468 x 468 image Lena is presented (see
Fig. 3), and the same sized MN needs to be completed
where all memristors are two-value type memristors (for
simplicity, memristance=0 or 1) to map the correspond-
ing pixel. If memristance is 1, this pixel is an edge pixel,
otherwise, it is not an edge pixel. Then all memristor’s
memristance is initialized to 1 which shows the corres-
ponding pixel is edge, and the fitness of pixel is presen-
ted as follows:

FF(xy) = Y IPay-Pa+iy+pl (1)
i=-1,0,1
j=—1,0,1

where P(x,y) denotes the xth row and yth column pixel
value in the image. FF(x,y) denotes the fitness of pixel
(x,y). We choose (1) which is simple to compute and has
high performance. From (1), we know that the more dif-
ferent a pixel (x,y) is with its nearby pixels, the more
higher FF(x,y) is. According to this rule, it is easy to dis-
tinguish the edge pixels with the others.

r

(c) Iteration=10

Fig. 3 Comparison of the quality of the edges detected from the
Lena image

Remark Equation (1) calculates the difference in
pixel values between a pixel and its neighbors. In general,
the greater the difference is, the more likely it is to be an
edge pixel. Spikes and noise are often isolated points
eliminated by mutation during population iteration. In
this case, more and more pixels remaining in the popula-
tion are edges.

3.3 Edge detection

After the previous two processes, the model of the
MNGA based edge detection can be presented as follows.
The indispensable parameters and their meanings are
shown in Table 4. The parameters need to be adjusted in
Table 4 including R.,R,, F,,,C.. All parameters have been
adjusted several times to select the optimal ones. Further-
more, the selection processes of F,, and C. are illustrated
in Fig. 6 and Fig. 7 respectively.

Table 4 Parameters of MNGA-based edge detection

Symbol Value Meaning
R. 0.4 Rate of crossover
Ry 0.05 Rate of biomutation
Fin Mean value Threshold value of fitness
w-h 468 x 468 Resolution of image
MN (x,y) Oor1 Memristance
P(x,y) 0-255 Pixel value
F(x,y) Calevlated 1?y fimess Fitness of P(x,y) and MN(x,y)
function
The neighborhood size of crossover
Ce 4 .
processing
Mean 33.667 8 Mean value of fitness
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Step 1 Load the mXxn pixels image to a matrix
P(x,y), the pixel value is from 0 to 255, and prepare a
same sized memristive network MN(x,y) where memris-
tors are two-valued and MN(x,y)=0or 1. x and y de-
note the coordinate information and their ranges are
[1,m] and [1,n].

Step 2 Randomly choose 50% memristors of the MN
and set their memristance as 1 and the others as 0. Mean-
while the image is processed by the Gaussian-filter whose
cis 1.6.

Step 3 Count all pixels’ fitness FF(x,y). Set up para-
meters as shown in Table 2.

Step 4 Perform the selection process S, (b), where b
is an elect pixel which will be eliminated if its fitness is
lower than F,,.

Step 5 Perform the crossover processing C,.(b;,b,),
where b, and b, are two elect pixels and a new pixel will
generate if the condition R, is satisfied.

Step 6 Perform the biomutation processing B, (b),
where b is an elect pixel.

Step 7 Perform Steps 46, if the number of genera-
tons by Step 3 is larger than the number of eliminatons by
Step 6.

Step 8 The MN becomes the edge information of the
image, with 1 denoting the edge.

4. Simulation results
4.1 Experiment and analysis

By initializing parameters shown in Table 4, the simula-
tion results are presented in Fig. 3 and Fig. 4. The edge
information is picked out gradually. And in this case, the
algorithm is convergent at the 39th generation, as shown
in Fig. 4.

4
6.5 ;10

6.0
5.5
5.0
4.5
4.0
3.5
3.0
0

Number of edges

5 10 15 20 25 30 35 40
Genetic iteration

Fig. 4 Convergence rate of GA

In order to properly detect the edges, there is a need to
cancel local random variations caused by noise. The de-
tection result without median filtering is presented in
Fig. 5 (c) where there is much residual noise compared
with Fig. 5 (d). By comparing Fig. 5 (¢) and Fig. 5(d), we
can casily know that the filtering plays an important role
in the detection algorithm at the same experimental con-
ditions.

(c) Result without filterin

Fig. 5 Comparison of the edge detection quality with and without
filtering conditions

In this case, the time complexity 7 (n) of our detection
algorithm can be obtained as follows:

Tm)=LxO(Ts (n)+T¢ (n)+Ty (n)) 2)

where n denotes the number of pixels, T (n) denotes the
time complexity of S, (b), T¢, (n) denotes the time com-
plexity of C,(n), Ty (n) denotes the time complexity of
B.(b), and L is iteration which is independent of n.
Firstly, S, (b) will iterate over the population. Then the
process of crossover is determined by R.. Finally, R, af-
fects Ty (n). Based on Table 4, the calculation of T (n),
T¢ (n), and Ty (n) is provided as follows:

Ts,(n)=0(n)
Te,(n)=O[R.-(15m)]=0[04-(15n)]=0(m) . (3)

{ Ty (n)=0(R,-n)=0(0.05-n) =0n)

Consider (2) and (3) together and we get the time com-
plexity T (n) is equal to O(n). And the space complexity
S (n) consists of the storage of image, the storage of fit-
ness, and the storage of MN. After introducing the
MNGA and the edge detection algorithm, we know that
S (n)is O(n).

To compare the quality with different F,, Fig. 6 (a)
and Fig. 6 (b) show the experimental results which are
compared with the results as shown in Fig. 3 (d). In
Fig. 6 (a), the value of F,, is initialized to 0.5 mean,
which retains more edges than Fig. 6 (b). With F,, in-
creasing, fewer edges are selected but more noise filtered.
Meanwhile, the detailed relationship between F,, and the
number of edges is presented in Fig. 7. We know that the
result in Fig. 3 (d) is a compromising choice to balance
the discrete degree of edges and the number of details,
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which means our MNGA edge detection can perform
variouseffectsasdifferentlyrequired. Todemonstratethispoint,
Fig. 7 and Fig. 8 vividly present the changes of the num-
ber of edges with different parameters. Three different
values of F,, are employed to reflect the influence of F,,.
And the number of edges is proportional to F,. Three
different values of C, are employed to reflect the influ-
ence of C.. And the number of edges is proportional to
C.. The other key parameter is C. which defines a square
window to limit the range of crossover between two indi-
viduals. If C. is equal to 4, two individuals can repro-
duce a new individual only when they are in the window
with a diameter of 4. Suitable size of C. can effectively
eliminate noise and retain serial edges, which can be
proved in Fig. 8. With C. increasing from 2 to 10, the
number of edges is maximal when C, is 4.

(b) F,=1.5 mean o

Fig. 6 Comparison of the quality of the edges detected from Lena
image shown in Fig. 2 (a) with different parameters

11 L0
L 10}
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5 7t
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“ 3 /
2
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Fig. 7 Impact of Fp,
625 (1
% 6.20
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Fig. 8 Impactof C,

4.2 Contrastive analysis

In this paragraph, a contrastive analysis is presented. Fig. 9

1067

and Fig. 10 show the edge detection results, where
Fig. 9 (a) and Fig. 10 (a) are the original images. Based
on those two comparisons, we find that our MNGA can
obtain more details than the algorithm in [10]. Mean-
while, in [10], there are many discrete edges which
should be continuous originally. In our result, more con-
tinuous edges are retained than those in [10].

(b) Our result

(c) Result from [10]

Fig.9 Comparison of the Lena image edge detection with that in [10]

(l;) Ouf result
Fig. 10 Comparison of the Pepper image edge detection with
that in [10]

Fig. 11 shows the FoM [32,33] based on the correla-
tion between results obtained by the edge detector and the
results obtained by the Canny algorithm. After only one

(c) Result from [10]
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iteration, our result is proved to be higher than the best
result from [10].
62.8

62.6 1 /

62.4 H/B“

62.2} -
= Q"’B

i
62.0 | o

618} e o
61.6 ﬁ/

61.4
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Number of iterations
(a) Our result

60 = b
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56
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54l 2
52| ¥

50F &
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Number of pheromone update iterations
(b) Result from [10]

Fig. 11 Comparison of the FoM on Pepper image with that in [10]

Fig. 12 shows the change of the mean and the standard
deviation of fitness with iteration. Firstly, it can be found
that the mean and the standard deviation of edge pixels
are both higher than that of the non-edge pixels. This
shows that the fitness of the edge pixels is often higher
than that of the non-edge pixels. However, because the
standard deviation is large enough, the edge pixels are not
concentrated on the high fitness process.
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50}
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30F~~
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5 10 15 20 25 30
Tteration
—— : Mean of pixels detected as edge;
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(a) Mean fitness of pixels
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- — - : Standard deviation of pixels detected as non-edge.

(b) Standard deviation of fitness of pixels

Fig. 12
iteration

Change of mean and standard deviation of fitness with

5. Conclusions

In this paper, a new MNGA is proposed. In light of the
computing and memory features of the MN, the relation-
ship between the MN and the GA is built. After compar-
ing the MN and the GA system structures, self-feedback,
and storage of unit information, we find that the GA pro-
cesses high suitability level with MN. With this mapping
implemented, an edge detection algorithm is designed for
images, where the pixels of images are treated as indi-
viduals of a population (also the units of the MN). Experi-
mental results show the high quality of our algorithm
compared with a similar computing model. Furthermore,
we discuss some parameters of the MNGA which can im-
pact the detection result, thus more experiments to con-
firm the most suitable parameters are required. This
design is a novel point to explore the possibility of MN-
based biological intelligence algorithms. There are still
some others like GA that can be implemented in the simi-
lar way.

These preliminary results advocate further investiga-
tion of the proposed design method in the future. For the
next step, we would like to compare more other well-
known related algorithms regarding detection quality.
Then, the adaptation and self-adaptation of those para-
meters studied in this paper should be worthy of study.
Also, more other MN-based nature-inspired meta-heuris-
tic algorithms can be designed to form a unified system.
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