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Abstract: This paper introduces a fault-tolerant control (FTC)
design for a faulty fixed-wing unmanned aerial vehicle (UAV). To
constrain tracking errors against actuator faults, error constraint
inequalities are first transformed to a new set of variables based
on prescribed performance functions. Then, the commonly used
and powerful proportional-integral-derivative (PID) control con-
cept is employed to filter the transformed error variables. To
handle the fault-induced nonlinear terms, a composite learning
algorithm consisting of neural network and disturbance observ-
er is incorporated for increasing flight safety. It is shown by Lya-
punov stability analysis that the tracking errors are strictly con-
strained within the specified error bounds. Experimental results
are presented to verify the feasibility of the developed FTC
scheme.
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1. Introduction

Recently, unmanned aerial vehicles (UAVs) have been
widely used to perform dangerous and tedious tasks, due
to their high flexibility and large flight radius [1—4].
However, with unexpected flight scenarios, various faults
encountered by a UAV may significantly degrade the
maneuverability performance or even cause catastrophic
accidents. To react to faults, the fault-tolerant control
(FTC) concept is investigated for increasing flight safety
[5—-10]. In general, FTC methods can be classified into
passive and active methods. With respect to the passive
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FTC, the robust control strategy is usually used. Regard-
ing the active FTC, fault detection and diagnosis (FDD)
is artfully incorporated into the FTC architecture to com-
pensate for the faults [11,12]. By using such a strategy,
the faulty system can be stabilized in a timely manner.

By using terminal sliding mode control (TSMC) archi-
tecture and timescale separation principle involved with-
in the faulty attitude dynamics, a passive FTC scheme
was proposed in [13] for a hypersonic vehicle. Similarly,
by considering the loss-of-effectiveness actuator faults
and uncertainties, and using sliding-mode control (SMC)
method, an FTC scheme was designed in [14] for nonlin-
ear systems. In [15], to accommodate the actuator faults,
an active FTC scheme was artfully investigated for elec-
tric vehicles by integrating a baseline controller, a set of
reconfigurable controllers, and a decision mechanism. By
simultaneously considering the actuator faults and con-
straints, an active FTC scheme was developed in [16] to
obtain reliable FTC performance. To achieve a safe flight
against actuator faults, numerous FTC methods have been
designed for UAVs. To utilize the robustness inherent in
nonsingular TSMC (NTSMC), a finite-time FTC scheme
was designed for a quadrotor UAV by constructing an
NTSMC-based inner controller and an NTSMC-based
outer controller [17]. By using neural network to learn the
fault-induced terms in the backstepping control architec-
ture, a fast FTC method was developed in [18] for UAVs.
To counteract the faults and wind disturbances, an FTC
was developed in [19] by incorporating fractional-order
concept and composite learning algorithm. In [20], high-
order sliding-mode differentiator and intelligent learning
mechanism were integrated to design the FTC scheme for
UAVs. More recently, to increase flight safety, a neural
network disturbance observer-based finite-time FTC
scheme was developed in [21].

Prescribed performance control (PPC) was initially de-
veloped in [22] for constraining tracking errors with pre-
defined error bounds and convergence rates. Recently,
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various PPC methods have been reported [23—27]. In
[24], a PPC scheme was constructed for pure feedback
systems. By combing dynamic surface control and adapt-
ive fuzzy logic, a PPC method was proposed in [26] for
constraining the tracking errors. Regarding the PPC of
UAYV, the authors in [28] proposed a robust PPC scheme
for UAVs against payloads. Recently, the PPC concept
has been integrated into FTC architecture for further con-
straining tracking errors when UAV was encountered by
actuator faults. In [29], an active FTC strategy was in-
vestigated with the integration of fault diagnosis compon-
ent, such that the prescribed attitude tracking error re-
quirements can be satisfied. Recently, the PPC was fur-
ther incorporated into the finite-time FTC structure for
fixed-wing UAVs to significantly enhance the FTC per-
formance [30]. Although massive FTC methods are ef-
fective in handling actuator faults, more effective FTC
schemes should be developed towards reliable flights of
fixed-wing UAVs.

Motivated by the aforementioned analysis, a propor-
tional-integral-derivative (PID)-type fault-tolerant PPC
scheme is proposed for a UAV against actuator faults.
First, the tracking errors are converted into a new set of
errors using the prescribed performance functions. Then,
a PID-type error filter is further adopted to transform the
errors. To handle the unknown terms due to actuator
faults, a composite learning algorithm with the integra-
tion of neural network and disturbance observer is uti-
lized to facilitate the FTC design. Different from existing
works, the distinct features of this paper are listed as fol-
lows:

(1) In contrast to the FTC methods for UAVs deve-
loped in [31-33], which designed the FTC scheme
without the consideration of error constraints, PPC is in-
troduced to strictly constrain the tracking errors against
actuator faults.

(i1) Different from the composite learning algorithms
presented in [20,34], this paper adopts the PID-type error
dynamics to design the composite learning algorithm,
such that the FTC performance can be significantly en-
hanced.

(iii) Regarding the massive FTC schemes, which mainly
used simulation scenarios to verify the feasibilities of
FTC methods, experiments are performed in this paper to
show the effectiveness of the FTC scheme.

The remaining structure of this paper is organized as
follows. In Section 2, UAV dynamics and fault models
are presented. The main result including prescribed per-
formance error transformation, development of compo-
site learning algorithm, and the PID-type FTC design is
given in Section 3. Section 4 presents the experimental
results. Finally, Section 5 concludes the whole work.
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2. Preliminaries and problem statement
2.1 Fixed-wing UAV dynamics
The dynamics of the fixed-wing UAV are as follows [35]:

= (pcosa+rsina)/cosB+ ysiny+
XcosysinutanfS+ycosutanf
& =g-—tanB(pcosa +rsina)—

(v cosysinu +jcosu)/cosf - @
B = psina—rcosa+ ycosycosu—

ysinu

p=(cir+cp)g+c;L+ce N

g=cspr—cs(p’=r)+eM (2)

i=(cgp—car)q+cy L+ coN

where u, @, and B are the bank angle, angle of attack, and
sideslip angle, respectively. y and y represent the head-
ing angle and flight path angle, respectively. p, ¢, and r
denote the angular rates. £, M, and N are the roll, pitch,
and yaw moments. ¢, ¢, **, ¢g represent the inertial
terms [36].

X = (Lsinu+Ycosu) /mV cosy+

T sinasiny/mV cosy—

T cosasinBcosu/mV cosy 3)
¥ =(Lcosp—Ysinu) /mV+

T cosasinBsinu/mV+

T sinacosu/mV —gcosy/V

where m represents the mass. g is the gravity accelera-
tion. L and Y are the aecrodynamic lift and side forces, re-
spectively. V is the velocity, which is updated by the fol-
lowing dynamics:

V = (=D +T cosacosf)/m—gsiny 4)
where T and D denote the thrust and aerodynamic drag
forces, respectively.

The aerodynamic forces L, D, Y and the moments £,
M, N can be expressed as

L=gsCy, D=gsCp, Y =gsCy

L =gsbC,, M= gscC,,, N =qgsbC,

C,=Cp+CLa

Cp = Cpy+Cpoa+ Cppa?

Cy =Cyo+Cyf

C=Cyp+CpB+Cy,0,+Cis,0,+ &)
C,,bp/2V +Cbr/2V

Cn=Cup+Cha+C,s6.+
Cnycq/2V

C,=Cp+Cpyf+Cps,6,+C506,+
C,,bp/2V +C,br[2V
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where g = 0.5p,V? is the dynamic pressure with p, being
the air density. s, b, and ¢ are the wing area, wing span,
and mean aerodynamic chord, respectively. d,, J,, and J,
represent the aileron, elevator, and rudder deflection
angles, respectively. The symbols Cy, Ci,, Cpo, Cpe,
Cpuzs Cros Crgs Cios Cips Cisss Ciss Cips Cirs Cogy Coas
Chs,» Cugs Cuos Cug, Cos,» Cus,, C,p, and C,, represent the
aerodynamic coefficients.

By defining x, = [u @ ﬁ]T and x,=[p ¢ r]T, (1) and
(2) can be transformed to

X1 =fit+gix,, (6)
X = fo+ g, 7

where u =[5, 6, 6,]" represents the control input vector.

fi=1fn fo fisl's fo=1fu foo £5]", & (see (10)), and

gn 0 g
2= 0 gm 0 |areexpressedas
gu 0 g

fi1 =d, (siny +cosysinutan8)+
d,cosutanf

Ji2 = —d, cosysinu/cosp— , (8)
d,cosu/cosf

fiz =d,cosycosu—d,sinu

fu = c1gr+capq+c;gsb(Co + Cif)+
¢3qsb[Ci,bp/2V +C\,br/2V] +
csqsb(Cy+ C5ff)+
csqsb[C,,bp/2V +C,,br[2V]

for = cspr—ce(p* — 1)+ o)
¢7G5¢[Cpp + Cro@ + C,ycq/2V]

Sz = cspq — c2qr + c4Gsb (Cro + CypB)+
cs@sb[Ci,bp/2V + C.br[2V]+
¢oGsb (Co+ C5ff)+
cogsb[C,,bp/2V +C,br[2V]

cosa/cosB 0 sina/cosf
—sinatanfg |, (10)

—COoSa

g =| —cosatang 1

sina 0

8211 = 3GsbCs, + ¢,GsbC,;,
8213 = 3GsbCis. + ¢4gsbC,
822 = ¢145¢Cy, ) (11)
8231 = C1GsbCi;, + cogsbC,

8233 = C46_]Sbc1§,. + 09515an5,.

with d; and d, being chosen as
d, = (Lsinu+ Y cosu) /mV cosy+
T sinasiny/mV cosy—
T cosasinBcosu/mV cosy
d, = (Lcosu—Ysiny) /mV+ (12

T cosasinBsinu/mV+

Tsinacosu/mV —gcosy/V

2.2 Faulty UAV model against actuator faults

In this paper, the loss-of-effectiveness and bias faults are
considered for the aileron, elevator, and rudder actuators
of the fixed-wing UAV. The faulty actuator model is ex-
pressed by

u=pu,+b; (13)

where p = diag(p;,0,,03) with 0 < p;,0,,03 < 1 repre-
sents the remaining effectiveness matrix. u and u, =
[6.0 6.0 6,01" represent the applied and commanded input
vectors, respectively. b, =[b; by, bys]" is the bounded
bias fault vector.

By substituting (13) into (7), one can obtain the follow-
ing faulty UAV model:

J'Cl =f1 +g1x2, (14)
XQ = f2 + gzpuo + gzbf (15)

2.3 Control objective

The control objective is to design the control input u, for
the faulty UAV models (14) and (15), such that the atti-
tude vector x, can track the desired attitude vector
against actuator faults, and the tracking errors are strictly
constrained within the prescribed error bounds.

3. Main results

In this section, prescribed performance functions and a
PID-type error filter are first used to transform the errors.
Moreover, to counteract the faults, a composite learning
algorithm with the neural network and the disturbance
observer is artfully proposed for enhancing flight safety.

3.1 Prescribed performance-based error
transformation

Define the desired attitude vector as x,; = [ug a4 B4] and
the attitude tracking error as &, = [%; 1, ¥13]" = X, — x4,
then one has

Xi =% — X = fi+ g% — X (16)

One can further obtain
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Y =fitgix+gfot
818:puo+ 818:bs— %14 . (17)
To constrain the attitude tracking error ¥,,, the follow-
ing error constraints are first introduced:

—ki; (1) < %y < ki (1) (18)
where i=1,2,3, k; > 0 and k >0 are design parameters.
—kie;(t) and k(1) are the prescribed lower and upper
bounds, respectively. &;(¢) is the prescribed performance
function, given by

&(1) = (80— &) €™ + i (19)
where g; and &;, represent the initial and final values of
the prescribed performance function. 7; denotes the al-
lowable convergence rate.

By using the prescribed performance function (19), the
prescribed error bounds at the initial time and the steady-

state phase can be described as [—lﬁsm, Es,-o] and
[—lﬁeim, Es,»m], respectively. The parameters k; and k; are
set to satisfy %;(0) € [—lﬁsm, Esio], where X;(0) is the ini-
tial value, i = 1,2,3.

To design the PPC scheme, the error constraint in-
equality (18) is changed to the following equality:

X1 = &Ai (s17) (20)
where i =1,2,3, sy; is the transformed error. A;(-) is the
transformation function with the following properties:

() A:(0) =0,
(i) _lﬁ < Ai(s) <

ki,
(i) lim A, (s,) =k,
(iv) 151;1; A(si) = k.
In théi“s paper, A, (-) is chosen as
ket — ke

A,‘ i) = 21
(s1) JRTp——— 21)
1k
where o, = = In=.
2 K
Then, one has
X 1 klki + kiyi
sli:A_l(ﬁ)_ In—— (22)
f) 2 Rk
where v; = Ly
Ei
Taking the time derivative of (22) yields
. 1 kik; = ki, d kik; + ki,
S = e — | = =
T2 i/g"' iVi dr kilﬁ—/ﬁvi
1 1 l X1iE; _
2¢g ]ﬁ +0; ]ﬁ —0; ! i -
& (x - x“"g’) (23)
Ei
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Wheref,:i( ! ! )

2&;\ki+ 0 B ki—o;
By writing (23) into the compact form, one has

s =£(% -&ex) (24)

where s, = [s1; Si2 313]T, & =diag(é,6,&), and &=
diag(e;,&:,83).

3.2 Composite learning-based PID fault-tolerant
prescribed performance control (PIDFTPPC)
design and stability analysis

In this subsection, the prescribed performance error (22)
is first transformed by using the PID-type filter, and then
a composite learning algorithm is developed to handle the
fault-induced nonlinear terms within the PID-type error
dynamics by integrating the neural network and the dis-
turbance observer.

Taking the time derivative of (24) gives

§, =€x, —€s7'6%, + £67 687 8%+

X —&e7'8%, - €67 €X, . (25)
Introduce the following PID-type error filter:
e = 2k ks, +kszjo1s1d‘r+k2s'l (26)

where k; and k, are positive constants, such that the
transfer function s* + 2k, s + k7 is Hurwitz.
By considering (24), (25), and (26), one has

é= 2k1k25‘1 +kfk2S1 +k2§'i'1 _k2£8_18i1+
k2§87138713.§1 +k2§§fl —szsiléfl—
kofe™ &X, 27)
By substituting (17) into (27), one has

é = 2kiky$) + Kkys) + kX — kosT 6R )+
kofe™ 687 €% + kol fi + ko 120+
kg1 fo + ko681 gopuo — ka¥1a—

k£87'E%) — k£ EX, =
2k ko) + kikasy + ko €81 80—

kéx14+F (28)

where the strongly nonlinear function F is expressed as
F= kQéi‘l — k2£871321 + k2§871é871$21 +
kb fi+ k€1, + koé g fo +
k681820 — ko€ 18210 —
k2§8715i1 —szgils.i'l. (29)

In this paper, the composite learning algorithm presen-
ted in [34] is used to approximate the strongly nonlinear
function F by integrating neural network and disturb-
ance observer. From (29), it can be seen that u, is in-
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volved in F, which causes the algebraic loops. To ad-
dress this, the Butterworth low-pass filter technique is
further used to break the algebraic loop by filtering the
signal u, within (29) before sending it to the composite
learning algorithm, such that F = F,+e,, where F, is
the radial basis function neural network (RBFNN), e, is
the bounded filter error [37].

Introduce the error prediction 1" = e —é, where & is up-
dated by the following expression:

& =W7"0+ D +2k ko, + Khys, +

ko€ g1 gato — ko¥ g + k3T (30)
where F, = WTp+ € is used in (30), W* and ¢ represent
the optimal weighting matrix and the Gaussian function
vector, respectively. k3 > 0 is a positive parameter. € rep-
resents the bounded approximation error vector.
D =e;+ € is the lumped error. W+ and D represent the
estimations of W* and D, respectively.

Based on the prediction error ¥ =e—é, the following
disturbance observer is developed to estimate D:

D=n+ke
]7 = —k4n_k4 [W*T¢+2klk2$'1 +k%kzsl+

k€81 8auo — ka€X g+
k4e — k;l (k5T+ e)]

€2))

where k, > 0 is a positive parameter.
To estimate W*, the following adaptive law is de-
signed:

W’ = ke @ksT +€)" ko W' (32)

where ks > 0, ks > 0, and k; > 0 are positive parameters.
Design the control signal u, as

u, Z(szglgz)_l (—kse =2k k> 8, —k%kzsl)‘*‘
(szglgz)_l (k2§xld_W*T‘p_i)) (33)

where kg is a positive diagonal matrix.
The time derivative of V' =e—¢ is

Y =eé— [W*T¢+ b+2k1k2$1 +k%kzsl+
kg gty — k€X 14 +k3T] =
WTo+D—kT. (34)

Similarly, one has

D = ki —ky [WTp+ 2k ks, +
kikys, + ko€ g gottg — ko€ g+
kie —k;' (k5T + )] + kié =
kD + kW o +ksT +e (35)

where W* = W*—W* and D =D - D are the estimation

errors of the optimal weighting matrix and the disturb-
ance observer, respectively.

To this end, the proposed FTC scheme can be summar-
ized as Fig. 1.

Desired
attitudes _ X, 51 (PID-type) e .| %o (Fixed-wing
A e rror filter) e UAV

unit Actuator

faults

Disturbance
observer (DO)

Fig. 1 Structure of the developed FTC scheme

States

Theorem 1 Consider the UAV systems (1) and (2)
against actuator faults, if the FTC scheme is developed by
the prescribed performance error transformation (22), the
PID-type error filter (26), the disturbance observer (31),
the neural adaptive law (32), and the control signal (33),
then the attitude vector of the fixed-wing UAV can reach
to the desired attitudes. Moreover, the attitude tracking
errors ¥, = [%, %1, %317 and errors W*, D, T are uni-
formly ultimately bounded (UUB). The attitude tracking
errors ¥, = [ X, X317 are strictly confined within the
prescribed error bounds.

Proof Choose the following Lyapunov function can-
didate:

1 1
L= zeTe + §k5TTT+

I R
~DTD+ —tr(WTW). 36
RS d ) (36)

Differentiating (36) with (28) yields
L=e" (—kge +WTp+ D) +
DT (D - k4i) - k4W*TSO - k5T —e) -
[ WTpks T +e)" kW TW*| +
kYW o+ ksY™D - ksksT"T. (37)

By using the following inequalities:

+ _Dm > (3 8)

one has
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L=e" (—kge +WTp+ D) +
D' (D-kD-k,W T p—ks¥ —e)-

[ WTplks T +e)" — ks W W] -
(ks +&)" W+ kytr (W TW")
Jertr (WIW) + ks YW+ ks D — ksks 1Y <
e’ (—kge +Wp+ D) +

D" (D-kD-k,W " p—ks¥ —e)-
o[ WTplks 1 +e)" — ks WTW*| -
ksT +&)" W+ %tr(W*TW*) +
DWW ) kot (W W)+
ksY™W o+ ks V™D — ksks ™Y <
e’ (—kse +WTp+ D) +
D" (D-kD-kW ' p—ks¥ —e)-
o[ WTplks 1 +e)" — ks WTW*| -
(ksT +&)" W p— %tr(W*TW*) +

k .
itr (WTW)+ksTTW T+
ksY™D — ksks 1Y (39)

Equation (39) can be further transformed to the follow-
ing expression:

L < _eTkge + DTD - k4DTD_
I k o~
kyD"WTp — étr(W*TW*) +

%tr(W*TW*) —kaks T <

-4OL+4 (40)
where ¢, and ¢, are respectively expressed as
4 =min{ 20ks), ks = 1,0k — k@) ke, 2k; } >0, (41)

L= ? + %tr(W*TW*). (42)

By using Lyapunov theorem, ¥, = [&, &, %3]", W,
D, and T are UUB. Moreover, the error s, is UUB once

the uniformly ultimate boundedness of e is achieved.
Then, considering the relationship between the attitude
tracking error ¥, and the prescribed performance error s,,
one can obtain that ¥, is convergent and strictly con-

trolled  within  the  prescribed error  ranges
[~kie: (1), ke (). O
Remark 1 In the previous work [34], a composite

adaptive FTC scheme was proposed for UAVs with pre-
scribed error requirements. The disturbance observer and
neural network are designed to learn the fault-induced
nonlinear terms within the prescribed performance error
dynamics. In this paper, a PID-type error filter is further
introduced for improving the FTC performance, and then
the composite learning algorithm presented in [34] is
modified to learn the fault-induced unknown terms with-
in the PID-type error dynamics.

4. HIL experimental results

In this section, hardware-in-the-loop (HIL) experiments
are performed for showing the effectiveness of the pro-
posed PIDFTPPC scheme. The structural parameters and
aerodynamic coefficients of the fixed-wing UAV can be
referred to [35]. The developed HIL testbed is shown in
Fig. 2, which has been used to verify the feasibility of the
control scheme presented in [21] and consists of an open-
source Pixhawk 4 autopilot hardware with the
STM32F765 processor and a mobile workstation Think-
pad P52. In the HIL experiment, the Pixhawk 4 autopilot
hardware and the P52 workstation are used to run the
FTC algorithm and the fixed-wing UAV dynamics, re-
spectively.

P52 workstation

Pixhawk 4

autopilot

Fig.2 HIL testbed

The design parameters are chosen as k; =20, k, =
11.6, ks=2, ky=1.5, ks =32, ks =10, k; =04, kg =
diag(20,20,20), 7, =02, 17,=02, 7, =02, k =0.6,
ki =0.6, ky=0.6, k, = 0.6, ks =0.6, ks = 0.6, &0 = 1.72,
€100 = 0.57, &5 =4.58, £, =2.29, £3=1.72, and &5, =
0.29. To show the superiority of the proposed PIDFTPPC
scheme, the comparative backstepping control (BSC)
scheme is adopted by removing the prescribed perform-
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ance functions, PID-type error filter, and composite learn-
ing algorithm.

Fig. 3 illustrates the response curves of the bank angle,
angle of attack, and sideslip angle of the fixed-wing UAV
under the PIDFTPPC and BSC schemes. By using the
PIDFTPPC strategy, the states can reach to the desired at-
titude references even under the initial tracking errors and
the fixed-wing UAV is encountered by the aileron, eleva-
tor, and rudder faults at# = 15 s, 30 s, 45 s sequentially.
From Fig. 3(b), it is observed that large angle of attack
deviations are caused by employing the BSC scheme.

8 T T T T
¢ [Aileron fault _ _ _ _ L P N
< .,/f""“‘”_"""“’aéj.—-~--~;—-~--—.
T 47 ‘L-f’ , \S 152 154
2 2t Joa N 1N 1
= 0 'X 0 E """‘é—““"“"“’““: esa‘-'zh""--':‘.:'.',.T..'.T.'_—_'
L0 02 04
0 10 20 30 40 50 60
Time/s
(a) Bank angle u
10 ‘..' ....... J..:..m.r
o 10 g, [ e ]
< /" Elevator fault '2 :
g ! . '\30 302 304
£ S5t .///2 "-'-";""""'—'_'- NN, 1
L e,
0 0 Q2 Q4 - —
0 10 20 30 40 50 60
Time/s
(b) Angle of attack a
= 0.6 +0.4 E‘-. ) 1 0.04: f{""# : 7
= oot Y v g P XAl TP
< 04r O 0g . 1
= 0 0.2 04 45 452 454
g 02¢ Rudder fault 1
QU () et T o P T S T T T et e i = e e e o]
70‘2 1 1 1 1 1
0 10 20 30 40 50 60
Time/s
(c) Sideslip angle
---------- : Reference; = = = :PIDFTPPC; —=-—-~ : BSC.

Fig.3 Reseponse curves

Fig. 4 presents the attitude tracking errors X, = pt—py,
X =a-q, and X3 =F-LF, under the PIDFTPPC and
BSC schemes. At the beginning of the HIL experiment,
the initial bank angle, angle of attack, and sideslip angle
tracking errors are 0.57°, —1.43°, and 0.57°, respectively.
Then, with the developed PIDFTPPC scheme, these ini-
tial tracking errors are pulled into the very small region
containing zero. When the aileron, elevator, and rudder
actuators of the fixed-wing UAV are abruptly injected by
the faults at = 15's, 30 s, 45 s, respectively, slightly de-
graded performance is induced. Then, the composite

learning unit is activated to compensate for the faults,
such that the errors are reduced and flight safety can be
enhanced. Moreover, with the help of the incorporated
prescribed performance functions, the attitude errors X,
X5, and X3 are strictly confined within the prescribed
bounds [—ki&: (1) ki1 (0], [~ket (1) a2 (0], [kt (1),
kses (t)], respectively. However, large tracking errors oc-
cur when the comparative BSC scheme is used to steer
the fixed-wing UAV to track its desired references. It can
be seen from Fig. 4(b) that the angle of attack tracking er-
rors are outside of the prescribed lower bound.
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_____ :BSC; :e:ee=e: Lower bound.

Fig. 4 Attitude tracking erros

Fig. 5 presents the aileron, elevator, and rudder deflec-
tion angles under the PIDFTPPC and BSC schemes. By
using the PIDFTPPC scheme, the control inputs, i.e., the
aileron, elevator, and rudder deflection angles, adjust the
signals to attenuate the adverse effects caused by the
faults at# = 15 s, 30 s, 45 s. It can be observed that the
comparative BSC scheme has a weak adjustment capabili-
ty to react to the actuator faults, leading to weaken FTC
performance, which can be seen from the Fig. 3 and Fig. 4.
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Fig. 5 Aileron, elevator and rudder deflection angles

5. Conclusions

In this paper, a PIDFTPPC scheme has been developed
for a fixed-wing UAV. The prescribed performance func-
tions and PID-type filter are integrated to convert the atti-
tude tracking errors and then a composite learning al-
gorithm with neural network and disturbance observer
has been developed to compensate for the fault-induced
nonlinear terms. Lyapunov stability analysis has shown
that the tracking errors are uniformly ultimately bounded
and thoroughly confined within the specified ranges.
Comparative HIL experiments have been conducted to
show the superiority of the proposed control scheme.
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