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Abstract: The main contribution of this paper is the design of an
event-triggered formation control for leader-following con-
sensus in second-order multi-agent systems (MASs) under com-
munication faults. All the agents must follow the trajectories of a
virtual leader despite communication faults considered as
smooth time-varying delays dependent on the distance between
the agents. Linear matrix inequalities (LMls)-based conditions
are obtained to synthesize a controller gain that guarantees sta-
bility of the synchronization error. Based on the closed-loop sys-
tem, an event-triggered mechanism is designed to reduce the
control law update and information exchange in order to reduce
energy consumption. The proposed approach is implemented in
a real platform of a fleet of unmanned aerial vehicles (UAVs) un-
der communication faults. A comparison between a state-of-the-
art technique and the proposed technique has been provided,
demonstrating the performance improvement brought by the
proposed approach.
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1. Introduction

Leader-following consensus for multi-agent systems
(MASs) has attracted interest due to its applications in
collective missions including, self-organization, clusters
of satellites, formation flying, and sensor networks [1].
Leader-following consensus is a particular problem in
multi-agent systems where all the agent trajectories must

Manuscript received December 24, 2020.
*Corresponding author.

converge to the trajectory of a leader [2]. Several re-
search works have increased the focus on considering
multiplicative and additive noises [3], switching topolo-
gies [4], time delays [5], particle swarm optimization [6],
and event-triggered mechanisms [7], among others. The
information exchange through digital networks is a key
point in leader-following consensus. However, delays [8],
packet losses [9], communication faults [10], or band-
width limitations [11] are challenges in real engineering
applications [12].

An alternative control strategy is the event-triggered
approach, which is often used for reducing the informa-
tion exchange and the control law rate [13]. The differ-
ence between event-triggered and time-triggered ap-
proaches are that the latter considers a periodic control
law update, whereas, in the former, the update of the con-
trol law and the information exchange between the agents
are determined by an event generator [14,15]. Related
works have increased the focus on event-triggered leader-
following consensus in the last decades considering suffi-
cient conditions using the M-matrix theory and algebraic
inequalities for second-order nonlinear time-delayed dy-
namic agents [16]; linear matrix inequalities (LMIs)-
based conditions using the M-matrix theory for reaching
bipartite consensus in nonlinear second-order agents [17];
nonuniform delays in heterogeneous agents [8]; bounded
delays in fractional-order agents [18]; sufficient condi-
tions including dependent and independent fixed delays,
and time-varying delays [19]; constant delays in linear
agents [20]. Nevertheless, the aforementioned works have
not considered a degradation in the communication based
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on the distances between agents. In [10], communication
faults are modeled as a modification in the weights of the
adjacency matrix as a result of a malfunction in the ex-
change of information. The communication faults in this
work are considered as a delay-dependent on the dis-
tances between agents. Unlike [21], where a time-
triggered control is designed to tolerate smooth commu-
nication faults, the main contribution of this paper in-
spired by [7], is the design of an event-triggered strategy
to solve the leader-following consensus problem in
second-order MASs under communication faults. A syn-
thesis of a robust control gain is obtained in order to tol-
erate faults in the exchange of information. Then, based
on the closed-loop system, an event-triggered mechan-
ism is used in order to reduce the information exchange
between agents and the control update rate. The pro-
posed technique has been implemented in a real platform
comprising a fleet of unmanned aerial vehicles (UAVs)
achieving a desired formation and following a virtual
leader agent in spite of the degradation in the exchange of
information.

This paper is organized as follows. Preliminaries and
problem statement are provided in Section 2. The event-
triggered leader-following formation control design is de-
scribed in Section 3. The experimental results are shown
in Section 4. Finally, the main conclusions are presented
in Section 5.

2. Preliminaries and problem statement
2.1 Notation and graph theory

Given a matrix X, X7 denotes its transpose, X > 0(< 0)
denotes a positive (negative) definite matrix. || denotes
the Euclidean norm. For simplicity, the symbol * within a
symmetric matrix represents the symmetric entries. The
Hermitian part of a square matrix X is denoted by
He{X} = X+X". The symbol ® denotes the Kronecker
product, which for real matrices A,B, C, and D with ap-
propriate dimensions, satisfing the following properties
[22]:

i) (A+B)®@C=A®C+B®C,

(i) (A®B)' = A"®B";

(ii1)) (A®B)(C® D) =(AC)®(BD).

A directed graph G is a pair (V,E), where
V={C,,---,Cy} is a non-empty finite node set (set of
agents) and E={(i,)) : i, j € V} C VXYV is an edge set of
ordered pairs of N nodes. The neighbors of the node i are
denoted as j € N;. The adjacency matrix A = [a;;] € R™V
associated with the graph G is defined such that a; =0,
a; >0 if and only if (i, j) € & and a;; = 0 otherwise. The
Laplacian matrix £=[J;] € RV" of the graph G is
defined as {;; = 3 ,,;a;; and T = —a;;, i # j.
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Lemma 1 [23] For a given matrix <0,
S, S
the following statements are equivalent:
(i) S, <0, 8;-S3S;'S, <0;
(i) S; <0, S, - S78;'S, < 0.

2.2 Problem statement

Consider the second-order MAS
p:()=v; (1)
v (1) =u; (1)

where p; (1), v;(¢), u;(t) e R" are the position, velocity,

and acceleration input with Yi=1,2,---,N, in an n-di-

mensional Euclidean space.
Leader-following consensus is designed such that all

M

the agents follow the trajectories of a virtual leader. In
this case, the leader’s dynamic is considered as follows:

p@®)=v.(t) 2

where p,(?), v, (t) € R" are the position and velocity of the
leader agent. The leader agent position can be manipu-
lated through its velocity. Let us define the rigid desired-
position formation from the agent i to its neighbors j, as
h;, h; e R". According to [1], the classical leader-follow-
ing formation control is given by

(1) = )" ay[((p; ()= pi (D) = (= ) + (7, (0 = v ()] -

JEN;
@) =p, @)= i) —v, (1) (3)

where N; is the set of i’s neighbors.

Assumption 1 The graph G is an undirected graph.

Assumption 2 All the agents receive information sta-
tes from the virtual leader agent.

Lemma 2 [24] The Laplacian matrix £ associated
with an undirected graph has at least one zero eigenvalue
and all the nonzero eigenvalues are positive. The Lapla-
cian matrix £ has exactly one zero eigenvalue if and only
if the graph is connected.

Using the consensus protocol (3), the MAS (1)
achieves the desired formation if the following is satis-
fied:

liml| (p; ()~ ) = (p; ()= k)l = 0, Vi=1,2,--.N. (4)

Bandwidth limitations, delays, or packet losses are
challenges in real engineering applications in MASs. Let
us define 7;;(7) as the communication faults between the
agent i and the agent j. Based on 7;;(7), the leader-fol-
lowing formation control under communication faults (3)
becomes
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(D)= ) agl(p (=1 (0) = pi (1= 1) = (b — ) +
JeN;
W (t=75;®)=vi(t=7;;())] = (p: (1) — p, (1)) -

() —v,(1). ()

A degradation of the communication between agents

can be associated to their distance as considered in [25].

Communication faults are considered dependent on the

agent positions in link with the distance between them
and described by the following function:

7, (1) = (B ~B1e P P) (0.5~ 0.5tanh (B (1~ 1,))) (6)

where B, B,, and S; are positive constants, and ¢, is the
time of fault occurrence.
Assumption 3 The derivative of the communication
fault 7;; (1) <d, < 1,Vi# j, j€ N; whered, is afixed scalar.
Note that, when 7,;(¢) = 0, the leader-following forma-
tion control problem can be solved using (3). Neverthe-
less, as reported in [24], the longest delay to reach the

consensus is determined as 7;; < where Ay (L) is

b
225 (L)°
the maximum eigenvalue of the Laplacian matrix, and the
delay is considered constant with the same value for all
agents in a fixed, undirected, and connected graph.

The problem under consideration in this paper is to
design an event-triggered leader-following formation
control such that all the agents follow the leader’s traject-
ories subject to communication faults considered as
smooth delays dependent on the agent positions.

3. Event-triggered leader-following
formation control design

In the following subsections, a time-triggered formation
control design and the event-triggered mechanism are
presented in order to develop a strategy such that all the
agents tolerate communication faults while reducing the
information exchange.

3.1 Time-triggered leader-following formation
control design

Let us define the error between the agent i and the leader
as follows:

i,‘ 1) = i 1) — r t

{_() PO -p.0). -
V(&) =v; (1) —v.(?)

Let 6,(¢) = [f’i(t)T - hI.T,;'i(t)T]T, then the error dynamics

can be rewritten as follows:

6.(H) = A6, (1) + Bu, (9

0 1,
A‘[o 0

o

Adding the control gain K. € R™* and the scalar «,
the leader-following control (5) is modified in order to

®)

tolerate communication faults when t;;(¢) > as

T
24y (L)

follows:

u;(n =K. [Z a;; (0; (t—7,;()) = 6;(t =7, (1)) + ad; (t)
JeN;
9

where K, is the control gain to be designed and @ >0
must be a positive constant which represents the relation-
ship between the leader and the followers. Based on (8),
(7) becomes

5.1 = 48,0+ BK.| )" (6, (1= 1, () -

JEN;
6j(t—T,»j(t)))+a(5,(t)]. (10)

Let &) =1[67(2),6,(),- ,6§(t)]T and o(t—-71)=
[67(t =71, (), 85(t—12; (), -+ ,65(t —7y;(D)]", then the
error dynamics (9) are rewritten as follows:

5(t)=(Iy®(A+aBK.)6(1)+(LOBK)S(t—-1). (11)

The following theorem provides LMI-based condi-
tions for the computation of the control gain K..

Theorem 1  Given the non-zero eigenvalues of the
Laplacian matrix A4;(£),i=2,3,---,N, scalars a >0,
i1 >0, u, >0, and 7;; <d, < 1, the leader-following con-
sensus is quadratically stable under (9), if there exist
symmetric matrices P, >0, P, > 0, and a matrix K, such
that the following inequality

0 0 0Y 0
x 0y —,UzK;r 0
= % =2l 0

* * * -1

<0 (12)

2P
holds ¥Yi=2,3,---,N, with O, =He{P,A}+1— “—1+P2,
1

P
Qs =-A,P\B, Qs = H— +waBK,, Q;=—(1-d,)P,.
1

Proof Let us define the following candidate Lyapun-
ov functional inspired by [26]

V=6"(t)Iy®P)S )+ f 6"(s)(Iy® Py)8(s)ds. (13)

The time derivative of V along any solution of the sys-
tem (11) is given by
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V=26"(t) Iy @ P)8 (1) +8"(t) (Iy® Py) 8 (1) —
(1-1)6"t-1)Uy®P)S(t—7). 14)

According to [26] and Assumption 3, (14) is negative-
definite when

V=28"()Iy@P)6t)+6" (1) Iy P,) S (1) -
(1-d)é"(t—-1)Iy®P,)8(t—1) <0, (15)

thus,
V=25"(t)(Iy®(P\(A+aP BK,)))§(t)+
26" (1) (L& P,BK)§(t — 1) + 6" (t) (Iy ® P,) () —
(1-d)8"(t—7)Iy® Py)6(t —7) < 0. (16)

Let us perform a spectral decomposition of the Lapla-
cian matrix £, such that £=TJT™' with an invertible
matrix T €R™" and a diagonal matrix J = diag(d, =
0,4,,---,4y). By Lemma 2, eigenvalues of £ form a base
of eigenvectors which are used to construct the invertible
matrix T'. Let us define the following change of coordin-
ates:

Y@ =(T"ely)6() (17)
Yy-1)=T"Iy)6(-1) "’

Taking (17) into (16) leads to

V=2"()Iy® (P, (A +aBK.) Y1)+
20T (JRP,BK )Y (t—1)+y" (1) Iy @ Py (1) —
(1=d)Y - Uy@P)Y (t—7). (18)
By Lemma 2, it is obtained that () =0 and

Y, (t—7) =0 due to A, =0, then (18) is rewritten as fol-
lows:

N
V=) yl(OHe (P, (A+aBK)}y;(1)+

i=2

N
23 W (AP BK Y (1-7)+

i=2

D W OPY ()= (1=d) Y Yl t=DPogpi(t=7). (19)

i=2 i=2

Then, the following matrix is obtained:

vo | Wi (1)
V= Z[ Wi- T)} [w,-u—r)] 20)

He{P,(A+aBK.)}+P, AP, BK. ]

where Q= « ~(1-d,)P,

If matrix Q; <0, Yi=2,3,---,N, then V < 0; thus, the
synchronization error between the leader and the follow-
ers is quadratically stable. Using Schur complement

(Lemma 1) in (12), the following inequality is obtained:

R, 0 (0Y
Qs —juK! €2y
* * —2ﬂ2I

2P P !
where R, =He{P,A}+I-—+P, +(—‘ +/1.a'BKC) )

H H

P
(—1 +,u1aBK(.). The inequality (21) is pre- and post-
M

i I 0 O .
multiplied by [ 0 I -K' } and its transpose, thus we
obtain
Rl Q21
22
2o )
Note that:

He{P,(A+aBK.)}+ P, <He{P, (A +aBK,)}+
2

P
P, +a*(P,BK,)" (P,BK,) =He{P A} + P, - —2' +
u

1
P p
(—1 + a/BK(.) (—1 + aBKc)

Hi i (23)

where yu; > 0. By taking into account the following in-

equality:
P P
e
H Hi

2P P

i '

(24)

and combining (23) and (24), the following is obtained:

He{P,(A+aPBK)}+ P,

T
I+P2—&+(i+ BK) (ﬁ+a/BKC). (25)
H Hi H

Based on (25) and (22), 2; <0 is recovered, thus, the
LMI (12) corresponds to (20) and the synchronization er-
ror is quadratically stable under (9), thus completing the
proof. O

Remark 1 Theorem 1 guarantees the time-triggered
leader-following formation control design which is con-
tinuously updated.

<He{P A} +

3.2 Event-triggered mechanism

The following section, an event-triggered mechanism is
developed in order to reduce the information exchange
and the control update rate.

The update of the control law action in event-triggered
approaches depends on an event error. This event error is
calculated based on the last and the current state values.
When the magnitude of the event error exceeds a
threshold, the control law value is updated, otherwise, the
control law keeps the last calculated value. The control in
(9) is modified in order to design an event-triggered
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mechanism as follows:

w )= K| a6, - (1)) -

JEN;

6, (17 (1)) + a5 (1) | (26)

where 6;(r;) and 6;(r;) are the last values of the syn-
chronization errors of agents i and j, respectively, and
agent j; 6,(f, —7;(¢)) and &,(s, —7;;(¢;)) are the last va-
lues of the delayed synchronization errors of agents i and
J. The sequence of event-times 0 <) <7, <7, <--- of the
agent i is defined as ¢, =inf{r:7> ¢, fi(£ (D) > 0}.
The agent i requests the information of the agent j at the
event #,,, in order to update the control law, otherwise,
the control law keeps the last computed value. Let us
define the event error as follows:

{ & =20 (tllc) —-0;(1)
§i(t=7;0) = 6: (5, =73, (1)) - 6; (1 = 7;; (1))
According to [7], if the leader-following consensus is

quadratically stable, then, the following event function
can be considered:

Ji@ =8Ol = (e +c2e™) (28)

where parameters ¢; >0, ¢; >0, 0 < c;3|ymn(A +aBK,)|,
and Y, (A +aBK,) is the minimum eigenvalue of (A+
aBK,).

4. Example: fleet of UAVs under
communication faults

@7

In order to illustrate the effectiveness of the proposed
strategy, real implementations in a fleet of UAVs are
presented in this section.

The experimental platform is described and some ex-
perimental results are shown in the following section. A
video corresponding to the results can be found at
https://youtu.be/Lo_kuGY9Wa4.

4.1 Experimental platform description

The experimental platform used for this implementation
consists of an Optitrack system to recognize the UAVs in
a three-dimensional space by image processing using
Prime 17W cameras; Motive 2.1.1 is the software to ma-
nipulate the Optitrack which uses the virtual-reality peri-
pheral network (VRPN) protocol with communication to
a virtual machine; Ubuntu 16.04 is installed in the virtual
machine with ROS Kinetic to manipulate the UAVs in
parallel with Motive; identical Bebop 2 parrots are the
UAVs (see Fig. 1). The code is developed in Python 2.7.
The sample time is 0.02 s.

Fig.1 Bebop 2 parrot

According to [27], a fleet of UAVs can be described as
a second-order MAS if an inner closed-loop control is
considered for each UAV employing their angles with the
following references:

lpd, (t) = 03
u,
0, () = arctan( . )
u,+g
u

@q (t) = arcsin| — bl s

2
uf’, + u)z', + (uli + g)

T:(t) = m \/ui +ul +(u, + g, 29)

T .
where u;(¢) = [u,,u,,u,] is the consensus control law

calculated using (5) (classical
K. =[ -1 -I ]), (9) (time-triggered robust approach),
and (27) (event-triggered approach); ¥, (1), 6, (f), and
@4, (1) are the reference angles for each UAV; m, = 0.5 kg
is the mass of the UAV, which are considered to be ho-
mogeneous; g = 9.806 m/s” is the acceleration of gravity.

The goal of the three UAVs is to form an isosceles tri-
angle and follow the trajectories of a virtual agent with
the following desired formation k&, = [0,0]", k, = [0,1.5]",
and h; =[0.75,1.3]".

The LMI in Theorem 1 is solved with the following
parameters: u, =1, u, =10, a =1, and d, = 0.2 obtain-
ing the control gain K, = [ -(0.4922)I, —(0.976 8)I, ]
This control gain is used in both the time-triggered and
event-triggered approach. Table 1 shows the initial va-
lues of the UAVs.

formation control

Table 1 Initial conditions of the UAVs

Agent Position [x,y] Velocity
1 [-0.7249,-0.7232] [-0.0084, 0.0357]
2 [0.0330,-0.3345] [0.0129,-0.0107]
3 [1.5115,1.0167] [-0.0239, 0.0082]

The communication topology is described by the fol-
lowing Laplacian matrix:
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2 -1 -1
L= -1 2 -1]. (30)
-1 -1 2

The communication fault is implemented through an
artificial function with the following parameters:
Bi1=08, =1, B;=0.6, and 1, =10s. All the UAVs
are affected by the communication fault. The event-func-
tion has the following parameters: ¢, = 0.03, ¢, =3, and
c;=0.1.

Three implementations have been carried out for com-
paring the performance of the classical formation control
(5), the time-triggered robust approach (9), and the event-
triggered approach (27). In the case of the classical form-
ation control, the experiment had to be stopped to avoid
the UAVs to crash.

4.2 Experimental results

Fig. 2 illustrates the obtained trajectories of the UAVs us-
ing the classical formation control. The UAVs should fol-
low the trajectory of the virtual agent in black. However,
due to the communication faults, they start to oscillate,
and they cannot maintain the formation.

1.0 ] ]

0.5

o

-1.0 05 O 0. 1.0 15 20

— :UAV,; — : UAV,; — :xUAV3; - : Virtual leader.
Fig.2 Trajectories of UAVs (classical approach)
Fig. 3 shows the UAVs trajectories obtained using the
time-triggered robust control. The UAVs present a de-

crease in the oscillations with respect to the previous
case. Moreover, they maintain the desired formation.

‘ .’I

/

1.0

0.5 \
\

0
B
0.5
-1.0 ) Y
-1.5
-10 =05 0 05 1.0 15 20
X
— :UAV,; — : UAV,; — : UAVy; - : Virtual leader.
Fig.3 Trajectories of UAVs (proposed time-triggered approach)

Fig. 4 presents the UAVs trajectories when the event-
triggered mechanism is used. The UAVs present a better
performance, maintaining the formation despite the com-
munication faults.

1.0
0.5 ;
0 AN ,’X
DA AN=aB
—-0.5 = )r\
— b
-1.0 /l’ai.‘\' | }.’
N NN

-0.5 0 0.5 1.0 1.5 2.0

— :UAV,; — : UAV,; — : UAV;; - : Virtual leader.
Fig. 4 Trajectories of UAVs (proposed event-triggered approach)
Fig. 5 presents the UAVs velocities obtained using the
classical formation control. After approximately 140 s,
the UAVs start to show stronger oscillations. As men-

tioned earlier, in order to preserve the integrity of the
UAVs, the experiment has to be stopped.

50 100 150
Time/s

50 100 150
Time/s
— 1 UAV; — : UAV,; — : UAV;; - : Virtual leader.
Fig. 5 Velocities of UAVs (classical approach)

Fig. 6 shows the UAVs’ velocities using the time-
triggered robust control. The oscillations decrease when
compared to the classical formation control. However,
there is still a small offset between the leader velocities
and the velocities of the UAVs. Also, an offset is ob-
served, induced by the fact that the control gain is smal-
ler than that in the classical formation control.

05 T T ]

- 0 - -
=~ -0.5 |
-1.0 |

-1.5
50 100 150
Time/s

1.0
0.5 ! j
0 ¥ Seft/ 7oy,
—0.5 ! L |
50 100 150
Time/s
— :UAV; — : UAV,; — : UAV;; - : Virtual leader.

=,

-

4

Fig. 6 Velocities of UAVs (proposed time-triggered approach)
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Fig. 7 illustrates the UAVs’ velocities using the event-
triggered control. The oscillations are smaller compared
to the other two approaches. However, the offset is still
present due to the control gain. It is worth highlighting
that the event-triggered control reduces the information
exchange between the agents and the update rate of the
control law.

50 100 150
Time/s
— :UAV; — : UAV,; — : UAV;; - : Virtual leader.

Fig. 7 Velocities of UAVs (proposed event-triggered approach)

Fig. 8 presents the event-triggered control law. The
time interval between 15 s and 17 s is zoomed to illus-
trate when the control law keeps the last value.

100 150

0 50 100 150
Time/s
— :UAV,; — : UAV,; — : UAV,.

Fig. 8 Consensus control law (event-triggered proposed approach)

In order to measure the performance of the consensus,
let us define d;; =x;—x;, where x,=[p;—h v,]", and
x;=[p;—h; v,]'. Fig. 9 illustrates the evaluation of the
performance of the consensus using the classical forma-
tion control. The performance presents oscillations after
140 s due to the communication faults.

3.5
3.0
_ 25

2.0

XX,

1.5

l.Or‘ ﬂ“”iw

051

0 50 100 150
Time/s
—dpy —dy; sy

Fig. 9 Evaluation of consensus’ performance (classical approach)
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Fig. 10 shows the evaluation of the performance of the
consensus using the time-triggered robust control. Com-
pared to Fig. 9, the performance has been improved.

4

x[_j"jH

0 50 100 150
Time/s
—dp; — 1 dy; s

Fig. 10 Evaluation of the consensus’ performance (proposed time-
triggered approach)

Fig. 11 presents the evaluation of the consensus per-
formance using the event-triggered control. Compared to
Fig. 10, the performance is smaller than the threshold
value 1 due to the desired formation.

2.5

2.0

0 50 100 150
Time/s
—dpy —tdyy; s
Fig. 11
triggered approach)

Evaluation of consensus’ performance (proposed event-

Fig. 12 presents the profile of the events for the event-
triggered control. It is considered 1 for UAV,, 2 for
UAYV,, 3 for UAV; if an event occurs, respectively, and 0
if there is no event. A zoom is considered in some inter-
vals in order to show when an event occurs.

3.0

25¢
=)
= 0

LS,

045 16 17
1.0
0 50 100 150
Time/s
-: UAV,; -: UAV,; - : UAV,.

Fig. 12 Events for updating the control law
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Fig. 13 shows the total number of events in each UAV.
“No event” means that the control law and the exchange
of information are not updated. For example, UAV, has
1 907 of no events compared with 6556 events. In con-
trast with time-triggered, the update of the information
and the control law has been reduced.

7000

6000 -

5000 -

4000

3000 -

Number of events

2000 - =

1000 -

Event No event
m : UAV,; mm : UAV,; mm : UAV,.

Fig. 13 Total number of events in each UAV

In order to quantify the performance between the ap-
proaches, the root mean square (RMS) metric is used. In
Table 2, the RMS value of d;; is presented for each com-
bination of UAVs corresponding to the classical forma-
tion control, the time-triggered robust control, and the
event-triggered control. It should be noted that the event-
triggered approach reduces the energy consumption.

Table 2 Comparison of the consensus RMS

d; Classical Time-triggered Event-triggered
dy, 09129 0.8947 0.8932
dys 0.9060 0.8910 0.8818
dy; 0.9189 0.9088 0.8978

5. Conclusions

This paper has presented an event-triggered formation for
second-order MAS under communication faults. The con-
troller gain has been calculated by using LMI tools and
an event-triggered mechanism has been introduced to re-
duce the information exchange between agents. The pro-
posed approach has been implemented in a real platform
of a fleet of UAVs subject to communication faults. A
comparison between a state-of-the-art technique and the
proposed technique has been provided, demonstrating the
performance improvement brought by the proposed ap-
proach. For future work, a measurement of the energy
consumption can be implemented in the real platform in
order to compare the performance between the ap-
proaches.
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