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Abstract: To  analyze  and  optimize  the  weapon  system of  sys-
tems (WSOS)  scheduling  process,  a  new method based on  ro-
bust capabilities for WSOS scheduling optimization is proposed.
First,  we  present  an  activity  network  to  represent  the  military
mission.  The member systems need to be reasonably  assigned
to  perform  different  activities  in  the  mission.  Then  we  express
the problem as a set partitioning formulation with novel columns
(activity  flows).  A  heuristic  branch-and-price  algorithm  is  de-
signed  based  on  the  model  of  the  WSOS  scheduling  problem
(WSOSSP).  The  algorithm  uses  the  shortest  resource-con-
strained  path  planning  to  generate  robust  activity  flows  that
meet the capability requirements. Finally, we discuss this meth-
od in several test cases. The results show that the solution can
reduce the makespan of the mission remarkably.
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1. Introduction
Weapon system of systems (WSOS) is a higher-level mili-
tary  complex  system.  It  is  integrated  by  various  weapon
systems that are functionally interconnected and comple-
ment [1]. To meet diverse military requirements and maxi-
mize overall operational effectiveness, all countries in the
world  are  vigorously  developing  WSOS under  the  guid-
ance of national security and military strategy. At present,
most of the research is focused on the construction of the
WSOS,  exploring  the  optimal  construction  program  to
meet the military requirements. However, the research on
scheduling in the scheduling process of the WSOS is still
scarce.  Appropriate  WSOS  scheduling  scheme  not  only

makes rational use of human and material  resources,  but
also  preemptively  takes  the  initiative  on  the  battlefield.
Thus, at the beginning of the military mission, using sci-
entific  models  and  methods  to  analyze  and  optimize  the
WSOS scheduling process is particularly important [2].

The WSOS scheduling problem (WSOSSP) is defined
as:  under  the  premise  of  meeting  the  capability  require-
ments  of  various  activities,  the  limited  systems  and  re-
sources provided by the WSOS are reasonably allocated,
the execution strategy of  various operational  activities  is
determined, and then the WSOS scheduling scheme in the
mission is obtained. This problem is an extension and ap-
plication  of  the  multi-mode  resource-constrained  project
scheduling problem (MRCPSP) in the military field. The
MRCPSP  is  a  classical  non-deterministic  polynomial
hard (NP-hard) problem [3].

Most of the researches on the MRCPSP use the heuris-
tic  algorithm  or  meta-heuristic  algorithm.  For  example,
Chen  et  al.  [4]  proposed  a  two-stage  genetic  algorithm,
which  considered  the  activity  mode  and  scheduling
scheme.  Najid  et  al.  [5]  divided  the  resource  constraints
in  the  MRCPSP  into  renewable  and  non-renewable,  and
proposed  a  new  tabu  search  algorithm.  Wang  et  al.  [6]
solved the MRCPSP by the estimation of distribution al-
gorithm  (EDA).  Ayodele  et  al.  [7]  combined  the  EDA
with  the  genetic  algorithm  to  synchronize  the  different
search spaces presented by two subproblems of mode se-
lection  and  scheduling  optimization.  According  to  the
non-preemptive  MRCPSP,  Adamu  et  al.  [8]  presented  a
novel  method  based  on  machine  learning  to  obtain  the
feasible  activity  priority  list  of  the  project’s tasks,  and
calculated  the  primary  solutions  by  metaheuristic  al-
gorithms. Afshar et al.  [9] introduced a new local search
method into the genetic algorithm framework to solve the
MRCPSP.  Roson et  al.  [10]  divided resource  constraints
into  different  levels  according  to  their  importance,  and
proposed  a  hybrid  optimization  algorithm  to  solve  the
problem.  In  addition  to  the  above,  Ratajczak  [11],  Zsolt
[12],  Vahdani  [13],  etc.  also  solved  similar  problems
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based on the heuristic or meta-heuristic algorithms. These
methods can find the approximate optimal solution satis-
fying the constraint in the polynomial time, but the stabi-
lity of these algorithms is relatively poor in general.

There  are  also  some  researches  on  solving  the  MR-
CPSP with exact algorithms. The branch and bound me-
thod proposed by Sprecher et al. [14] is a classical exact
algorithm. The algorithm used depth-first search and domi-
nance  rules  to  improve  the  algorithm  efficiency.  Mixed
integer linear programming proposed by Kyriakidis et al.
[15]  is  also a  common method.  In addition,  the determi-
nistic Boolean satisfiability theory proposed by Jose et al.
[16]  and  Schnell  et  al.  [17],  the  satisfiability  model  the-
ory proposed by Bofill et al. [18] and the hybrid method
combining  branch  and  bound  with  a  single  non-renew-
able  resource  constraint  proposed  by  Altintas  et  al.  [19]
are all used exact algorithms to solve the MRCPSP.

However,  all  the  methods  mentioned  above  are  deter-
ministic  optimization  methods.  Considering  the  complex
and changing characteristics  of  military  missions,  uncer-
tainty such as weather changes,  enemy strikes,  and elec-
tromagnetic interference may affect the capabilities of the
weapon system, which in turn affects the WSOS schedul-
ing process.  It  has  been proved that  the  uncertainty  may
lead  to  poor  or  even  infeasible  solutions.  Therefore,  we
must  find  an  optimization  method  that  can  effectively
deal  with  the  uncertainty,  and  ensure  that  the  obtained
scheme can be applied reliably. Robust optimization is a
suitable  method  [20].  When  the  relevant  parameters  are
changed  by  uncertainty,  the  scheme  can  maintain  high
stability against these changes. Leus et  al.  [21] proposed
that the activities in the project insert a fixed buffer time
to  reduce  the  impact  of  uncertainty,  but  the  value  of  the
buffer time is often based on experience, so it is very sub-
jective. Kaveh et al. [22], Birjandi et al. [23] represented
parameters  in  the  scheduling  model  as  fuzzy  variables,
and Angela  [24]  used  entropy functions  to  represent  un-
certain variables in the model and analyze the robustness
of the solution. Shan et al. [25] designed a robust counter-
part model for solving uncertain variables in the location
and path planning problems.

Based  on  the  previous  researches,  we  consider  the
scenario  where  the  capabilities  provided  by  the  weapon
system  decline  during  the  WSOS  scheduling  process.
Firstly  we  design  a  novel  robust  optimization  model
based  on  dynamic  transfer  equation,  in  which  each
column  (variable)  represents  an  activity  flow  on  a  time-
line,  and a  feasible  solution of  the  WOSSP is  composed
of  multiple  such  activity  flows.  Secondly,  the  model  we
propose has a tighter lower bound, and each column has a
distinct  physical  meaning.  Based  on  this,  we  propose  a
more  efficient  heuristic  branch-and-price  algorithm  that

can help to make a high-quality solution in a certain time.
For  the  remainder,  Section  2  describes  the  WSOSSP.

Section  3  provides  a  robust  mathematical  model  for  the
uncertain  WSOSSP.  Section  4  introduces  a  heuristic
branch-and-price algorithm to solve the model. Section 5
reports  computational  experiments.  Section  6  summar-
izes the conclusion. 

2. Problem description
As  was  already  mentioned,  the  WSOSSP  can  be  des-
cribed as follows: when a military mission is determined,
the WSOS begins to perform a series of operational activi-
ties.  Each  of  these  activities  can  be  completed  when  it
meets specified operational capability requirements, such
as  communication,  reconnaissance,  transportation,  etc.
The system in the WSOS can provide a subset of capabili-
ties. Therefore, different strategies composed of different
systems  that  meet  capability  requirements  can  be  selec-
ted to perform operational activities. In addition, there is
a priority relationship between operational activities, and
an activity can only begin after all its immediate preced-
ing  activities  have  been  completed.  Under  the  capability
requirements, resource and time priority constraints, each
member system in the WSOS is reasonably scheduled, so
that the mission is completed in the shortest time.

Fig. 1 shows an example of a feasible strategy for ana-
lyzing activities: there are four systems in the WSOS that
can provide certain operational capabilities. For example,
Sys1 has C1 capability  of  2  and C2 capability  of  2.  The
strategy  of  (Sys1,  Sys3)  is  able  to  complete  activity  V1
because it provides C1 capability of 4, which exceeds V1’s
minimum capability requirement of 3.  Similarly,  activity
V2  has  two  feasible  strategies  (Sys1,  Sys2)  and  (Sys2,
Sys4),  and activity  V3 has  two feasible  strategies  (Sys2,
Sys3) and (Sys3, Sys4).
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Fig. 1    Example to analyze the activity feasible strategy
 

{0,1,2, · · · i, · · · ,11}

Fig.  2 shows a simple example of  the scheduling pro-
cess of the WSOS. We use an activity-on-node (AON) to
represent  the  military  mission.  The  activities  in  the  mis-
sion are represented by a set of nodes ,
where nodes 0 and 11 represent the start and end activit-
ies  of  the  mission respectively.  The priority  order  of  the
activities is represented by the directed edges between the
connected nodes. The commander rationally allocates the
systems  in  the  WSOS  to  meet  the  capability  require-
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ments of different activities, and ultimately minimizes the
makespan of the mission. In fact, each system can be only
assigned to one activity at a time. Such as Sys5 in Fig. 2,
which  can  be  allocated  to  activity  7  when  activity  4  is
completed.  In  addition,  the  resources  consumed  to  com-
plete  all  activities  cannot  exceed  the  resource  limits  that
the WSOS can provide.
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Fig. 2    Illustrative example of the WSOS scheduling process
 

It assumes that all activities in the mission require only
one capability. Fig. 3 shows a scheduling scheme for the
WSOS. The data is shown in Table 1. In this scheme, the
capability  requirements  and  the  timing  priority  for  each
activity  can  be  satisfied,  and  a  system does  not  perform
two  different  activities  at  the  same  time.  Regardless  of
the resource constraints, the scheme can be considered as
a feasible scheduling scheme, and the total time for com-
pleting the mission is 14 h.
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Fig. 3    Feasible scheduling scheme for the example
  

Table 1    Detailed data of the scheme

Activity (requirement) Participation System (capability) Duration/h

1(2) Sys3(1), Sys4(1) 0−4

2(3) Sys6(2), Sys7(2) 0−2

3(4) Sys1(2), Sys2(2) 8−11

4(2) Sys5(2) 2−3

5(4) Sys2(2), Sys6(2) 4−6

6(2) Sys3(1), Sys7(2) 3−6

7(3) Sys5(2), Sys8(1) 6−8

8(3) Sys4(1), Sys6(2) 6−10

9(3) Sys9(3) 11−13

10(3) Sys5(2), Sys8(1) 10−14
 

3. Mathematical model
 

3.1    Nominal model of the WSOSSP

We  model  the  scheduling  optimization  process  of  the
WSOS. In our model, the following assumptions are given:

(i) In the planning horizon, the capability requirements
and  duration  of  each  operational  activity  are  predeter-
mined.  The  activities  have  different  feasible  strategies,
but only one of them can be selected.

(ii)  At  any  time,  a  system  in  the  WSOS  can  only
provide capabilities for at most one activity.

(iii)  The  process  by  which  the  systems  perform  an
activity is continuous during the mission. In other words,
once an activity begins, it cannot be interrupted.

(iv)  Starting  and  ending  avtivities  are  two  dummy
activities that do not need capabilities and resources, and
their duration is 0.

In  solving  the  WSOSSP,  the  commander  should  de-
termine  how  to  allocate  a  limited  number  of  systems  in
the  WSOS  to  the  operational  activities.  The  execution
time  of  the  activity  is  optimized.  A mathematical  model
[P] for the WSOSSP is proposed as follows:

min T = ste (1)

s.t. ∑
t∈[0,T ]

xt
i · t = sti, ∀i ∈ V (2)

∑
i∈V

∑
d∈[t−tri+1.t]

zd
in ⩽ 1, ∀t ∈ [0,T ]; ∀n ∈ N (3)

sti+ tri ⩽ st j, ∀i, j ∈ V; i ∈ P j (4)

T ES
i ⩽ sti ⩽ T LS

i , ∀i ∈ V (5)

zt
in ⩽ xt

i, ∀i ∈ V; ∀t ∈ [0,T ]; ∀n ∈ N (6)

xt
i + yin ⩽ zt

in+1, ∀i ∈ V; ∀t ∈ [0,T ]; ∀n ∈ N (7)
N∑

n=1

cnl · yin ⩾CRil, ∀i ∈ V; ∀l ∈ L (8)

e∑
i=0

tri ·
N∑

n=1

rrn · yin ⩽ R, ∀i ∈ V (9)

T
ste

sti V
xt

i i t

N
zd

in n

where the objective function (1) minimizes the parameter
 which  represents  the  makespan  of  the  whole  military

mission,  and  is  the  start  time  of  the  ending  activity.
Constraint (2) denotes that the start time of each activity

,  is  the  set  of  operational  activities  in  the  mission,
and  represents  the  start  time  of  activity  is  .  Con-
straint  (3)  guarantees  that  any  system  in  the  WSOS  can
only be assigned to one activity at a time,  is the set of
member systems in the WSOS,  represents system  is
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assigned to activity , and the start time of activity  is .
Constraint  (4)  denotes  that  the  priority  relationship  be-
tween activities, that is, any activity must start after all its
preceding activities are completed,  is the duration time
of  activity ,  and  is  the  set  of  all  preceding  activi-
ties of the activity . Constraint (5) denotes the time win-
dow  for  the  activity,  and   are  the  earliest  start
time and the latest start time of the activity . Constraints
(6)  and  (7)  construct  the  logical  relationship  among  the
three  decision  variables,  if  and  only  if ,

,  represents  system  is  assigned  to  activity .
Constraint (8) denotes that the capability requirements of
the activity must be satisfied by the participating systems,

 is  the  set  of  operational  capability,  is  the  value  of
the capability  provided by system , and  is the re-
quirement of activity  for capability . Constraint (9) de-
notes that the amount of consumable resources used can-
not exceed the resource limit provided by the WSOS, 
is the resource consumption by system  in unit time, and

 is the maximum resource consumption provided by the
WSOS. 

3.2    Robust model of the WSOSSP

c̃nl ∈ [c̄nl− ĉnl, c̄nl+

ĉnl] c̄nl

l
n ĉnl

Each system in the WSOS participating in the operation-
al  activities  will  provide  specific  capabilities.  There  are
many methods for evaluating the capabilities of a weapon
system, such as expert scoring, fuzzy comprehensive eva-
luation,  Lanchester  equation,  Monte  Carlo  [26].  When
considering the  influence of  uncertain  factors  in  the  bat-
tlefield,  the  capability  of  the  systems  is  often  not  fixed,
and usually fluctuate within a range. According to the ro-
bust optimization, it  is  defined in an uncertain set  to op-
timize  the  worst  case  in  the  set.  In  this  paper,  we  use  a
symmetric and bounded random variable 

 to  represent  the  capability  of  the  systems,  where 
denotes the expected value of the capability  for the sys-
tem , and  is the maximum deviation from the expec-
ted capability. In the model [P], only constraint (8) which
contains  uncertain  variables  needs  to  be  reformulated.
Therefore, constraint (8) can be represented as

N∑
n=1

c̄nl · yin+ηl ·
N∑

n=1

ĉnl · yin ⩾CRil, ∀i ∈ V; ∀l ∈ L. (10)

ηl

[−1,1] ηl = −1

In  (10),  we  define  a  random  variable ,  which  takes
value  according  to  an  unknown  but  symmetric  distribu-
tion . When , the various capabilities of the
systems are the minimum, which is equivalent to the min-
max  absolute  robust  criterion  [27].  Although  the  ob-
tained  scheduling  scheme  can  face  any  variation  of  the
system  capabilities,  the  scheme  is  too  conservative  and
may cause the WSOS waste a lot of time. In practice, the
commander  will  comprehensively  adjust  the  degree  of

Γl

l
Γl

[0, |Jl|], Jl = {n : ĉnl > 0}
Γl

⌊Γl⌋ l
c̄nl− ĉnl c̄nl− (Γl−⌊Γl⌋)ĉnl

c̄nl

risk preference and the robustness of the scheme accord-
ing to their personality characteristics and battlefield situ-
ation. We consider the slack robustness criterion [28].  A
control  parameter  is  introduced  to  adjust  the  robust-
ness of the scheme. This parameter denotes the number of
the  weapon  systems  that  can  provide  the  capability 
which  takes  the  minimum  value.  takes  value  in

.  The  larger  the  value,  the  higher
the  robustness.  When  is  determined,  it  means  that  up
to  of  systems  with  capability  take  a  value  of

,  one  system  takes  a  value  of ,
and the remaining systems take the expected value of .
Then, the constraint (10) can be formulated as∑

n∈N

c̄nl · yin−λl(y,Γl) ⩾CRil, i ∈ V; ∀l ∈ L (11)

λl(y,Γl)
where y  denotes the set of the decision variables yin ,  and

 is  a  nonlinear  function,  according  to  the  strong
duality,  it  can  be  transformed  into  an  equivalent  linear
constraint as follows:

λl(y,Γl) =

max
{Sl∪{rl}|Sl∈Jl ,|Sl |=⌊Γl⌋, rl∈Jl/Sl}

∑
n∈Sl

ĉnl · yin+ (Γl−⌊Γl⌋) · ĉnl · yin


c̄nl ĉnl

where S  represents  the  set  of  systems  with  capability l
takes a value of  −  , J represents the set of all sys-
tems with  uncertain  capability l ,  and r  represents  the  set
of remaining systems with uncertain capability l. 

4. Solution method
Although the formulation [P] could be solved by CPLEX
directly,  it  is  difficult  to  solve  practical  problems,  even
for  a  moderate  size  instance.  A  Dantzig-Wolfe  decom-
position  method  is  used  in  this  paper  to  obtain  a  master
problem and a pricing subproblem. We propose a column
generation  approach  because  the  cardinality  of  the  vari-
ables is extremely large.

In  this  mathematical  model,  a  column r  (i.e.,  an  acti-
vity  flow)  represents  a  series  of  activities  performed
along  a  timeline.  Hence,  a  feasible  solution  is  a  convex
combination  of  multiple  activity  flows  that  satisfy  the
constraints,  which  is  shown  in Fig.  4.  Two  red  arrows
represent two different activity flows (0-1-5-8-10-11, 0-2-
4-6-7-3-9-11).
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Fig. 4    Illustrative example of the activity flow 
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4.1    Master problem

This paper transforms the compact formulation [P] into a
set  partitioning formulation [MP] (Nannicini  et  al.  [29]),
which  is  regarded  as  the  MP.  Using  the  Dantzig-Wolfe
decomposition, a set of constraints ((2)−(9)) in [P] can be
replaced by a convex hull.

The MP [MP] can be formulated as follows:
[MP]

min γ (12)

s.t.

γ ⩾ Tr · θr, ∀r ∈ Ω (13)∑
r∈Ω

αi
r · θr ⩾ 1, ∀i ∈ V (14)

∑
r∈Ω

δt
rn · θr ⩽ 1, ∀d ∈ [0,T ]; ∀n ∈ N (15)

∑
r∈Ω

tS
ri+ tri

 · θr ⩽
∑
r∈Ω

tS
r j · θr, ∀i, j ∈ V; i ∈ P j (16)

∑
r∈Ω

Ir · θr ⩽ R (17)

θr ∈ {0,1}, ∀r ∈ Ω (18)

γ ⩾ 0 (19)

γ

Ω

Tr

r θr r

αi
r

i r

δt
rn n
r t

tS
ri

i r

Ir

r

where  the  objective  function  (12)  and  constraint  (13)
minimize  which represents the makespan of the longest
lasting activity flow in a feasible solution,  is the set of
feasible activity flows,  is the makespan of the activity
flow , and  represents that the activity flow  is selec-
ted. Constraint (14) denotes that all activities must be in-
cluded  in  the  selected  activity  flows,  each  activity  must
be  completed  only  once,  and  represents  that  the  acti-
vity  is selected in the activity flow . Constraint (15) de-
notes that any system in the WSOS can be only assigned
to one activity at a time, and  represents the system 
is selected by the activity flow  at time . Constraint (16)
denotes that the priority relationship between activities, in
other words,  any activity can only start  when all  its  pre-
ceding activities are completed, and  represents the start
time  of  the  activity  in  the  activity  flow .  Constraint
(17)  denotes  that  the  amount  of  consumable  resources
used  cannot  exceed  the  resource  limit  provided  by  the
WSOS,  and  is  the  resource  consumption  by  the  acti-
vity flow . Constraints (18) and (19) clarify the domains
of variables.

Ω

Ω′ Ω

Given  that  the  activity  flow  set  is  extremely  large,
this  paper  considers  a  subset  of  .  This  subset  only
contains those variables (i.e., activity flows) generated by

Ω′
solving the pricing subproblem. The master problem only
considering  the  subset  is  called  the  restricted  master
problem (RMP). 

4.2    Pricing subproblem(
µr,πi,ρ

t
n, κ(i, j),υ

) (
µr,πi,ρ

t
n, κ(i, j),υ

)
r ∈ Ω/Ω′ Tr ·µr+∑

i∈V

αi
r ·πi+

∑
d∈T

∑
n∈N

δt
rn ·ρt

n+
∑

∀i, j∈V,i∈P j

(
tS
ri+ tri− tS

r j

)
· κ(i, j)+ Ir ·υ ⩽ 0

r ∈ Ω/Ω′

Let  denote  the  dual  variables  corres-
ponding  to  the  constraints  (13)−(17).  If 
satisfies complementary slackness, solving RMP provides
an  optimal  solution  of  master  problem.  Otherwise,  there
must  exist  one  activity  flow  such  that 

.

Thus,  the  PP is  to  find  one  activity  flow  that
achieves the optimal value of the following:

[PP]

ϖr =Min
∑
i∈V

∑
j∈V

χi j ·πi+
∑
i∈V

∑
j∈V

χi j · yin ·
t=τi+tri∑

t=τi

ρt
n+∑

∀i, j∈V,i∈P j

χi j ·
(
tS
ri+ tri− tS

r j

)
· κ(i, j)+β ·µr +η ·υ (20)

s.t. ∑
j∈V

χo j = 1 (21)

∑
i∈V

χi j−
∑
i∈V

χ ji = 0, ∀ j ∈ V (22)

∑
i∈V

χie = 1 (23)

∑
j∈V

χi j ⩽
∑
n∈N

yin, ∀i ∈ V (24)

(sti+ tri) ·χi j ⩽ st j, ∀i, j ∈ V; i ∈ P j (25)

T ES
i ⩽ sti ·

∑
j∈V

χi j ⩽ T LS
i ; ∀i ∈ V (26)

∑
n∈N

c̃nl · yin ⩾CRil, ∀i ∈ V; ∀l ∈ L (27)

β ⩾
∑
i, j∈V

χi j · st j (28)

η ⩾
∑
i, j∈V

xi j · tri ·
∑
n∈N

rrn · yin (29)

χi j ∈ (0,1) , ∀i, j ∈ V (30)

sti ⩾ 0, ∀i ∈ V (31)

β ⩾ 0 (32)
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ϖr

χi j yin

χi j i
j

where the objective function (20) minimizes the reduced
cost . Constraints (21)−(23) denote a flow equilibrium
relationship.  Constraint  (24)  denotes  the  relationship
between  variables  and  .  Constraints  (25)−(26)  de-
note the time window constraints for each activity.  Con-
straints  (27)−(29)  respectively  denote  the  capability  re-
quirements,  makespan  of  the  whole  mission  constraints
and  the  consumable  resource  constraints.  Constraints
(30)−(32)  clarify  the  domains  of  variables.  The  binary
variable  is equal to 1 if and only if the activities  and

 are  completed  continuously.  The  PP  is  also  NP-hard
[30],  it  will  consume most  of  the  computing  time  in  the
process of  column generation.  Therefore,  this  paper pro-
poses a tailor dynamic programming to solve it.

c̃nl

uεinl

l n
i

It  notes  that  the  parameter  in  constraint  (27)  is  a
random variable,  thus it  needs to be linearized. We refer
to  the  method  of  Munari  et  al.  [31]  to  define  new  state
variables ,  which  denote  the  maximum  value  of  the
capability  that  can  be  provided  when  system  per-
forms activity .  Therefore, constraint (27) can be exten-
ded as follows：

µεin′l ⩾ uεinl+ cnl · yin′ −CRil (1− yin′ ) ,
∀n,n′ ∈ N;∀i ∈ V;ε = 0, · · · ,Γl;∀l ∈ L (33)

uεin′l ⩾ uε−1
inl + (cnl+ ĉnl) · yin′ −CRil (1− yin′ ) ,

∀n,n′ ∈ N;∀i ∈ V;ε = 1, · · · ,Γl,∀l ∈ L (34)

uεinl ⩽CRil; ∀n ∈ N;∀i ∈ V;ε = 0, · · · ,Γl;∀l ∈ L. (35)

σi = (S i,ψ
ε
inl, τi,φi, i) S i

σi

ψε
inl l

n i ε ⩽ Γl

l τi

i σi φi

σi σi

Hence,  for  the  robust  labeling  algorithm,  an  imple-
mentation  of  the  dynamic  programming-based  algorithm
is used [32], which is called exact dynamic programming
(EDP). In the dynamic programming-based algorithm, the
start  node  and  end  node  (i.e.,  activities)  are  represented
by the same node. We build the new activity flows from
the start node toward a sink node, which are encoded by
labels.  A  state  associated  with  a  feasible  activity  flow
from the start node 0 to the node i  is defined as a multi-
dimensional label , where  is the set
indicating which nodes  have already been visited  by ;

 is the minimum value of the capability  provided by
system  performing activity ,  when up to  capa-
bility  attains it worst case;  is the start time at the node
 in the activity flow ;  is the least reduced cost of the

activity flow ; i is the last reached node in .
S 0 ϕ

ψε
inl τi φi

φ(r) e
r

At  the  start  node  0,  the  set  is  initialized  at ,  and
,  and   are  initialized  at  0.  Each  node  may  have

multiple  labels  and  the  optimal  solution  to  the  pricing
subproblem  can  be  achieved  by  identifying  the  labels
with  the  smallest  at  the  node .  Note  that  for  the
activity flow , and each possible schedule scheme can be
performed only at a time. Once a certain time is chosen to
perform  the  schedule  scheme  by  a  label,  the  successors

σi = (S i,ψ
ε
inl, τi,φi, i)

i j ∈ V
(i, j) σi

will perform the schedule pattern on the same time. When
a feasible label  is associated with the
node ,  it  can  be  extended  to  a  node  along  an  arc

, yielding a new label . The extension functions are

S j = S i∪{ j}
ψε

in′l =max
{
uεinl+ cnl,uε−1

inl + cnl+ ĉnl
}

τ j =max{T ES
j , τi+ tri}

φ j = φi+ϖi j

. (36)

t σ1
i σ2

iFor each time , the label  dominates the label  if
the following conditions hold:

S 1
i ⊆ S 2

i

ψ1ε
inl ⩽ ψ

2ε
inl, ∀ε = 0, · · · ,Γl

τ1
i ⩽ τ

2
i

φ(r1) ⩽ φ(r2)

. (37)

T Li ULi

i ∈ V

Li

ULi

Li

j L j

L j

L j UL j∪T L j

L j UL j∪T L j

Ln+1

n+1
t∗

In  this  algorithm,  and   denote  the  sets  of
treated  and  untreated  labels  at  the  node ,  respec-
tively. First, we initialize the label in lines 1 to 5. Line 6
is the start of the main loop and all untreated nondomin-
ated labels  will  be extended next.  In line 7,  a  label  is
chosen in  following a certain rule (the shortest time
component first). Then, the label  is extended to its suc-
cessor  to generate a  new label  according to the ex-
pansion  function  in  line  8  and  line  9.  If  label  is  fea-
sible, we use the dominance rules to examine whether the
label  is dominated by a label in  or whether
the label  dominates a label in  in line 10 to
line  13.  Finally,  we  update  the  sets  of  treated  and  un-
treated  labels  in  line  16  and  get  a  label  which
provides  the  feasible  activity  flow  with  the  minimal  re-
duced  cost  from the  node  0  to  node  performed  on
the time .

The  pseudo  code  of  the  proposed  exact  dynamic  pro-
gramming is given in Algorithm 1.
Algorithm  1 The  proposed  exact  dynamic  program-

ming
L0 = ({0} ,0,0,0,φ(r), (Pi,Ø))Create an initial label .

ULt
0← {L0} T Lt

0← {Ø}　Set  and .
i N/{0}　For each node  in 

ULt
i ← {Ø} T Lt

i ← {Ø}　　Set  and .
　End for∪

i∈V
ULp

i , Ø　While   do

Li(t) ∈ ULt
i　　Choose a label .

(i, j) V ∗V　For each  in 
Li(t)

(i, j) L j(t)
　　Using extension functions, extend  along the

arc  to create a label .
L j(t)　If   is feasible then

ULt
j← ULt

j∪{L j(t)}　　Set .
　 　Discard  the  labels  dominated  from  the  set
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ULt
j∪T Lt

j  according to the dominance rule.
　End if
End for

ULt
i ← ULt

i\{Li(t)} T Lt
i ← T Lt

i ∪{Li(t)}　　Set  and .
　End do
Ln+1(t∗)

n+1
 provides  the  minimal  reduced  cost  from  the

node 0 to node . 

4.3    Branching strategy

Since the column generation algorithm solves the line-
ar relaxation model of the master problem, it cannot guar-
antee  that  the  obtained  solution  is  an  integer  solution
[33].  If  the  obtained  optimal  solution  is  not  an  integer
solution,  a  branching  strategy  needs  to  be  adopted  to
properly  modify  the  non-integer  solution.  Branching  the
activity  flows  in  the  RMP  is  a  traditional  branching
strategy.  Its  disadvantage  is  the  imbalance  of  the  branch
tree and the difficulty in solving the pricing subproblem.
According  to  the  characteristics  of  the  model  in  this  pa-
per, we use the sum of the flow variables on arcs between
operational  activities  to  branch.  This  branching  strategy
neither  increases  the  difficulty  of  solving  the  node  sub-
problems,  nor  does  it  cause  imbalance  between  the  left
and right subtrees.

βi jr r
(i, j) (i, j)

r βi jr = 1 βi jr = 0 x̄i j =
∑
r∈Ω

βi jrθ̄r

(i, j) (i, j)(
ī, j̄
)
= argmin

∣∣∣x̄i j−0.5
∣∣∣

(i, j)

χ̄i j = 0
(i, j)

(i, j)
χ̄i j = 1

(i, j)
j

Let  represent  whether  the  activity  flow  passes
through  the  arc ,  if  the  arc  is  included  in  the

activity flow , , otherwise . 

be the activity flow of arc . The arc  between ope-
rational  activities  is  branched  according  to  the  formula

 by  creating  two  left  and  right
child nodes. At the left node, the arc  is not allowed
to  appear  in  the  optimal  solution,  that  is,  the  constraint

 is  added.  It  is  equivalent  to  assign  a  sufficiently
large  positive  weight  to  the  arc  in  the  subproblem.
At the right node, the arc  must appear in the optimal
solution, that is, the constraint  is added. It is equi-
valent  to  leave  only  arc  among  all  arcs  related  to
node  in the subproblem. 

5. Computational study
 

5.1    Test bed

|V | |L|
|N|

In  this  paper,  we  design  several  test  instances  to  verify
the  effectiveness  of  the  robust  WSOSSP  model  and  the
performance of the proposed branch-and-price algorithm.
Since the number of operational activities in the mission
(i.e., ), the types of capabilities (i.e., ) and the num-
ber of weapon systems in the WSOS (i.e., ) will all af-
fect the complexity of the WSOSSP, therefore, we select
a subset of the iMOPSE dataset, and generate 10 test in-
stances of different scales [34]. The iMOPSE dataset is a

standard test dataset which is jointly created after a large
number of data analysis and processing by many experi-
enced project managers in Volvo’s IT department. Com-
pared to the well-known PSPLIB benchmark dataset [35],
the iMOPSE dataset not only includes the execution time
of  the  scheduling  plan,  but  also  the  economic  cost  and
capability types. What is more, iMOPSE dataset can com-
pletely reflect the robust WSOSSP model.

The  selected  test  instances  in  this  paper  has  been
presented  in  the Table  2,  which  are  divided  into  two
groups.  The  first  group  contains  100  activities  and  ano-
ther group contains 200 activities. Within each group, dif-
ferent  instances  are  distinguished  according  to  the  num-
ber  of  weapon  systems  and  the  number  of  priority  rela-
tionships between operational activities. For each case, 9
or 15 different capability types have been set up. Each of
these activities can be completed when it meets specified
operational  capability  requirements  and  different  system
combinations  that  meet  the  capability  requirements  can
perform different activities, consuming some resources at
the same time. Because of the difference in the number of
weapon  systems  and  preceding  relations,  the  computa-
tional complexity for each instance is varied.
 
 

Table 2    iMOPSE dataset instances

Group Instance Activity System Relation Capability

G1

100-10-48-15 100 10 48 15

100-20-46-15 100 20 46 15

100-5-20-9-D3 100 5 20 9

G2

200-10-50-9 200 10 50 9

200-10-85-15 200 10 85 15

200-20-97-9 200 20 97 9

200-40-133-15 200 40 133 15

200-40-45-9 200 40 45 9

200-40-90-9 200 40 90 9

200-40-91-15 200 40 91 15
  

5.2    Computational results

We use the CPLEX 12.6 solver and the branch-and-price
algorithm to  calculate  the  optimal  solutions  for  these  10
test instances. The calculation results are shown in Table 3
and the contents of the indicators in each column are ex-
plained as follows.

In Table 3, the three columns belong to the solution in-
dicators  of  the  CPLEX:  the  average  calculation  time  of
the  algorithm is  represented  by  “ACT”,  the  model  opti-
mal solution is represented by “OPT” and the number of
explored nodes when the calculation is terminated is rep-
resented by “Node”. The following columns are related to
the  branch-and-price  algorithm.  The  number  of  columns
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generated in the MP is represented by “col. in MP”. The
average  calculation  time  in  the  MP  and  the  algorithm
total time are represented by “ACT in MP” and “ACT”.
“LB”  represents  the  lower  bound  of  the  objective  func-
tion,  its  corresponding  solution  is  a  relaxed  real  number
solution,  “OPT ”  represents  the  objective  function  ob-
tained  by  the  branch  pricing  algorithm,  and  its  corres-
ponding solution must be a feasible integer solution. The
column “Node” represents the number of nodes searched

by  the  branch-and-price  algorithm.  The  calculation  pro-
cess  is  automatically  terminated  when  the  calculation
time reaches 1 h. The last column “GAP” reflects the rela-
tive  difference  between  the  objective  function  values  of
the two algorithms. The “GAP” formula is given as fol-
lows:

GAP =
OPTB&P−OPTCPLEX

OPTCPLEX
.

In  terms  of  average  calculation  time  and  the  optimal
solution,  the  performance  of  the  branch-and-price  algo-
rithm is better than CPLEX. Firstly, we compare the aver-
age calculation time, as shown in the column “ACT”, the
CPLEX solver obtained the optimal solution for 6 of the
10  instances,  and  the  branch-and-price  algorithm  ob-
tained the optimal solution for 8 instances within 1 h. For
the same instance, the branch-and-price algorithm solves
faster  than  CPLEX.  Although  the  average  calculation
time  of  two  algorithms  increases  sharply  with  the  in-
crease  of  the  problem  scale,  the  branch-and-price  al-
gorithm  increases  relatively  slowly.  The  main  reason  is
that CPLEX directly solves the linear relaxation model of
the original model, so the lower bound at the root node is
poor,  and  it  takes  plenty  of  time  to  find  the  optimal  in-
teger solution in the branch and bound process.

Secondly,  in  4 of  the 10 test  instances,  the gap is  less
than 0. This is because a tight lower bound is provided by
the set partition formula in the subproblem. A tight lower
bound cannot only improve the branching effect, but also
save a lot of time for the branch and bound process. In in-
stances  200-40-133-15  and  200-40-45-9,  CPLEX  does
not find the optimal solution, while the branch-and-price
algorithm find it in a limited time. In instances 200-40-90-
9  and  200-40-91-15,  neither  algorithm finds  the  optimal
solution,  but  it  is  obvious  that  the  branch-and-price  al-
gorithm can get a better upper bound than CPLEX.

In addition, we compare the number of nodes explored
in the two algorithms. As shown in the column “Node”,
in  the  same  instance,  the  number  of  nodes  explored  by
CPLEX is much larger than the branch pricing algorithm.
The  two  main  reasons  are  as  follows.  On  the  one  hand,
the  branch-and-price  algorithm  proposes  a  compact  set
partition  method,  which  defines  the  activity  flow  in  the
scheduling  process  as  columns.  Compared  with  the  in-
tensive  variables  in  the  original  model,  the  new  model
definition form can provide a tighter lower bound for cal-
culation. On the other hand, due to the constraints of pri-
ority relationships and capability requirements, only acti-
vity  flows  that  meet  the  constraints  will  be  generated.
Therefore,  the  scale  of  the  MP  is  small,  and  the  lower
bound of the set partition model always corresponds to a
relaxed solution.

As the instance size increases, the space and time com-
plexity  of  the  branch-and-price  algorithm  will  increase
exponentially.  By comparing the calculation time of  dif-
ferent  stages  in  the  algorithm,  we  find  that  solving  the
subproblem model will consume most of the time. That is
because with increase in the scale of instances, the length
of an activity flow in the subproblem grows dramatically
(in some cases, an activity flow contains 20 elements). In
other words, the process of dynamic programming in the
subproblem model will  take up a lot  of calculation time.
We are actually exploring a subproblem where the size of

 

Table 3    Performance comparison of the brand-and-price algorithm and CPLEX

Instance
CPLEX Branch-and-price

GAP/%
ACT OPT Node col. in MP ACT in MP ACT LB OPT Node

100-10-48-15 1 751 792 9 701 961 145 1 134 792 792 14 0.00

100-20-46-15 1954 600 14 984 1 443 180 1 395 600 600 38 0.00

100-5-20-9-D3 1 648 1 200 12 505 727 135 749 1 200 1 200 25 0.00

200-10-50-9 2 561 1 560 19 400 1 626 202 1 683 1 560 1 560 112 0.00

200-10-85-15 2 948 1 464 22 441 3 548 242 1 990 1 464 1 464 154 0.00

200-20-97-9 3 474 888 27 832 5 137 212 2 451 888 888 189 0.00

200-40-133-15 3 600 720 31 576 7 126 295 2 846 648 648 265 −10.00

200-40-45-9 3 600 696 37 072 9 552 362 3 399 624 624 378 −10.34

200-40-90-9 3 600 696 39 098 11 660 450 3 600 576 600 466 −13.79

200-40-91-15 3 600 672 41 687 14 235 481 3 600 552 576 555 −14.29
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the network is  growing exponentially.  At the same time,
it  can  be  seen  that  as  the  problem  scale  increases,  the
number of “col. in MP” also increases exponentially, and
the  branch-and-price  algorithm  still  has  difficulties  in
solving large-scale instances. 

6. Conclusions
The  WSOS  scheduling  decisions  are  important  for  effi-
ciently  completing  military  missions.  In  this  paper,  we
design  a  robust  model  to  optimize  the  WSOSSP.  At  the
same  time,  a  slack  robustness  criterion  is  used  to  de-
scribe  the  uncertainty  of  the  capabilities  of  the  weapon
system.  A  branch-and-price  algorithm  is  developed  to
solve the model. We propose a novel set partitioning for-
mulation,  in  which  an  activity  flow  is  defined  as  a
column.  Thus,  the  subproblem  is  to  identify  the  activity
execution order  and the distribution of  member systems.
The  performance  of  the  proposed  algorithm  is  tested  by
several instances based on the iMOPSE dataset.

The results show that after optimizing, the makespan of
the WSOSSP is significantly reduced. From the perspec-
tive of computational efficiency, the solution of the branch-
and-price algorithm is  extremely stable,  and its  perform-
ance is significantly better than CPLEX, which can solve
medium-scale instances in a reasonable time.
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