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Abstract: A novel synthetic aperture radar (SAR) image de-nois-
ing method based on the local pixel grouping (LPG) principal
component analysis (PCA) and guided filter is proposed. This
method contains two steps. In the first step, we process the
noisy image by coarse filters, which can suppress the speckle
effectively. The original SAR image is transformed into the addi-
tive noise model by logarithmic transform with deviation correc-
tion. Then, we use the pixel and its nearest neighbors as a vec-
tor to select training samples from the local window by LPG
based on the block similar matching. The LPG method ensures
that only the similar sample patches are used in the local statist-
ical calculation of PCA transform estimation, so that the local
features of the image can be well preserved after coefficients
shrinkage in the PCA domain. In the second step, we do the
guided filtering which can effectively eliminate small artifacts left
over from the coarse filtering. Experimental results of simulated
and real SAR images show that the proposed method outstrips
the state-of-the-art image de-noising methods in the peak signal-
to-noise ratio (PSNR), the structural similarity (SSIM) index and
the equivalent number of looks (ENLs), and is of perceived im-
age quality.
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1. Introduction

Synthetic aperture radar (SAR) remote sensing has many
advantages compared with optical remote sensing, mainly
the capture ability of all-day and all-weather [1]. How-
ever, the main drawback of SAR images is the existence
of speckle noise, which is a kind of signal related particle
noise called speckle noise. Speckle noise can affect the
subsequent image interpretation and information extrac-
tion [2—4].
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During the past three decades, several SAR image de-
noising methods have been proposed. Many scholars take
a great loss of image resolution as the cost and average a
certain number of independent images to solve this prob-
lem. Some of the early speckle reduction techniques are
based on the logarithmic transformation to obtain an ad-
ditive model which is easier to deal with. Then some fa-
mous methods to de-noise the additive white Gaussian
noise (AWGN) can be used as a reference to deal with the
transformed model [5,6]. These methods often neglect
some basic properties of the speckles although they are
easy to implement. In practical terms, the log-transformed
speckle noise does not strictly obey the zero mean Gaus-
sian distribution. Therefore, the deviation needs to be cor-
rected before any other processing is carried out [7]. In
the corresponding period, more ambitious techniques
tackle de-noising in the original domain based on the
multiplicative speckle model. These early articles have
clearly shown that some form of local adaptation is
needed to account for the nonstationarity of the image
[8—11]. With the development and continuous improve-
ment of the multi-scale analysis tool, there are more and
more techniques tackling de-noising in the transform do-
main. After a homomorphic transformation, wavelet shrin-
kage can be readily applied to the transformed coeffi-
cients. As well as the spatial domain, the wavelet-based
techniques take some advantages of spatial adaptivity
when filtering the image so as to better retain image tex-
tures and boundaries [12—16].

The nonlocal means (NLM) methods as a brand-new
image de-noising strategy were proposed in recent years
[17-24]. The basic idea is to use the self-similarity of na-
tural images. The NLM methods have been used in SAR
image de-noising. Among them the most famous algo-
rithms are the probabilistic patch-based (PPB) algorithm
[18] and the SAR block matching 3D (SAR-BM3D) al-
gorithm [21]. In recent years, the convolutional neural
networks have been developed rapidly and play an impor-
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tant role in Gaussian noise filtering which have been ex-
tended to SAR images de-noising [25,26]. Nevertheless,
it can be a time-consuming operation to train these net-
works and set up a training set with pairs of speckle-free
SAR images.

In this paper, we go one step further and propose a se-
mi-non-local principal component analysis (PCA)-based
de-noising method for SAR images. The PCA is a clas-
sical de-correlation technology in statistical signal pro-
cessing which is widely used in pattern recognition and
dimensionality reduction and other fields [27]. In the PCA
domain, the principal components (PCs) represent the
scene information, while the last secondary components
mainly represent the noise information [28]. The adapt-
ive PCA de-noising method proposed by Muresan and
Parks [29] and the local pixel grouping PCA (LPG-PCA)
method proposed by Zhang et al. [30] all adopt linear
minimum mean-square error (LMMSE) to shrink the PCA
transform coefficients, so as to achieve the purpose of fil-
tering Gaussian noise. Both methods are more effective
than the traditional wavelet-based de-noising methods.

Aiming at the multiplicative nature of speckle noise, a
new de-noising strategy based on the LPG-PCA techno-
logy is established in this paper. Considering the particu-
larity of the SAR image in the original domain, we con-
struct the pixel to be processed and its nearest neighbors
as a vector. Inspired by [21], we select the training sam-
ples by an ad hoc measure and obtain the vectors of simi-
lar image patches. Through similarity grouping, the local
statistical information of the SAR image can be better
calculated. Thus, the edge information of the scene can be
better protected when the PCA transform coefficients are
shrunk. However, there may be the wrong grouping
caused by strong noise. We use the guided filter as a good
contour preserving strategy to improve the de-noising re-
sults [31,32].

The rest of this paper is arranged as follows. Section 2
reviews the data formation and statistics of SAR images
after logarithmic transformation based on the PCA. Sec-
tion 3 introduces the SAR image de-noising method
based on the LPG-PCA. Section 4 recommends the guid-
ed filter. Section 5 describes the proposed method. Sec-
tion 6 shows the results obtained by using both simulated
and real SAR images. Finally, in Section 7, we make a
conclusion.

2. SAR image statistics and PCA

In this section, two important preprocessing steps are in-
troduced that will run through this article. First we review
the logarithmic SAR statistics and get the mean and vari-
ance of the log-transformed model. Then, we briefly re-
view the procedure of the PCA.

2.1 SAR image statistics

SAR remote sensing is an active acquisition device which
transmits radar signals and captures the reflected echoes
from the in-phase and quadrature channels. The received
echoes are very difficult to analyze. Due to the uneven-
ness of the reflector, the interference will occur in each
resolution cell. As a result, light and dark particles will
inevitably appear in SAR images called speckle noise.
Assuming that the speckle noise is fully developed, the
received reflected signal model can be denoted by

I=RV (1)

where I denotes the observed noise image, R represents
the noise-free reflected signal which is an auto-correlated
random process, and V is the speckle fading term which
obeys auto-correlation stationary random distribution. The
model represented by (1) is suitable for single-look or
multi-look images and the quantities can be amplitude or
intensity. Goodman [2] proved that fully developed spe-
ckle follows the Gamma distribution. In a homogeneous
region, the equivalent number of looks (ENLs) is often
regarded as a known parameter which can be calculated
as

L=5 @)
where u denotes the mean value and o denotes the stan-
dard deviation of the homogeneous region.

Since the observed signal and the noise-free signal are
nonlinear, it is a very difficult task to filter the SAR spe-
ckle noise. The multiplicative noise model is transformed
into the additive noise model by logarithmic transforma-
tion, 1.e.,

In(I) = In(R) + In(V). 3)

The mean of In(V) can be calculated by the following
formula:

E[In(V)] = ¢"*(L) - In(L), “4)
and the variance also can be denoted by
var[In(V)] = y"(L) ®)

where ¥ (L) is the Poly-Gamma function with order m
[7]. The model after logarithmic transformation does not
strictly obey the Gaussian distribution with zero mean. It
is necessary to correct the deviation, so the observed sig-
nal can be denoted by

I =1In(I) -y V(L) +In(L). (6)
In the following research, we will start from the above

model and further assume that the signal and noise are
not spatially correlated. Firstly, the PCA is introduced.
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2.2 PCA

Let x =[x, X,,---,X,]" be a vector variable with m com-
ponents and

x(l 1) x(lz) . x(ln)
nm @ )
x x IS x
2 2 2
X=0 > . . (N
XD x@

be the sample matrix of x, where x” are the samples of
variable x, i=1,2,---,m, and j=1,2,---,n. The sample
vector X; is the ith row vector of sample matrix X which
includes n elements denoted by

1 2
Xo=[ a2,

. (8)

We can calculate the mean value of X; as

1 n )
= Z X9, )
j=1

The sample vector X; is centralized as

X =Xi—y = [XEI),)_CEZ),"' ,)Tfl(.n)] (10)
' = x\” — ;. Therefore, the sample matrix X can
be centralized as

where %’

X=[xx - X1 (1)
Finally, we can calculate the co-variance matrix of X
as
I vT
Q=-XX". (12)
n
Let @ = [ P2, P ]be the m xm orthonormal ei-
genvector matrix of 2, and A = diag{d,,4,,---,4,,} be the
diagonal eigenvalue matrix. The covariance matrix, as we
all know, is symmetrical, which can be decomposed into

Q=DAD". (13)

The terms ¢y, ¢,, -+ ,¢,, and 4, 4,,---,4,, are the eigen-
vectors and eigenvalues of @ respectively. Meanwhile
the eigenvalues are in the non-increasing order. The pur-
pose of PCA transformation is to find the orthonormal
transformation matrix to de-correlate the data matrix. By
setting

P=d'X, (14)

X can be de-correlated. The PCA transformation may
completely de-correlate the original dataset X. In the
PCA domain, the energy of signals concentrates on a
small subset, while the energy of noise will evenly dis-
tribute over the whole dataset. Therefore, the small co-

efficients in the PCA domain can be considered as noise
signals which should be shrunk.

3. SAR image de-noising by LPG-PCA

In Section 3, based on the aforementioned model and the
de-correlation between the signal and the noise in the log-
transform domain, we will first introduce the local pixel
grouping and the block similarity measure (BSM) apply-
ing to the SAR image.

The size of the SAR image is usually very large. It often
ignores weak patterns when grouping the image pixels
directly. Therefore, we divide the large image into seve-
ral training blocks and get the training samples. Suppose
there is a KX K training block as shown in Fig. 1. We
model the central pixel to be de-noised and its nearest
neighbors as a vector. An N X N window centered on the
pixel is shown in Fig. 1. Obviously there are N elements
in the window, which is defined as x = [x,, X2, -, X1 s
m = N*. We perform the noise removal on the obtained
vector, rather than on the single pixel in the center of the
window.

v The Kx K
training block

i \~~~~~~ -

Fig.1 Schematic diagram of local-pixel-grouping
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According to the additive noise model discussed in
Section 2, the patch variable in the training block can be
denoted by

y=x+u (15)

where y = [y, ¥, ’ym]T,u = [uy,u,-++ ,u,]" andy, = x,+
u, (k=1,2,---,m). In order to recover x from y more ef-
fectively, we regard x and y as noiseless and noisy vec-
tors respectively. In order to carry out the PCA trans-
formation, we need to find a set of training samples of y.
The classical PCA transformation goes through all the
N X N patches in the K x K training window. Therefore,
for each component y, of y, there are altogether N® =
(K — N +1)* training samples. However, the effectiveness
of the de-noising method by the PCA depends on whe-
ther the principal components can represent the scene sig-
nal sparsely. In view of this, we may perform the analy-
sis on similar patches to get sparser representation. There-
fore, it is necessary to select the similar samples based on
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the spatial information and group the training samples be-
fore the PCA transformation.

3.1 LPG in SAR images

The similarity between vectors is usually inversely pro-
portional to some distance measure. Therefore, the smal-
ler the distance is, the higher the similarity becomes.
There are different approaches to look for the similar
patches, such as K-means clustering, block matching, and
[P-norm. The original LPG-PCA algorithm utilizes the
Euclidean distance as the similarity measurement be-
tween the patch vectors. Considering the distribution of
actual speckle noise, it is not an appropriate choice for
SAR images. Parrilli et al. [21] proposed an ad hoc BSM.
In this paper, the BSM is used as the similarity measure-
ment between different patches.

Let y, be the “reference column vector” which con-
tains all the pixels in the central N XN window. r de-
notes the pixel to be processed and k is used to scan the
whole window. The other patches in the training block
can be denoted by y;, wherei=1,--- ,(K—N+1)*—1. Let
x,and x; be the noiseless column sample vectors corres-
ponding to y, and y,, respectively.

Considering the SAR image model, we define the BSM
as

d[y,.yil = —ln{ﬂpb(Hk) y(i+h]

x(r+k) = x(i+k)} = —ln{n4Lr(I%2L(L)

[ y(r+k)y(i+k) (16)

2L—-1
Y (r+k)+y*(i+ k)] }

where I'() is the Gamma function and L is the ENLs.
Equation (16) can be further simplified by the proper-
ties of logarithmic operation,

d[y,yil= _ln[4LM}_

I>(L)

2L-1

Z a yr+k)y(+k)
- Yi(r+k)+y*(i+k)

—ln[4 F(2L 1)] QL- I)Zl [ Yr+k)+y (i+k)]|

(L) L Ty Ry k)

F(ZL y(r+k) y(i+k)
1“[4 (L) ] (2“1);1 yi+h | yr+h |
(17)

The first term is constant which can be discarded. Thus
the BSM can be represented as

y(r+k)

Y+ k)
yi+k)

y(r+k)

dly,y]=QL-1)) In (18)
k

If d-distance follows (19), we consider y; the similar
sample vector of y,,

dUr’y malch (19)

o h 18 the maximum d-distance between two simi-
lar patches. Inspired by [30], we select the parameter

™ . from the deterministic speculations about the accep-
table value of the ideal difference, while ignore the noisy
components of the observed signal.

Suppose n  sample vectors of y have been selected,
which can be written as y,,y,,¥2,**,¥,-1- The corres-
ponding noiseless vector can be denoted by x,,x,
X5, - ,X,_1. Then the training dataset for y is denoted by

where ™

Y:[yr’yhy%'”’yn—l]- (20)
The noiseless counterpart of Y is formed by
X =[x, x,%, %] 2D

In order to calculate the PCA transformation matrix
more accurately, # should not be too small. In general, we
select at least c¢-m similar samples from the training
blocks, where ¢ is a constant between 7 and 10 deter-
mined by experiments. That is to say, if n < c-m, we will
use the best ¢ - m matched samples in PCA training. Gene-
rally, the most similar training samples can improve the
robustness of local information estimation. The accuracy
of the PCA transformation matrix can be improved by us-
ing local similarity grouping.

3.2 SAR image de-noising in the PCA domain

Next, we discuss how to recover the noiseless dataset X
from the noisy measurement Y.

In the m X n dataset matrix ¥, each component y; of the
vector y has n samples, where i = 1,2,--- ,m. Let Y, be the
row vector which contains n» samples of y;. Thus the data-
set ¥ can be denoted by ¥ = [¥7,---,¥"]".

X= (X1, X[ and U= [UF,- U2 rep-
resent the noiseless counterpart and the noise variable
dataset respectively. Then Y, is centralized by ¥; = ¥; —u;,

Similarly,

1 n
where u;, = — E Y,(j) is the mean value. Because the
n
—

mean of the noise in (6) is zero, X; can also be central-
ized by X: = X, — ;. Then we get the centralized datasets

denoted by Y = [YlT,m ,Y,E]T and X = [ m] The
centralized datasets also obey the additive model
Y=X+U. (22)
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As we have discussed in Subsection 2.2, once the cova-
riance matrix Q5 is calculated, the PCA transformation
matrix Py can be obtained. Instead, depressingly, the
centralized dataset Y is corrupted by the noise which
makes it difficult to calculate the covariance matrix 5.
In order to solve this problem, we first calculate the cova-
riance matrix of ¥, denoted by €y. Carrying out singular
value decomposition (SVD) on the covariance matrix 2y,
we can obtain the PCA bases. That is,

loon 1 oo o .
Q= -Y¥"'= - XX"+ XU +UX"+UU") ~
n n

)
;(XXT+UUT) =Q;+9Qy. (23)
As described in [30], the eigenvector matrices of 2y

and Qj are the same. Thus in practical implementation
we can perform SVD on £y to get the PCA bases,

Q5 = ByA DY (24)

The PCA bases can be denoted by
P=®Y=0®(X+U)=
¢;-F,X+¢;—F,U= Pz + Py (25)

where Py = @, X and Py = &, U respectively.

it

(d) De-noised image by LPG-PCA and
guided filter

(e) Local enlargement of Fig. 2(c)

The signal projection Py in the PCA domain can be es-
timated by the LMMSE criterion as [30] described. By
transforming the estimated projection Py back to the time
domain, we can obtain the de-noised result of ¥,

X = &;P5. (26)

Then adding the mean values back to X , we get the de-
noised dataset X.

Once X is estimated, the central patch and the pixel in
the patch can be extracted. Finally, the de-noised pixel in
the dataset will be aggregated to reconstruct the noise-
free SAR image.

4. De-noising refinement by guided filter

The original LPG-PCA method can suppress most of the
noise. Yet there is still residual noise in the filtered ima-
ge. To illustrate this problem, in Fig. 2 we add multiplica-
tive noise to the test image “Boat”. Fig. 2(a) shows the
original image “Boat” and Fig. 2(b) is the noisy version
by four-look speckles. Fig. 2(c) is the de-noised image by
the original LPG-PCA de-noising procedures and most of
the speckles is reduced. Fig. 2(e) is the local amplifica-
tion of Fig. 2(c).

(f) Local enlargement of Fig. 2(d)

Fig.2 Boat image de-noised by the two steps
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We can see more clearly that although most of the
speckle noise is removed by the LPG-PCA, the noise
residue still exists in Fig. 2(e). This is mainly due to the
strong speckle noise in SAR images which maybe lead to
estimation bias of the PCA transformation matrix. Con-
sequently, we need to further process the LPG-PCA de-
noising results to achieve a better noise reduction. As a
fast non-approximate linear-time method, the guided fil-
ter was presented by He et al. in 2013 [31] and updated
the fast algorithm in 2015 [32], which can be used as a
good edge preserving smoothing method. The guided fil-
ter combines the original image and a guidance image to
establish a linear filter. The guidance image may be the
original input image or another related image. The guided
filter can effectively suppress gradient-reversal artifacts.
In the following, we refer to the fast guided filter in [32]
to update the noise level.

Let I be the de-noised version of I in the LPG-PCA de-
noising algorithm. Naturally, I is the input image of the
guided filter. Here we also use I as the guidance image,
and ¢ is the output image. Then the guided filter is dri-
ven by a local linear model:

q; = akli +bk, Yie Wy (27)

where i denotes the index of a pixel belonging to a local
square window w, and k is the index of w;. By minimi-
zing the cost function, we can get the linear coefficients:

(28)

b = I —ayu,. (29)

where g, is the mean and 0',3 is the variance of I. I;,- and
|w| denote the mean and the number of pixels in w re-
spectively. Applying (27) to all local windows in the
whole image and averaging all the possible values of gi,
we obtain the output data:

1 —
4= 2 adivbi=al+h (30)
kii€wy
here g, ! Z and b : Zb
Wi a, = — a i = T .
ol £+ wl £47°

The de-noising results by the LPG-PCA and the guided
filter are shown in Fig. 2(d). Fig. 2(f) is the local amplifi-
cation of Fig. 2(d). We can clearly see that the residual
noise is removed greatly after the guided filter.

5. The proposed method

A new SAR image de-noising method based on the LPG-
PCA and the guided filter is proposed in this paper. First,

we perform logarithm transformation on the multiplica-
tive model to obtain the additive model. Instead of apply-
ing the PCA to the original dataset, we suggest using
LPG-PCA fitting for SAR images. Although de-noising
via the LPG-PCA can suppress the speckle effectively, it
also has some error both in the PCA transformation and
in LPG because of the strong noise in SAR images. In or-
der to solve this problem, we adopt an improved filtering
step in which the output of the LPG-PCA method is
filtered by the guided filter. The whole algorithm is
presented in Algorithm 1. The detail of the proposed lo-
cal pixel grouping for SAR images can be seen in Algo-
rithm 2.

Algorithm 1  The proposed SAR images de-noising

method.
Input The noisy SAR image I.
Step1 Coarse filtering.

Logarithmic transformation with bias correction.

for each pixel y; in I'", do

Patch extracting. Extract the sliding patches y; of size
N XN in the K X K training block.

Patch grouping. Group the similar patches based on
LPG.

De-noising via the PCA.

end for

Obtain the full de-noised image 1™ of I'™.

Exponential transformation. Apply exponential transfor-
mation to 7™ and obtain the coarse filtering result 1.

Step2 Improved filtering.

Initialize Input image 1™ and guidance image I.

Local window wy.

Calculate a, and b,.

Obtain the de-noised image.

Output  The final filtering result 1.

Algorithm 2 The proposed local pixel grouping al-
gorithm for SAR images.

Input The image patches y;(i=1,--- ,N?)

Initialize The training block K X K.

Choose the central patch as the initial patch, denoted
by y,.

Let y, be the current patch and y;, be sample patches
around y, in the training block.

fori=1to NV —1do

Calculate the BSM of y, and y; by (18). Choose the
patches according to (19) and get the training samples
similar to y,.

end for

Output The training set for y;.

6. Experimental results

Without the original noiseless SAR image, it is difficult
to make an objective assessment of the method in SAR
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image de-noising. Therefore, inspired by [14,15], we add
simulated speckle noise to the optical test images and cal-
culate the objective evaluation index. Then in Subsection
6.2, experiments on real SAR images are discussed. We
compare the proposed method with several state-of-the-
art de-noising methods, such as the Frost filter [3], the
homomorphic version of learned simultaneous sparse cod-
ing (H-LSSC) [24], original LPG-PCA [30] and nonlocal
fast adaptive nonlocal SAR de-noising (FANS) [23].

6.1 Results with simulated speckle

Fig. 3 shows the tested optical images, including House
and Cameraman images often used in the AWGN de-
noising literature. Furthermore, we choose an “Intersec-
tion” image which is more similar to SAR images in the
aspect of ground information. The simulated images are
obtained by multiplying optical images by simulated
white speckle noise with different looks.

(a) House

(b) Cameraman

(c) Intersection

Fig.3 Original images used in the experiments

The peak signal-to-noise ratio (PSNR) and structural
similarity (SSIM) are used to evaluate the de-noising per-
formance. SSIM was proposed in [33] and often used in
the evaluation of despeckling methods. It mainly mea-
sures the changes of structure information before and
after image filtering.

1 MZ: 2E[I,]-E[l,]+C, . 2cov(l,, I,]+C,
~ E[)+E[I2]+C, Var[l,]+ Var[l,] +C,
@31

where I, and I, represent noise-free image patches and de-

SSIM =

N

noised image patches respectively. C; and C, denote con-

stants that are not zero. SSIM is a number greater than 0
and less than 1. The closer SSIM is to 1, the more similar
the structure is.

Table 1 shows the PSNR of different realizations of the
noise process. As can be seen from Table 1, the PSNR by
our method is similar to FANS and much better than the
other methods. Especially when L is smaller, the value of
PSNR by the proposed method is about 5 dB larger than
that of the H-LSSC. This is mainly due to lots of irrele-
vant patches in the learned dictionary which are not help-
ful for sparse representation. The SSIM indices by differ-
ent methods are shown in Table 2. We can see that the
SSIM indices obtained by our method is optimal.

Table 1 PSNR results of the de-noised image by different methods dB
Method House Cameraman Intersection
L=1 L=2 L=4 L=16 L=1 L=2 L=4 L=16 L=1 L=2 L=4 L=16
Noisy 11.28 13.15 1634  22.56 12.23 15.12 18.45 24.32 11.12 16.81 2276 24.96
Frost 18.23 21.48 2556 29.67 19.56 2234 2678  29.89 20.67  21.89 2478 2745
H-LSSC 22.23 22.71 2689  32.54 2291 2554 2790  32.98 20.71 2394 2629  28.89
LPG-PCA 26.85 25.03 28.56  34.16 28.08 30.45 30.01 33.91 21.45 24.83 26.12  29.03
FANS 2691 2872 3331 34.28 30.01 3090  33.19 35.76 21.91 26.06 2798  29.92
The proposed method ~ 28.14  29.12 3345 34.25 2970 31.24  34.59 34.78 2528 2698 2790  29.99

Due to the limitation of space, only partial de-noising
results are shown in this paper. Fig. 4 shows the de-

noised images by different methods for the “Intersection”
image with L=2. From the de-noised images in Fig. 4, we
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notice that the Frost filter cannot remove all of the
speckle noise. H-LSSC keeps working very well on the
homogeneous region while unsatisfactory on the hetero-
geneous region. The original LPG-PCA method de-noises
the log-transformed data directly which is not suitable for
SAR speckle noise and produces many dark artifacts. Our
method considers the multiplicative properties of speckle
noise and uses the ad hoc BSM based on the real speckle
noise distribution which greatly outperforms the original
LPG-PCA on different looks. From Fig. 4, we can see
that both FANS and the proposed method can suppress
speckle noise without destroying boundary information
while the proposed method produces fewer artifacts.

(a) Noisy image

Table 2 SSIM results for “Intersection”

Method L=1 L=2 L=4 L=16
Noisy 0.6578 0.7323 0.8523 0.902 1
Frost 0.6867 0.7534 0.9034 0.9109

H-LSSC 0.7113 0.8245 0.9085 0.9495

LPG-PCA 0.7123 0.8923 0.9323 0.9678

FANS 0.7898 0.9031 0.9309 0.9891

Proposed method 0.7902 0.9081 0.9401 0.9898

(b) Frost

(c) H-LSSC

(d) LPG-PCA

() FANS

(f) The proposed method

Fig. 4 De-noised images for “Intersection” corrupted by two-look speckles

6.2 Results with real SAR images

In order to further verify the effectiveness of the propos-
ed method, comparison experiments of different methods
on the real SAR images taken by TerraSAR-X over Swa-
bian Jura (SJ) in Germany and Black Rock City (BRC) in
USA are shown in Fig. 5and Fig. 6. As we know, the
ENLs is a standard parameter widely used in the remote
sensing. It can measure the ability to suppress the noise in
homogeneous areas. The white boxes in Fig. 5(a) and

Fig. 6(a) are used to compute the ENLs. Larger ENLs
values indicate stronger speckle suppression and an im-
proved ability to distinguish different gray levels. From
the ENLs results in Table 3, we can find that the propos-
ed method has excellent ENLs in homogeneous areas.
From Fig. 5 and Fig. 6, we can find that Frost still re-
mains much noise in both homogeneous and heteroge-
neous areas. H-LSSC may over-smooth the whole area.
All methods preserve well on the linear structures expect
for some lost in H-LSSC. The original LPG-PCA pro-
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duces some artifacts because of the unsuitable grouping. areas.Overall, it shows that the proposed method is better
The proposed method outperforms FANS in terms of  than the other referenced methods in terms of both simu-
small details preservation especially in heterogencous  lated images and real SAR images.

(a) SAR image (b) Frost (c) H-LSSC

(d) LPG-PCA (e) FANS (f) The proposed method
Fig.5 De-noised images for SJ

(a) SAR image (b) Frost (c) H-LSSC

(d) LPG-PCA (e) FANS (f) The proposed method

Fig. 6 De-noised images for BRC
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Table 3 ENL:s for real SAR images

Method SJ BRC

Noisy 7.56 0.91

Frost 9.09 2.56
H-LSSC 14.61 3.67
LPG-PCA 11.23 6.87
FANS 12.78 7.93

The proposed method 13.14 8.04

7. Conclusions and future work

A spatially adaptive image de-noising method by using
the LPG-PCA and the guided filter is proposed in this pa-
per. Compared with the state-of-the-art SAR image de-
noising methods, the proposed method achieves a better
performance in terms of PSNR and SSIM by the experi-
ment on simulated images. Besides, our method has bet-
ter visual effects and shows fewer artifacts. For real SAR
images, the ENLs is used to evaluate the ability of noise
suppression in homogeneous areas. The proposed method
has a very strong noise reduction ability while preserving
the detail better.

Different from ordinary optical images, there are much
texture information and edge features in SAR images. A
certain point in SAR images may correspond to a building
on the ground. The isolated structures have almost no
similar patches in the search area which may lead to inac-
curate estimation of the covariance matrix. Future resear-
ch will concentrate on the separation of the isolated struc-
tures and perform different de-noising methods in differ-
ent areas.
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