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Abstract: This paper addresses the cooperative control prob-
lem of multiple unmanned aerial vehicles (multi-UAV) systems.
First, a new distributed consensus algorithm for second-order
nonlinear multi-agent systems (MAS) is formulated under the
leader-following approach. The algorithm provides smooth input
signals to the agents’ control channels, which avoids the chat-
tering effect generated by the conventional sliding mode-based
control protocols. Second, a new formation control scheme is
developed by integrating smooth distributed consensus control
protocols into the geometric pattern model to achieve three-di-
mensional formation tracking. The Lyapunov theory is used to
prove the stability and convergence of both distributed con-
sensus and formation controllers. The effectiveness of the pro-
posed algorithms is demonstrated through simulation results.
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1. Introduction

The concept of cooperative control for multiple aerial
vehicles has been developed in response to the increasing
need in performing complex missions. Aerial multi-agent
systems (MAS), as well as many other MAS, can per-
form cooperative tasks with numerous advantages such as
efficiency, accuracy, flexibility, robustness, and cost-ef-
fectiveness. Multiple aircraft [1-3], helicopters [4],
spacecraft [5,6], satellites [7,8], missiles [9,10], and un-
manned aerial vehicles (UAV) [11-19] are among aero-
space MAS.

Multi-UAV cooperative control is one of the very in-
teresting and challenging areal MAS applications since it
allows the achievement of complex missions with more
flexibility, reconfiguration, adaptation to dynamic environ-
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ments, and distribution. In recent years, numerous stud-
ies have tackled the problem of multi-UAV coopera-
tive control by using different approaches and theories.

Using the contract net protocol, a task assignment
model of manned/unmanned aerial vehicle formation was
built in [11] to assign tasks in dynamic environments. In
[12], authors formulated the formation control problem of
multi-UAYV systems as a differential game problem where
an open-loop Nash strategy was for each agent to build a
fully distributed formation control. The virtual structure
approach was used in [13] to build a nonsmooth distri-
buted cohesive motion control for the formation of autono-
mous quadrotor aircraft. In [14], a distributed formation
flying control algorithm was developed by using a
nonsmooth backstepping design approach. Adaptive
formation control was developed in [15] by using a dif-
ferential evolution algorithm to design the optimized
formation control among a group of UAVs. The problem
of formation-containment control for multiple multirotor
UAV was solved in [16] by using a Riccati equation-
based algorithm. In [17], a distributed self-organized mis-
sion planning algorithm was proposed for the formation
control of multi-UAV systems. Voronoi diagram or parti-
tion was used in [18] to design a distributed formation
control without collision. The work in [19] studied the
problem of path planning within the formation control
strategy using the fast particle swarm optimization where
chaos-based initialization, parameter optimization, and
topology update were considered to reach formation with
constraints and without collisions. In [20], sliding-PID
control was proposed for linear multi-agent that can be
adapted for multi-UAYV systems.

Although the aforementioned protocols and techniques
have been shown to be effective, important issues remain
to be addressed with regard to the cooperative control of
MAS in general and multi-UAV systems in particular.
Among these issues, one can site, control input smooth-
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ness, switching communication topology, partial loss of
communication within MAS, and formation keeping. In
this paper, we address the aforementioned issues and pro-
pose solutions within a smooth distributed consensus and
formation control framework. To this end, a smooth dis-
tributed consensus control is developed for multi-agent
with inherent nonlinear dynamics, which is our first con-
tribution. The control inputs to the agent closed-loop dy-
namics are designed by using continuous PI-like (propor-
tional-integral) control instead of signum-based control
used in the conventional discontinuous control, which
results in the chattering of controllers. The second contri-
bution of this paper is to build an aerospace formation
control model. The formation model is designed by com-
bining translational and rotational distributed protocols
with a six-degree-of-freedom dynamic model in one
framework.

The rest of the paper is organized as follows. The prob-
lem of distributed consensus for the second-order MAS is
formulated in Section 2. In Section 3, a new distributed
consensus control algorithm is developed and its stability
is analyzed by using the Lyapunov-like function. In Sec-
tion 4, a three-dimension formation control of autono-
mous aerial flying vehicles is developed via expansion of
planar formation presented in [21]. Section 5 presents
simulation scenarios including aerobatic consensus fol-
lowing and three-dimensional helicoidal formation keep-
ing. Concluding remarks are presented in Section 6.

2. Preliminaries and problem formulation

2.1 Graph theory

Information exchange topology of a networked system of
n agents can be modeled by using the graph theory. The
interaction among an agent set M ={1,2,---,n} is repre-
sented by a weighted graph G = (V,&, A) where V = (v,
V,,+++,v,) denotes the vertex set, EC VXV denotes an
edge set, and A = (a;; > 0) € R™" describes a nonnega-
tive adjacency matrix. The elements a;; are defined such
that a;; > 0 if (v;,v;)) €&, a;;=01if (v,v;))¢E, and a; =0
(no self-loop).

Definition 1 For each agenti € M, it is associated
with a connectivity set N; = {v;|(v;,v;) € E} that refers to
the set of the neighbors of the agent .

Definition 2 To the graph G, it is associated with a
Laplacian matrix L(/;) € R®" such that [;; = —a;; for i # j

and [; = Z a;j.
j=1,j#i
Assumption 1 The graph G is supposed to be con-
nected through a direct or indirect communication topo-
logy and at least one agent follower is connected to the

leader. In directed communication, the information ex-
change is unidirectional, while for undirected communic-
ation, the exchange of information bidirectionally results
in a symmetric matrix A (due to the symmetry of the
coupling weights).

Lemma 1 The Laplacian matrix L has the following
key properties [22]:

(i) L is a symmetric positive semi-definite matrix
(L=LT>0).

(i1) A, =0 is an eigenvalue of L with the associated ei-
genvector 1, =[1,1,--- ,11". The remaining eigenvalues
of L have the positive real part with

0=A, (L)< (L)< <A,(L).
(iii) L1, = 0.

2.2 Distributed consensus problem for nonlinear
second-order MAS

Consider the case of MAS composed of one virtual leader
0 and n followers with identical nonlinear uncertain
second-order dynamics

Xi =Vy;

{ v = fi(t,x;,v) +u; M
where x;,v;,u; € R”, denote the ith agent’s position, velo-
city and control input vectors, respectively. The virtual
leader dynamics are described as

{ xo = Vo

Vo = folt, xo) @

with x,,v, € R” being the leader’s position and its velo-
city vectors. The functions f;, f; € R” represent the lead-
er and followers dynamics, respectively.

Assumption 2 For system (1) to be stabilizable, the
functions f; are supposed to be uniformly bounded with
respect to ¢ and locally uniformly bounded with respect to
x; and v,. It results in that

Ifi(t,xi,v)ll, < 6, (3)
where ¢, € R*.
3. Distributed consensus control algorithm

In this section, we study the problem of smooth distri-
buted consensus control for the second-order nonlinear
MAS where we consider the case of time-varying veloci-
ties. The control objective is to design distributed indi-
vidual protocols u; to achieve the following consensus
agreement:

{gymm—nmm=o

lim () vy, =0 7€ @

To solve this consensus problem, we propose the fol-
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lowing smooth distributed control protocols:
t
ui (1) = —om; = | mi(ydr (5)

where
()= Z a;(x; () —x;(0)+
=0

c aij(v,-(t)—vj(t)). (6)
Jj=0
The exponent 7y is a positive constant that is fixed by
the designer, a;) =1 if the agenti receives information
from the leader and a;y = 0 otherwise, @ and S are con-
trol gains, and c € R".

Assumption 3 There exists a constant 6, € R* for
which

[LL,||. <61 (L) (7)

where I, denotes the p-identity matrix, p=nxm.

Theorem 1 Suppose that Assumptions 1-3 hold and
the communication graph G is connected. If the control
parameters of the distributed protocols (5)—(6) satisfy

6>0
AR (2%(0))”
a>( 0 ) 2D\ (D)) ®)
O,’(Sj;
B>

(I+0)Apax (L®I,)

then the nonlinear leader-follower MAS (1)—(2) reaches
the consensus argument (4). A1 denotes an eigenvalue
and V,(0) = V. (¢t = 0) denotes the Lyapunov function as-
sociated to the agents’ position.

Proof For notational simplicity, we omit the time de-
pendency. The proof is described by the following multi-
step procedure.

Step 1 Define the vectors ¥; =x;—x, € R",¥;, =v,—
voeR", £ =[&], - ,)?I]T R, & =[], - ’ﬁz]T cR?
and u=[u], - ,uI]T € R”(p = nxm). Using those nota-

tions, the systems (1)—(2) become

{ & B & : 9)
&= (&) +u
Step 2 Employing (5) and (6) to (9), it gives

§=¢
& =fE)-a(Lel)é+c[LRLIE) - (10

B[ (Lol)é+c[Lol,]é)dr

Step3 Forsystem (10), define the following Lyapunov
function V:

V=V V,+€L¢, = gT ‘T(L‘X’Iﬂ) L e an
4
with
V.= Ler L®l,)¢V, = ! I
{ x—z‘fxo—( ®T p)fx V—E‘fv pfv ) (12)
E=[& & ] eR¥
It follows that for o € R*, the following condition
holds:
V> g [ ohl) ]®1W§. (13)

Putting (13) under the following form:

A B

C ]®Inxp§ (14)

Vs f[

and using Schur’s complement, it follows that if o is
chosen such that o > 1/4, (L) then V is positive:

A-BC'B"=0,(L)-1>0. (15)

Step 4 Next, take the time derivative of the function
V along the trajectories (10):

e 0 e
€ (LOL)EAELE+ELE +ELE =
cEl (Ll )E+ELE+(E+E)E (¢
Using the system dynamics (10), it results in
V=0t (LoL)E +E 6+ (£ +€]) f-
a(El+€)[(Lel)é +c(LBL)E] -
BE+€) [[[(Lol)é +c(LoL)gldr.  (17)

Applying Newton’s generalized binomial theorem for
the case of the fixed-time graph topology, we obtain that

V=0l (LOL)E +E 6+ (€ +£)f-
ol Z ((7) leenerc@snel|-

ﬁ(ff+§f) (L®I],)IfxdT+C(L®I,,)§X .

(18)

To prove that the condition V < 0 holds when Yt > t,,
first, we consider the term:

, o€ (L®I)E —a(£] +&))-
SI((2) Jwonericaster|

To bound this term, we re-write it as follows:
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P
c€l(Lel)¢ —a(¢l+€]) D) [ ( 4 )[(L ®L)E]  [c(LOL)E ] ] -
k=0
P
ool ol § Jewetya-a) (| ) ) wetre|-

P

£wsn)é|o-a § Jeo1)"e ]aZ[( [GRICEIAR!

=1 (19)
Based on the properties of the matrix L, (19) is
bounded as follows:
I AT RS Y R I ATS R ATAN B
k=0
gwer)elo—of 7 ) p Loy
A L S N5 A B
Since the form V, is a quadratic function of ||&]|, we .
obtain that Selecting o as
ewalelo-al §)u wle |- =al g )@(D(azvxg)))w T @
max 2
Y k Lel, ¥
GZ[ ( k ) ( V& ] the control gain @ can be set as
y-1
g-‘I(L®I,,)§V{o-—a( 0 )ﬁ (L )(%E%) ]— Yyl (2v.0))”
> “>( 0 ) ag*l(L)(ﬂm(L)) ' @)
oy |¢( 7 e @erye| @1)
= Employing condition (23) to (21) yields
o€l (Lel,)¢, —a Y NLeL)el  c(Lol)E] | < —a P NLL)E
$I7) JewSlel D Jemorrel

In order to find the necessary conditions for
V <0, YVt > ty, (26) is arranged as follows:

Second, the integral term in (17) B(£T+&7)(1+¢)
(Lel,) fotfxd‘r can be bounded by considering Cauchy-

Schwarz inequality:

V<! Z[( )& werye|+e0s @)

pler+e) el [ edrs
pLaL,) [ [(l+£)¢ ]ar <
) I+

Bl (LR L) (€I +[|€7]], IE11) -
From (24) and (25), it results in that

V<EE

S e uonre}

I,)dr <

B +0) A (LOL) (I + €] ||2||f.x||z).

where
On =(1+ady)
1
On=0n= Eﬁ(l"'c)/lmax(L@Ip) . (28)
(25) 1
Q22 = Eﬁ(l + C)/lmax (L®Ip)
From (27), it can be seen that V is negatively definite if
@b —B(1+0) A (L®I,) <0 29)

which results in

ﬂ S (I&ﬁ
(26) (14+6) dnax (LT,

(30)
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4. Distributed cooperative control for
UAV MAS

4.1 UAV MAS dynamics

Consider a multi-vehicle autonomous system of n UAVs
and suppose that the three-dimensional trajectory of each
vehicle i € N is described by a vector g, such that

=[x, 9 ]T=
[ <xi,yi9zi>T, <7i99i9‘pi>’r ]T €R6 (31)
where x; is the position vector and ; is the angular rota-
tion vector, i.¢., roll, pitch, and yaw, as shown in Fig. 1 [23].

=~

Fig. 1
Euler angles

UAYV motion in 3D space: inertial frame, body frame, and

cosycosys — cos@sinysiny
cosfcosysiny — cosysiny
sinysind

T =

4.2 UAV MAS consensus control

Lemma 2 The translational and rotational control in-
puts u;; and u;, are designed according to Theorem 1.

i (1) =~y =, | mi(D)dr

' (36)
u; (t) = _arniry _ﬁr J;) nir (T)dT

where @,, B,,a,, and B, are computed by using (23) and
(30), and

M (D)= ) a; (5 ()= x; (0)+
Jj=0
CZ a;;(vi(t)—v; (1)
nf'zo 37
M (0= ) a4y (@ () =9 (D) +
=0
cZa,-j (w; () —w; (@)
j=0

4.3 UAYV MAS formation control

The formation control objective is to design translational
and rotational controls that enable multi-UAV systems to
achieve precise tracking of the desired geometric pattern

The angular velocity vector w; is given, in the body air-
frame, by

1 0 —siné
w;=| 0 cosy cos@siny |d. (32)
0 siny cosfcosy

According to the frame configuration shown in Fig. 1, we
consider the following dynamic models for both agents
and leader.

Agents:
X =v, vi=fit+u,
. 33
{ =w, w=f,+u, (33)
Leader:
{-’3'70 =vo, Vo= fo 34)
o = T_lwo, Wo = fro

where the subscripts ¢ and » denote translational and rota-
tional motions, respectively; f;, = T~ fo, fu = fro; T 18 the
matrix that relates the body frame to the inertial frame
and it is given, from Euler rotations, as

—cosysiny — cosycosfsing  sinfsiny
cosycosfcosy —sinysing  —cosysing } . (35)
cosysinf cosf

P(x,y,z) in three-dimensional space with

Zn: Pix = Poxs Zn: Piy = Poy> Zn: Piz = Poz (38)
i=1 i=1 i=1

where (p.o, Pyo, Po) 18 the center of the geometric pattern
P(x,y,2).

Suppose that (;, &, {3 are the formation states, uy;, uy;
are the formation control protocols, and the formation
evolves according to the following dynamics system [21]:

é 1i = Uy
é;Zi = Uy (39)
Z3i = il — ko lunl &

where k, € R*. The agents’ trajectories are related to the
pattern trajectory as follows:

x; =c08 (1) [{o — kosign (uy;) & ] +
sin({y;) &3+ P

¥ =sin({y;) [§2i — kosign (uy;) ,(31'] - (40)
cos (£11) &+ pyi
Zi =Pz

If limt‘)m (gki — {k()) =0 and ling,oo (Ml,' — ul()) =0for k=
1,2,3; 1=1,2; 1 <i<n, then for 1 <i# j<n the MAS
of n-UAV achieves
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Xi = Xj Pxi = Paj "y
lim| Y~y |=| Pi—Py |, lim Z Z_x|=0,
me Zi—Z; Pz~ Dzj e i=1 n

. Vi . Z;
1553(; . —yo] =0, 155(; f —Zo] =0 G
where xy, vy, zo denote the leader coordinates (the forma-
tion pattern  centroid). Defining the  vector
&= (= 010)+ (= L) (&= 30)] as the tracking error
vector for each UAV i and using the control law (5) for
both u,; and u,;, we obtain that

1
Uy = =Ty —ﬁkjo M (T)d7

" L k=1,2. (42
M ()= )i (G ()= G (0)

J=0

Substitution of protocols (42) into the first two dyna-
mic equations of system (39) results in the following re-
duced dynamic system:

Zli =-a Zaij(gli(t)_é’lj(t))] -
=0 ;

ﬁlj Zaij(é,li(‘r)_{lj(T))]dT-'_,le

0 J:O (43)
Li=—m| Y ay (G- (f))J—
=0
B j a;j (& (m) - ey, (T)))dT + é;zo
0 \/j=0

Equation (43) is equivalent, in a vector form, to the fol-
lowing auxiliary closed-loop system:

{=-a|@an)] -p [ [Loli@]d-4 @4)
where

S I L I SR S SR O |

Zo=[ 1:510» 1;220 ]T

| a=[ %" g |

Theorem 2 Suppose that the communication graph
G is connected, Assumptions 1-3 are satisfied, and the
control inputs to the closed-loop system (45) are chosen
by (42), if the tracking error converges to zero,

a =

[ a In Onn
Onn (121,,

lim (Z,) =0, then the agents’ states ¢}; and {,; converge to
t—o0
the formation states ¢}, and ¢y, respectively.

Proof Consider the following quadratic function as a

Lyapunov function candidate

V=3l Lol (45)
and suppose that the function V is continuously differen-
tiable with respect to ¢, the time-derivative of V is given as

V="(LeL)¢. (46)

Using the auxiliary closed-loop system (44), we obtain
V=-al" (LI, [(L@Iz)z]’—
Faens| [Lenim|d-4 @)

As vy > 0 and the gain matrices @ and B are diagonal, it
follows that

V<-det@?Z (Lo L) |[(LeL)[ -
det B I"(LRL)L. (48)
Inequation (48) also satisfies

V< —det® L, (Lob)|Z].. 49)

1. o1 ~
Since V = 7" (L@ L) < 5 dun(LOL) Z|[: and A (Le
I,) = A;(L), it follows that
V222 (L)

V < —det(B) ——n V. (50)
Vuax (L)
From (50), it can be found that

det(B) A%, (L) .
V2 VA (@)
Let VV = 0, the convergence of the formation tracking

is guaranteed for

det(B) A2 (L)

>V,
‘min

VZO) (LR L) Z(0) Ve (L)
det(B) A2 (L)

min

VV < AV, - (51

V2 VLD _

(52)

5. Simulation

5.1 Aerobatic consensus

In this simulation scenario, a group of n =4 UAVs per-
form a path following mission. The considered path is a
repeated aerobatic maneuvering in air where the parame-
tric trajectory is defined as follows:
{ Xo = rcos’t+6,
Yo = rcostsint (53)
Zo = arsint

with r being the radius of the path, §, = (Nc¢—1) and Nc¢
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being the number of cycles. The leader’s initial position
is x, = [100,0,300]" m with r = 15 m, a=10, Nc = 8, and
t =[0,2xn]. The agents start the consensus from identical
initial speed v, =[25,0,0] m/s and different initial posi-
tions x;y = [100,75,200] m, x, =[100,10,600] m, x;, =
[100,50,200] m, x4 = [100,25,400] m. The initial agents’
orientations are randomly selected as ¢, = (30°,—45°,
45°,120°), 6, = (60°,30°,—60°,-30°), and ¥, = (120°,60°,
—120°,-60°). The multi-UAYV system tracks the common
3D trajectory (52) in repeated cycles under the mixed
switching topology shown in Fig. 2 where agents par-
tially loose the communication with the leader. The triplet
(a,B,y) in controller (5) is selected for translation mo-
tion as (1.5,0.5,0.85) and for rotational motion as

(2,0.1,0.85).
/@ @‘

S A

o
L H—©

(®) g,

@G,

-

© g,

Fig. 2 Fixed-time switching topology connected interaction graph

Fig. 3 shows the three-dimensional consensus of the
group of four agents from different angles of view, and
Fig. 4 depicts the time history of the convergence of
agents’ orientations to those corresponding to the virtual
leader.

600

400

Xy/m

200

y 'le

NARADH
|| ||'|||||
UIUMUUMM

X,/m
(a) Face view

1303

600
500

£ 400
<
300

200

100 ’
X,/m
(b) Side view
--: Leader; : Agent 1;
—: Agent 3; —: Agent4.

—: Agent 2;
Fig. 3 Cyclic path following from different angles of view

2.5
2.0
1.5
1.0F
0.5

N\
0.5 {v

7(°)

-1.0

10 20 30 40 50 60 70
Time/s
(a) Roll angle

0l°)
= &

S b O
"\KL—'“

0 10 20 30 40 50 60 70
Time/s
(b) Pitch angle

Q)

b oL
—~F

0 10 20 30 40 50 60 70
Time/s
(c) Yaw angle

--: Leader; :Agent 1; —: Agent 2;
—:Agent 3; —: Agent 4.

Fig. 4 Time history of agents’ orientations
5.2 Tracking of helicoidal formation pattern

In this simulation, we consider a group of n = 6 autono-
mous UAVs performing a desired geometric pattern in
space. The center of the formation maintains the geome-
tric pattern along a three-dimensional helical path or helix
as shown in Fig. 5(a). On ground, i.e., plane (x,y), the
pattern is given by the orthogonal coordinates (p,,
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P = (00, (o) = (5.5 V3) (pawpa) = (5.5 ¥3).

(P4x,P4y) =(-r,0), (pr’pSy) = (—g,g ‘/g) and (Psx,Pey) =
(%,—g \/5), where r=6m is the hexagon radius. The
reference helical trajectory shown in Fig. 5(b) is performed
by the pattern centroid and is chosen as (xg,Yo,20) =
(Rsin(%),—Rcos(%),ho +v0t) where R=15m is the
helix radius, v, = 13.88 m/s(50 km/h) is the climb rate,
and iy = 200 m is the initial altitude. The formation mis-
sion is accomplished under the switching communication
topology shown in Fig. 6 with a dwell time of 15 s. The
triplet (a,(3,7y) in controller (5) is selected as (5,1.5,0.75)
for both translational and rotational motions.

r o r
o DR GaVirA
0 (=7, 0)=A] (r, 0)=A,
£
= K
Sr - T r
5 5V3 A (73 )A
— 0 1 1 1 1 1 1 1 1 1
-10 8 6 4 2 0 2 4 6 8
x/m
(a) Geometric pattern
1000
750
£ 500
250

Ly, —10 5 0
K *20_15710 3 x/m

(b) Pattern centroid trajectory
Fig. 5 Desired flying formation

3 1 3
() O

(@) g, ® G,

(©) G, g,
Fig. 6 Fixed-time switching topology interaction graph

The effectiveness of the proposed control law is vali-
dated and compared to the protocol integral sliding mode
(ISM) obtained by [24]. In this scenario, the control law
(42) is run with y=0.75, ¢, =5,6,=1.5, &, =5, =0,
and the ISM protocol in [24] is run with
a; =0.5,0, =0.67, and k; =k, =0.25. Fig. 7 shows the
formation tracking using the protocol (42), while Fig. 8
depicts the centroid formation trajectory along the mo-
tion axes for both controllers (42) and ISM. The corres-
ponding control inputs are illustrated in Fig. 9.

7225201510 =5 0 . 5 10 15 20 25
x/m
(a) Top-view formation

(b) 3D view formation

— : Desired formation path; ~ — : Desired formation pattern;

--- : Tracking formation path.

Fig. 7 Formation tracking with the control law (42)

0 10 20 30 40 50 60

0 10 20 30 40 50 60
Time/s

1000
£ 500//
N

0
0 10 20 30 40 50 60
Time/s
—: Centroid trajectory; - -: Desired trajectory.
(a) Control law (42)
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20 -

£
" 0/\/\/\/\/\
_20 1 1 1 1

0 10 20 30 40 50 60
Time/s

g L
S/AVAVAVAVA
_20 L L L L J

0 10 20 30 40 50 60

Time/s
1000 ¢
£ 500 //
0 1 1 1 1 1 )
0 10 20 30 40 50 60
Time/s

—: x-centroid trajectory; - -: x-desired trajectory.
(b) Control law ISM

Fig. 8 Geometric pattern centroid tracking

0.7
0.6 |
0.5} f
0.4}
03}
0.2
0.1

0F

-0.1

u

0 10 20 30 40 50 60
Time/s
(a) Control law (42)

u

0 10 20 30 40 50 60
Time/s

_20 L L L L L J
0 10 20 30 40 50 60
Time/s
(b) Control law ISM
:Agent 1; = Agent 2; = Agent 3;
= Agent 4; = Agent 5; = Agent 6.

Fig. 9 Control inputs (protocols)

5.3 Formation control under undirected
topology graph

Consider the case of formation flying of three agents
where the communication topology among these agents is
described by the undirected graph shown in Fig. 10 [25].
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Triangular formation under undirected communication

Fig. 10
topology

The triangular pattern is given by (pi..pi,)=(0,2),
(P26sP2y) = (=2,-1), and (psy, p3y) = (2,—1). The leader
path is a parametrical trajectory (xg,Yyo,zo) = (5sin0.2z,
—5¢0s0.21,0.5¢). The triplet (a,B,y) in controller (5) is
selected as (2.5,2.75,0.5) for translation and (1.15,
0.25,0.5) for rotation. Fig. 11 shows the agents’ trajec-
tories while Fig. 12 depicts the control inputs of the form-
ation model (39). The results below demonstrate the ef-
fectiveness and competitiveness of the proposed control
strategy as compared to the one presented in [25].

y/m
--: Leader; —: Agent 1; —:Agent 2; —: Agent 3.

Fig. 11 Formation tracking of triangular pattern
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Fig. 12 Control effort

1 Agent 3.

6. Conclusions

In this paper, a smooth distributed cooperative control for
multiple flying vehicles such as UAVs is developed
based on the concept of the leader-following consensus of
MAS. First, in contrast to the conventional sliding-mode
based consensus, a smooth distributed consensus algo-
rithm is developed by using proportional and integral
continuous functions instead of the discontinuous signum
function. Second, a formation control model for three-di-
mensional geometric pattern tracking is designed. The
flying formation scheme employs transitional and rota-
tional smooth control inputs into a three-dimensional mo-
tion formation dynamic model. Using the Lyapunov func-
tion approach, sufficient conditions are established to en-
sure the convergence of the consensus and formation
models. The effectiveness of the proposed models is
demonstrated through complex simulation scenarios such
as aerobatic maneuvering, switching communication to-
pology, loss of communication with the leader, and for-
mation control through the helicoidal path.

In the future, the focus will be on multi-UAV forma-
tion control with hardware-in-the-loop, formation track-
ing in presence of external disturbance, and obstacle
avoidance among flying agents.
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