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Abstract: Three-dimensional (3D) reconstruction based on aeri-
al images has broad prospects,  and feature matching is  an im-
portant  step  of  it.  However,  for  high-resolution  aerial  images,
there are usually problems such as long time, mismatching and
sparse  feature  pairs  using  traditional  algorithms.  Therefore,  an
algorithm is  proposed  to  realize  fast,  accurate  and  dense  fea-
ture  matching.  The  algorithm consists  of  four  steps.  Firstly,  we
achieve  a  balance  between  the  feature  matching  time  and  the
number  of  matching  pairs  by  appropriately  reducing  the  image
resolution. Secondly,  to  realize  further  screening  of  the  mis-
matches, a feature screening algorithm based on similarity judg-
ment or  local  optimization is  proposed.  Thirdly,  to make the al-
gorithm more widely applicable, we combine the results of differ-
ent algorithms to get dense results. Finally, all  matching feature
pairs in the low-resolution images are restored to the original im-
ages. Comparisons  between the  original  algorithms and our  al-
gorithm show  that  the  proposed  algorithm  can  effectively  re-
duce the  matching  time,  screen  out  the  mismatches,  and  im-
prove the number of matches.

Keywords: feature  matching,  feature  screening,  feature  fusion,
aerial image, three-dimensional (3D) reconstruction.

DOI: 10.23919/JSEE.2020.000085

1. Introduction
Three-dimensional  (3D)  reconstruction  based  on  aerial
images is a key research problem in photogrammetry and
remote sensing, computer vision, and other fields. Pix4D
[1] and ContextCapture3D [2] are common aerial  photo-
grammetry softwares for 3D reconstruction problems.

The research  on  hardware  and  software  of  3D  recon-
struction is a common concern. Nowadays, with the popu-
larity  of  3D  reconstruction  applications,  more  and  more
people  want  to  realize  3D  reconstruction  in  low-cost
devices,  such  as  laptop  computers  and  tablet  computers.
These devices  are  usually  equipped  with  low-level  con-

figuration,  but  they  are  easy  to  carry  around  and  can
provide services anytime and anywhere. In terms of soft-
ware,  by  optimizing  and  improving  algorithms,  people
keep  studying  fast  and  accurate  methods  to  achieve  real
3D reconstruction.

Taking the  generation  of  dense  3D point  clouds  as  an
example, feature matching is an important step of 3D re-
construction. Feature number,  matching time and the ac-
curacy  of  feature  pairs  can  directly  affect  the  next  steps
such as the calculation of aerial triangles and the genera-
tion of sparse point clouds.

Moreover,  aerial  images  usually  have  the  characteris-
tics  of  high  resolution,  large  coverage  areas,  too  many
kinds of  objects  and repeated textures.  They will  lead to
long  matching  time,  uneven  distribution  of  matching
pairs and confusion of adjacent feature matching. Consi-
dering that the algorithms based on deep learning are usu-
ally limited by hardware and datasets, the existing 3D re-
construction  methods  usually  use  the  traditional  feature
matching algorithms to directly perform feature matching
and aerial  triangulation  calculation,  resulting  in  too  long
time,  few  feature  points  or  even  reconstruction  failures.

With the increasing requirements of time, accuracy and
large-scale  scenes,  it  is  particularly  important  to  find  a
fast,  accurate  and  dense  feature  matching  algorithm  for
aerial  images  and  low-cost  devices.  Therefore,  an  algo-
rithm is proposed in this paper. The main contributions of
this  work  are  as  follows:  (i)  The  algorithm  can  realize
fast, accurate  and  dense  feature  matching  of  aerial  im-
ages on low-cost  devices.  (ii)  By finding the appropriate
resolution of aerial images, feature matching can be real-
ized  quickly  on  low-cost  devices,  while  ensuring  the
number  and  distribution  of  feature  pairs.  Moreover,  the
matching  point  pairs  are  restored  to  the  original  images
by an effective algorithm in the end. (iii) Considering that
aerial images are prone to mismatching due to their large
coverage areas,  a  region-based  feature  screening  al-
gorithm  is  proposed  to  further  realize  feature  screening.
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(iv) To ensure  the  quality  of  3D reconstruction,  it  is  ne-
cessary  to  further  improve  the  number  and  distribution
uniformity  of  feature  pairs,  and  based  on  this,  a  feature
fusion algorithm is proposed.

2. Related works
Feature matching algorithms usually include feature pair-
ing and  feature  screening,  in  which  feature  pairing  in-
cludes  feature  detection,  feature  description  and  feature
matching.  Local  feature  point  detection  and  description
are the most important problems. Lowe [3] proposed the
scale-invariant feature transform (SIFT) algorithm, which
has  scale  invariance  but  the  main  direction  of  features
may not be accurate enough. Bay et  al.  [4] proposed the
speeded  up  robust  features  (SURF)  algorithm,  whose
variable is  the  size  and  the  scale  of  Gaussian  blur  tem-
plates,  so  as  to  avoid  the  process  of  down-sampling  and
improve  the  processing  speed.  Using  the  features  from
accelerated  segment  test  (FAST)  [5] algorithm,  the  ori-
ented FAST  and  rotated  binary  robust  independent  ele-
mentary  features  (BRIEF)  (ORB)  algorithm  [6]  extracts
features,  and  obtains  the  main  direction  of  features  with
intensity centroid.  The  ORB  algorithm  has  rotation  in-
variance, but does not have scale invariance. In addition,
the  binary  robust  invariant  scalable  keypoints  (BRISK)
algorithm  [7], the  fast  retina  keypoint  (FREAK)  al-
gorithm [8], the KAZE (a Japanese word meaning wind)
algorithm  [9] and  the  accelerated-KAZE  (AKAZE)  al-
gorithm [10] all  achieve good results,  but they also have
some limitations.  Tareen  et  al.  [11] presented  a  compre-
hensive  comparison  of  SIFT,  SURF,  KAZE,  AKAZE,
ORB, and  BRISK  algorithms,  and  conducted  experi-
ments on diverse images taken from benchmark datasets.

Considering the limitations of traditional image match-
ing  algorithms,  related  improved  algorithms  have  been
proposed. Some researchers chose to improve a single al-
gorithm [12–14]. For example, many researchers improv-
ed the SIFT algorithm [15]. Considering that the SIFT al-
gorithm was sensitive to nonlinear radiation distortions, a
radiation-variation  insensitive  feature  transform  (RIFT)
was  proposed  [16].  The  color  information  [17]  and  the
scale-orientation  joint  restriction  criteria  [18]  were  also
used to achieve robust feature matching.

Some researchers chose to combine multiple algorithms
to improve their results. Ma et al. [19] used the FAST al-
gorithm  and  the  ORB  algorithm  to  realize  an  improved
oriented feature description. Combined with the decision
tree theory, Wu [20] proposed a feature detection method
based  on  image  grayscale  information-FAST  operators
and  then  used  the  BRIEF  feature  description  method  to

describe  the  points.  Aiming  at  the  fact  that  the  ORB
descriptors  do  not  have  scale  invariance,  an  improved
feature  point  matching  algorithm  borrowing  the  idea  of
BRISK was proposed [21].

Considering different  application  situations,  research-
ers put  forward  many  new  methods.  In  order  to  accom-
modate  repetitive  texture  and  unknown  distortion,  Li  et
al. [22] proposed a novel region descriptor formed by four
feature  points  to  improve the  matching accuracy.  Zhu et
al. [23] combined the second-order characteristics of poi-
nts with the Hessian matrix to detect more feature points.

However, the above algorithms are usually suitable for
ordinary low-resolution images. Considering the time and
texture  characteristics  of  high-resolution  images,  further
research is needed [24]. Xi et al. [25] used several differ-
ent  point  feature  extraction  operators  to  extract  features
from  the  aerial  images  of  different  scenes  and  analyzed
their performance  and  adaptability.  Based  on  a  compet-
ency criterion,  and  scale  and  location  distribution  con-
straints, Amin et al. [26] proposed a novel method to ex-
tract uniform and robust local feature for remote sensing
images.  Moreover,  researchers  adopted  different  algori-
thms for  different  applicable  images,  such  as  coastal  re-
mote sensing images [27],  low contrast  or  homogeneous
textures images [28, 29], and the aerial images with high-
resolution and rich edges [30].  For aerial  images,  as one
of the  most  important  matching algorithm evaluation in-
dices,  time  cost  is  also  worth  considering.  To  reduce
computational  complexity,  Song  et  al.  [31]  achieved
faster matching through an iterative transform simulation.

In  addition,  in  order  to  improve  accuracy,  feature
screening is usually carried out. There are three tradition-
al  screening  algorithms:  the  nearest-next-neighbor  ratio
(the  ratio  algorithm),  the  crosscheck  algorithm,  and  the
random  sample  consensus  (RANSAC)  method  [32].
Among  them,  the  RANSAC  algorithm  sets  objective
functions according to specific problems and actual con-
ditions, and distinguishes all  feature points between inli-
er points and outlier points. The accuracy of RANSAC is
high,  but  the  number  of  retained  feature  points  is  not
stable. There are also many attempts on improving these
algorithms  to  remove  mismatches.  Based  on  the  SURF
bidirectional matching method, Gui et al. [33] presented a
point-pattern  matching  method  using  the  shape  context.
Xi  et  al.  [34]  improved  the  RANSAC  algorithm  by
adding  image  gray  level  information.  Li  et  al.  [35] pro-
posed a  mismatch-removal  algorithm  called  locality  af-
fine-invariant matching.  Considering  the  viewpoint  dif-
ferences, Song et al. [31] proposed a homography matrix
evaluation method  based  on  a  geometric  approach.  Ac-
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cording to the scale-invariant feature transform matching
algorithm, Gao et al. [36] proposed and compared several
improved false matches elimination algorithms.

The evaluation of the feature matching algorithm is an
important  index  to  judge  the  advantages  and  disadvan-
tages of  the algorithm. Xi et  al.  [34]  used the root  mean
square  error  (RMSE)  to  evaluate  the  quality  of  image
matching.  Li  et  al.  [16]  used  the  number  of  correct
matches  (NCM),  RMSE,  mean  error  (ME),  and  success
rate (SR) as the evaluation metrics. Song et al. [31] used
the NCM to evaluate their algorithm as well. Gesto-Diaz
et al.  [37] evaluated 28 different combinations of detect-
ors  and  descriptors,  and  assessed  the  matching  results
based on  the  receiving  operating  characteristic  curve  as-
sociated to all combinations.

In conclusion, it is a key problem to obtain fast, accu-
rate and  dense  feature  pairs  through  algorithm  improve-
ment  for  high-resolution  aerial  images.  In  this  work,  we
propose an  algorithm with  four  steps,  which  will  be  de-
scribed in detail in the following sections.

3. Algorithm
The traditional steps of matching features mainly include
feature  pairing  and  feature  screening.  In  this  paper,  we
implement a fast, accurate and dense feature matching al-
gorithm which includes four steps: image down-sampling
matching, region-based  feature  screening,  fusion  of  fea-
ture pairs using different matching algorithms, and restor-
ation  of  matching  pairs  to  the  original  image  location.
The flow chart is shown in Fig. 1.

 
 

Input two images
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Feature matching
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feature screening

Feature matching
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ORB+RANSAC

Region-based
feature screening

Feature pairs fusion Restore feature pairs
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Fig. 1    Algorithm flow chart
 

3.1    Down-sampling matching of aerial images

Searching  the  tie  points  to  calculate  air  triangulation  is
the first main step for 3D reconstruction using aerial ima-
ges.  As  shown  in Table  1,  when  we  use  ContextCap-
ture3D [2] to reconstruct sparse point clouds of 133 aeri-
al images with different resolutions. It is found that as the
resolution of  the images increases,  the number of  the tie
points decreases.

Considering  that  the  SURF  [4]  algorithm  and  the
RANSAC [32] algorithm are usually used for image fea-

N ×M
k

k

ture  matching,  in  order  to  verify  the  influence  of  image
resolution on feature matching, we use aerial images to per-
form down-sampling matching experiments.  For an ima-
ge  of  the  resolution  of  pixels,  if  the  downsamp-
ling coefficient is , then a new image is formed by tak-
ing  one  pixel  every  pixels  in  each row and column in
the original image. We separately calculate the image res-
ults  and  data  results,  including  (i)  number  of  matching
pairs before screening, (ii) number of matching pairs after
screening, (iii) pairing time, (iv) screening time, as shown
in Table 2.

In Table  2,  the  higher  the  image  resolution,  the  more
the feature points before screening, the longer the pairing
time  and  the  longer  the  screening  time.  However,  the

number of feature points after screening will become lar-
ger  at  first  and  then  smaller.  The  results  are  consistent
with those obtained by ContextCapture3D.

 

Table 1    3D reconstruction results with different resolution images

Image resolution/
(pixels × pixels)

Key points’ number of a
single picture (median)

Number of all
tie points

Tie points’ number of a
single picture (median)

1 840 × 1 228 6 693 35 388 1 229

3 680 × 2 456 24 254 32 609 1 007

7 360 × 4 912 43 455 23 924 828

14 720 × 9 824 43 549 13 859 400
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Therefore, in order to ensure real-time and quantitative
balance of feature matching, the resolution of aerial ima-
ges can be appropriately reduced according to the actual
situation. In Section 4.1, experiments and analyses will be
carried  out  on  ten  different  aerial  image  pairs  to  obtain
the  relationship  between  the  resolution  of  aerial  images
and  the  matching  pairs  and  time.  Furthermore,  we  will
give the appropriate resolution of aerial images.

3.2    Region-based feature pair screening

460×307

In the above experimental results, although the RANSAC
algorithm  has  been  used  for  point  pair  screening,  there
are  still  some mismatched point  pairs.  Taking the  image
result  of  pixels above  as  an  example,  the  fea-
ture matching is not completely accurate, as shown by the
circles  in Fig.  2.  It  can  be  found  that  when  the  feature
points are  close,  mismatching  is  likely  to  occur.  Some-
times  even  one  point  corresponds  to  multiple  points.  At
the same time,  due  to  the  local  similar  texture  of  differ-
ent feature points, the general screening algorithm cannot
completely  remove the  mismatching pairs.  This  problem
is particularly evident in aerial images with repeating tex-
tures, such as buildings or forests.

The  number  of  the  feature  pairs  after  the  RANSAC
[32] screening is 164. At this time, if the ratio algorithm

or  the  crosscheck  algorithm  is  continued  to  be  used  for
matching  screening,  the  number  of  remaining  feature
pairs may decrease  sharply.  Therefore,  we  propose  a  re-
gion-based feature pair screening algorithm, which is de-
signed  for  the  characteristics  of  high  similarity  between
adjacent  aerial  images.  It  includes  a  screening  algorithm
based  on  similarity  judgment  and  a  screening  algorithm
based on local optimization.

3.2.1    Similarity judgment based screening algorithm
The  screening  algorithm  based  on  similarity  judgment
uses image similarity indices such as peak signal to noise

 

Table 2    Aerial image down-sampling matching experiment

Image resolution/(pixels × pixels) Image result Number Time/s

3 680 × 2 456
(i) 71 751
(ii) 36

(iii) 335.27
(iv) 4.65

1 840 × 1 228
(i) 15 166
(ii) 36

(iii) 17.33
(iv) 1.21

920 × 614
(i) 3 848
(ii) 207

(iii) 2.93
(iv) 0.45

460 × 307
(i) 944
(ii) 164

(iii) 1.68
(iv) 0.28

230 × 153
(i) 232
(ii) 48

(iii) 1.21
(iv) 0.24

 

Fig. 2    Mismatching result
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ratio (PSNR), structural similarity (SSIM) index and perce-
ptual hash to further screen the matched pairs. By compa-
ring the image similarity of the same matching pairs’ sur-
rounding areas, we can judge whether it is the same area,
and  then  eliminate  the  point  pairs  that  do  not  belong  to
the same area.

P

PSNR can  be  used  to  judge  the  similarity  of  the  ima-
ges. The larger the PSNR value between the two images
is, the more similar the two images are. The PSNR value

 can be calculated by the following equation:

P = 10× lg
(2n−1)2

MSE
(1)

MSE
n

n

where  is  the  mean  square  error  between  the  two
surrounding  areas,  is  the  bits ’  number  of  the  sampled
value. For example, the corresponding  value of a 0–255
grayscale image is 8.

S (x,y)
n×n

S (x,y)

SSIM is an indicator to measure the similarity between
two images.  It  is  designed with the visual  characteristics
of  human  eyes,  which  is  more  in  line  with  the  human
visual perception than the traditional methods. The larger
the  SSIM  value,  the  more  similar  the  two  images.  The
SSIM  value  can  be  calculated  based  on  different
windows,  if  the  size  of  the  window is  pixels,  then

 can be calculated by the following equation:

S (x,y) =
(2µxµy+ c1)(2σxy+ c2)

(µ2
x +µ

2
y + c1)(σ2

x +σ
2
y + c2)

(2)

(x,y) µx

µy x y σx σy

x y σxy

x y c1 c2

where  is  the  coordinate  of  pixels  in  the  image; 
and  represent the means of  and ;  and  repres-
ent the standard deviations of  and ;  represents the
covariance of  and .  and  are constants to avoid the
denominator being 0.

H

The calculation of the perceptual hash value is to gene-
rate a “fingerprint” string for each image and then com-
pare  the  fingerprints  of  different  images.  The  closer  the
results are, the more similar the images are. Mean hash is
a  kind  of  perceptual  hash,  which  typically  scales  down
photos and simplifies colors to make the complex informa-
tion easier. In this work, we improve the mean hash cal-
culation.  In  order  to  preserve  image  information,  we  do
not make size and color change. The procedures of ima-
ges’ similarity comparison using the improved mean hash
value  is given as follows.

G_avgStep 1　Calculate the grayscale average  of all
pixels in the image.

G G_avg G ⩾G_avg R
G <G_avg R

Step 2　For each pixel in the image, compare the gray
level  with  .  If ,  the  result  is  1.  If

,  is 0.
RStep  3 　Combine   of  each  pixel  to  form  a  string,

which is the fingerprint of this image. Ensure that all ima-
ges are in the same combination order.

H
Step 4　Compare the fingerprints  of  different  images

and calculate the difference value . The bigger the dif-
ference, the more different the images.

Using the above three similarity judgment indices,  we
can  screen  out  the  mismatches.  The  screening  algorithm
based  on  similarity  judgment  contains  the  following
steps.
Step 1　Obtain the feature pairs to be screened and the

related data of them in the two images.
i = 1

i
Step 2　Set  at first, and obtain the feature points

of the number  pair in both two images.
n×nStep 3　  Select  square regions of  pixels center-

ing on the two feature points.
P,S (x,y) H

T
Step 4　 Calculate  or  of the two square re-

gions, and then set a threshold  corresponding to differ-
ent indices.

P,S (x,y) H
T

i

Step 5　 Compare  or  with the correspond-
ing .  If  the  image  similarity  is  high  enough,  retain  the
matching  pair.  Otherwise,  regard  the  number  pair  as  a
mismatch and delete it.

i = i+1
i = N N
Step  6　  Set  ,  repeat  Step  2  to  Step  5  until

,  where  is the number of the matched pairs. Fin-
ish the loop.
3.2.2    Local optimization based screening algorithm
When  a  local  area  has  a  large  number  of  feature  points,
mismatches  will  occur,  making  it  difficult  to  screen.
Therefore, in order to improve the matching accuracy, we
use  the  screening  algorithm  based  on  local  optimization
to  choose  the  best  pairs  in  local  areas.  The  algorithm
mainly determines the most similar feature points accord-
ing  to  the  distance  of  feature  points  and  the  degree  of
similarity. The screening algorithm based on local optimi-
zation contains the following steps.

DStep 1　Select a distance threshold .
i = 1Step 2　Set .

iStep 3　Obtain the feature points of the number  pair
in both two images.

j = i+1Step 4　Set .
jStep 5　Obtain the feature points of the number  pair

in both two images.
d

i j
Step 6　Calculate the distance  between the point in

number  pair  and the point  in number  pair  in the first
image.

D d D ⩾ d

D < d

Step  7　Compare   with  .  If ,  calculate  the
matching degree of these two pairs, retain the more simi-
lar one, and turn to Step 8. If , turn to Step 9.

i
Step  8　 Determine  whether  the  retained  pair  is  the

number  pair. If yes, turn to Step 9. If no, turn to Step 11.
j = j+1Step 9　Set .

j−1Step 10　Determine  whether  the  number  pair  is
the last pair. If yes, turn to Step 11. If no, turn to Step 5.

i = i+1Step 11　Set .
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iStep 12　Determine whether  the  number  pair  is  the
last pair. If yes, finish the loop. If no, turn to Step 3.

3.3    Fusion of different matching algorithms

Different  feature  algorithms  have  different  applicability,
so the matching feature pairs of different algorithms will
have a big difference. For example, for the same two ima-
ges,  the SURF algorithm [4]  and the ORB algorithm [5]
will  result  in  different  matches.  In  order  to  increase  the

number of feature pairs and make the algorithm more ap-
plicable,  we  can  use  two  or  more  traditional  image
matching algorithms in Section 2 to match the images and
fuse the matching results together. Therefore, we put for-
ward  the  fusion  algorithm  for  feature  pairs  of  different
matching algorithms to make feature pairs dense.

To  give  an  example,  we  use  SURF  [4]  +  RANSAC
[32] and ORB [5] + RANSAC [32] to fuse.  The process
is shown in Fig. 3 and the steps are shown as follows.

 
 

Fig. 3    Fusion of the feature pairs of SURF and ORB
 

Step 1　Use two algorithms to obtain two sets of dif-
ferent matching pairs called Sequence 1 and Sequence 2.
Step  2　Successively extract  the  feature  pairs  in  Se-

quence 1  and  Sequence  2,  and  read  the  coordinate  in-
formation of the point pairs.
Step  3　Compare  the  coordinates  to  know if  there  is

any coincident pair or coincident point.
Step 4　If there are coincident pairs or points, find the

two  pairs ’  information  and  judge  which  pair  has  higher
similarity. Then, mark the less similar pair.
Step 5　Check the tags of all pairs in Sequence 1 and

Sequence 2. If the tag is unmarked, add the pair to Sequ-
ence 3. Sequence 3 is the fusion result.

3.4    Matching pairs restoration

The  following  operations  have  been  completed  after  the
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above  process:  fast  feature  matching  after  down-
sampling,  error  pairs  elimination  through  screening,  and
point pairs increasing through fusion of the methods. Fi-
nally, the matched pairs need to be restored to the origin-
al images  to  achieve  high-resolution  feature  pair  match-
ing. Since each point actually corresponds to a small sur-
rounding area after restoration (the specific size is related
to ), the most similar pair in the surrounding area can be
used  as  the  matching  pair  after  restoration.  The  specific
steps include the following parts.

N ×M
k

k

i k
i = 1

Step 1　In Section 3.1, for an image of  pixels
resolution, if the down-sampling coefficient is , we take
one pixel every  pixels in each row and column to form
a  down-sampled  image.  Therefore,  in  this  part,  multiply
the coordinates  of  each point  in  pair  by  to  achieve a
preliminary restore operation, where  at first.

(k+1)× (k+1)
Step 2　Take each restored feature point as the center,

and  take  the  range  of  pixels  around  it  as
the region to be matched.
Step 3　Calculate the descriptors of each point in the

surrounding region, and the points in the surrounding re-
gion are  matched  in  turn  with  the  points  in  the  corres-
ponding region.

i
Step  4　Find  the  most  similar  point  pairs  in  the  two

regions and reserve them as the final matching pair .
i i = i+1Step 5　If pair  is not the last pair, set , and re-

peat the restore operation from Step 1 to Step 4.

4. Experiments
Experimental  results  and  data  analyses  are  provided  in
this section. Section 4.1 introduces the influence of ima-
ge down-sampling. Section 4.2 presents the region-based
feature pair screening. Section 4.3 provides the fusion al-
gorithm  results.  Section  4.4  describes  the  restoration  to
the original resolution. Section 4.5 summarizes the exper-
imental results of all steps.

4.1    Influence of image down-sampling

A

To quantitatively analyze the impact of image resolution
on matching points and time, we define the average time
spent on each point pair as AToEP, and the AToEP value

 can be calculated as

A =
TT

NOM
(3)

TT NOMwhere  is  the  total  time,  is  the  number  of  out-
put matching pairs.

A NOM
A

NOM

Ten aerial image pairs taken from different angles and
different scenes are selected. They are processed into ima-
ges  with  different  resolutions  to  calculate  and  .
The results are shown in Fig. 4 and Fig. 5. A small  and
a large  are required. 

: Pair 1; : Pair 2; : Pair 3; : Pair 4;
: Pair 5; : Pair 6; : Pair 7; : Pair 8;
: Pair 9; : Pair 10.
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Fig. 4    AToEP changes of different image pairs
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Fig. 5    Matching pair number changes of different image pairs
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From the results shown above, the images with the reso-
lution between  pixels and  pixels
can achieve  a  good  balance  between  time  and  the  num-
ber of point pairs. They not only have low AToEP values,
but also  have  a  large  number  of  matching  pairs.  There-
fore, the images can be reduced to a certain range such as
500  500 pixels to 2 000  2 000 pixels. After that, fea-
ture matching and feature screening can be done.

4.2    Region-based feature pair screening

The  high  threshold  value  of  PSNR  or  SSIM  or  the  low
threshold value of  mean hash indicates  the  high require-
ments on  image  similarity  and  few  feature  pairs  are  re-
tained through  final  screening.  Meanwhile,  when  select-
ing  the  size  of  local  areas  to  match,  due  to  the  different
angles  of  different  images,  there  will  be  some  parallax
occlusion.  As  a  result,  when  the  edge  size  of  the  local
area is  large,  the  time  spent  is  long,  and  the  final  re-
served pairs are sparse. When the area is too small, it will
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result  in  a  large  number  of  correct  pairs  being  screened
out. The same is true for the screening algorithm based on
local optimization.

After experimental comparison, three aspects are com-
prehensively  considered:  quantity  of  retained  features,
quality of retained features and time of error pairs removal.

D

For the  screening  algorithm  based  on  similarity  judg-
ment, the local area side length is 20 pixels, the threshold
value of  PSNR is  8,  the  threshold value  of  SSIM is  0.1,
and  the  threshold  value  of  mean  hash  is  200.  For  the
screening algorithm based on local optimization, the dis-
tance  between the points is 8 pixels.

We  analyze  the  effect  of  the  algorithm  qualitatively
and quantitatively.

The qualitative analysis is to compare the experimental
image  results  from  the  visual  angle,  and  judge  whether
the  wrong  matching  point  pairs  are  removed.  We  still
choose  to  conduct  qualitative  experimental  comparison
with Fig. 3, from which we can see the mismatching pairs
in  the  red  circles  obviously.  If  the  screening  algorithm
proposed is  effective,  we  can  see  the  reduction  of  mis-
matches from the images.

Meanwhile,  we  use  the  NCM  pairs  to  carry  out  the
quantitative analysis  of  accuracy.  The  method  to  calcu-
late the matching accuracy is as follows.
Step 1　Obtain the correspondence between two ima-

ges by calculating the homography matrix.
Step 2　Use affine transformation to get the correspon-

ding positions of the feature points in image 1.
Step 3　Calculate the distance between the correspon-

ding point and the matching point in image 2.
Step  4　Considering  the  occlusion  between  the  ima-

ges  and  the  calculation  error  of  the  homography  matrix,
when the distance is less than 9 pixels (two percent of the
image length), we think it is the correct matching pair.

NOM
NCM

NWM

In  Section  4.1,  we  set  the  number  of  output  matching
pairs as . Here, we set the number of correct match-
ing  pairs  as ,  and  the  number  of  wrong  matching
pairs  as . The  above  three  indexes  satisfy  the  fol-
lowing relation:

NOM = NCM+NWM. (4)

We  carry  out  the  screening  experiments  based  on  the
similarity  judgment  algorithm and the local  optimization
algorithm, in which the similarity judgement experiments
use  the  PSNR value,  the  SSIM value,  and  the  improved
mean hash value. In order to verify the accuracy, the fea-
ture  pairs  quantity  and  the  screening  time  results,  we
compare  the  image  results  and  the  experimental  data  re-
sults,  including  (i)  the  number  of  matching  pairs  before
screening, (ii)  NOM,  (iii)  NCM,  (iv)  NWM,  (v)  screen-
ing time, as shown in Table 3.

 
 

Table 3    Region-based feature pair screening experiment

Algorithm Image result Number Time/s

Original result

  (i) 164
 (ii) 164
(iii) 161
(iv) 3

–

PSNR

  (i) 164
 (ii) 151
(iii) 150
(iv) 1

(v) 0.691

SSIM

  (i) 164
 (ii) 87
(iii) 85
(iv) 2

(v) 0.676

Mean hash

  (i) 164
 (ii) 107
(iii) 105
(iv) 2

(v) 0.205

Local optimization

  (i) 164
 (ii) 118
(iii) 118
(iv) 0

(v) 1.355

According to  the  experimental  results,  the  above  al-
gorithms can effectively screen out the mismatching pairs
and  improve  the  accuracy  of  matching  in  a  relatively
short time. Through the comparison of the results,  it  can

NCM

be  seen  that  the  proposed  screening  algorithms  have  the
relative consistency of the results.  It  is worth noting that
the pixel threshold used here in calculating  can be
adjusted according to the occlusion and the shooting dis-
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tance of the adjacent images. Moreover, we can adjust the
threshold of algorithms or select different algorithms ac-
cording to the specific  requirements such as real-time or
feature pair quantity.

4.3    Fusion algorithm results

Since  both  the  ORB  algorithm  and  the  SURF  algorithm
have  the  advantages  of  short  matching  time  and  stable

matching effect, they are selected to do the fusion experi-
ments. Meanwhile, in order to improve the speed and the
accuracy,  the  down-sampled  images  in Fig.  3 and  the
screening algorithm based on local optimization are adop-
ted. We perform experiments on the SURF algorithm, the
ORB  algorithm,  and  the  fusion  of  the  SURF  algorithm
and  the  ORB  algorithm. Table  4 shows  the  statistics  of
image results, number of feature pairs and time.

In the above experiment, the number of SURF match-
ing pairs is 118, and the number of ORB matching pairs
is 107. In the end, a total of 221 pairs are obtained. It can
be seen that, after the fusion of the two algorithms, the fi-
nal feature pairs cover a wider area and are much denser
than that of only one algorithm.

4.4    Restoration to the original resolution

We restore  the  results  from  the  fusion  of  the  SURF  al-
gorithm and the ORB algorithm in Section 4.3 to the ori-
ginal images, and the comparison is shown in Table 5.
 

 
 

Table 5    Experimental results of restoration

Image resolution/(pixels × pixels) Image result

460 × 307

3 680 × 2 456

 

4.5    Experimental results of all steps
In order to verify the feasibility of the algorithm, we carry
out experiments on the aerial image pairs of three differ-
ent regions as shown in Fig. 6.

×
×

The  initial  resolution  of  the  aerial  image  pairs  is
3  680  2  456  pixels.  Using  the  conclusion  obtained  in
Section  4.1,  we  down-sample  the  images  to  920  614

pixels  at  first.  Then  we  use  the  traditional  algorithm
(SURF+RANSAC) and  the  proposed  algorithm  to  per-
form feature  point  matching.  In  order  to  observe the  ap-
plication  of  aerial  image  feature  matching  results  in  3D
reconstruction,  a  structure  from motion  (SfM)  algorithm
is  carried  out  and  the  sparse  point  cloud  reconstruction
results  are  obtained.  The  experimental  results  are  shown

 

Table 4    Experimental results of the algorithm based on feature pair fusion

Algorithm Image result Number of pairs Time/s

SURF 118 4.353

ORB 107 4.758

SURF + ORB 221 10.446
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in Table 6, including image results, SfM results, time res-
ults, (i) NOM, and (ii) NCM.

From the  above  experimental  verification,  we  can  see
that the number and the distribution of feature point pairs
will  directly  affect  the  generation  result  of  sparse  point
clouds. Compared with the traditional algorithm, the pro-
posed  algorithm  can  quickly  obtain  accurate,  dense  and
uniformly  distributed  feature  point  pairs,  which  is  very
helpful for 3D reconstruction.

5. Conclusions
In this paper, a fast, accurate and dense feature matching
algorithm is realized by down-sampling and matching the
aerial images, screening out mismatches based on the re-
gion,  fusing  the  pairs  of  different  matching  algorithms,
and  restoring  the  matching  pairs  to  the  original  image.
This  algorithm  can  solve  the  feature  matching  problems
of  high-resolution  aerial  images  using  low-cost  devices,
such as long time, few matching points and uneven distri-
bution.  Our  experiments  show  that  the  matching  time  is

greatly  reduced,  the  mismatches  are  removed  and  the
matching pairs are increased and evenly distributed.

In  the  future,  we  will  conduct  the  followup  research,
for example,  further  automatic  selection  of  fusion  al-
gorithms for different image textures. In terms of match-
ing time,  the  time  pressure  brought  by  two  or  more  al-
gorithms will be further studied.
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