Journal of Systems Engineering and Electronics
Vol. 34, No. 6, December 2023, pp.1375 — 1396

Two-layer formation-containment fault-tolerant control of
fixed-wing UAV swarm for dynamic target tracking

QIN Boyu'?, ZHANG Dong"*", TANG Shuo'?, and XU Yang®

1. School of Astronautics, Northwestern Polytechnical University, Xi’an 710072, China; 2. Shaanxi Aerospace Flight Vehicle Design
Key Laboratory, Xi’an 710072, China; 3. School of Civil Aviation, Northwestern Polytechnical University, Xi’an 710072, China

Abstract: This paper tackles the formation-containment control
problem of fixed-wing unmanned aerial vehicle (UAV) swarm with
model uncertainties for dynamic target tracking in three-dimen-
sional space in the faulty case of UAVs’ actuator and sensor.
The fixed-wing UAV swarm under consideration is organized as
a “multi-leader-multi-follower ” structure, in which only several
leaders can obtain the dynamic target information while others
only receive the neighbors’ information through the communica-
tion network. To simultaneously realize the formation, contain-
ment, and dynamic target tracking, a two-layer control frame-
work is adopted to decouple the problem into two subproblems:
reference trajectory generation and trajectory tracking. In the
upper layer, a distributed finite-time estimator (DFTE) is pro-
posed to generate each UAV’s reference trajectory in accor-
dance with the control objective. Subsequently, a distributed
composite robust fault-tolerant trajectory tracking controller is
developed in the lower layer, where a novel adaptive extended
super-twisting (AESTW) algorithm with a finite-time extended
state observer (FTESO) is involved in solving the robust trajec-
tory tracking control problem under model uncertainties, actua-
tor, and sensor faults. The proposed controller simultaneously
guarantees rapidness and enhances the system’s robustness
with fewer chattering effects. Finally, corresponding simulations
are carried out to demonstrate the effectiveness and competi-
tiveness of the proposed two-layer fault-tolerant cooperative
control scheme.
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1. Introduction

With the recent advancements in computing, communica-
tion, sensing, and control techniques, the research on
unmanned systems in many fields (such as aerospace,
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marine, and earth science) has become a hot spot and
gradually steps into the realistic application [1—4]. In par-
ticular, cooperative control of the unmanned aerial vehi-
cle (UAV) swarm system has gained widespread atten-
tion by virtue of its potential value in complex and dan-
gerous tasks such as battlefield reconnaissance-attack
scenarios, disaster monitoring, and power grid inspection,
as well as the efficiency and robustness of task execution
[5-9]. As a cooperative control mode that only relies on
the local state information of the system, distributed con-
trol has been favored by researchers for its advantages of
significantly reducing communication costs and effec-
tively enhancing communication robustness. According
to the number of leaders in the unmanned systems swarm,
distributed control problems can be classified into the fol-
lowing three categories: the leaderless consensus and for-
mation control [10], the “single-leader-single-follower’
tracking control [11], and the “multi-leader-multi-fol-
lower” containment control [12]. Most cooperative con-
trol problems can be abstracted into the combination of
the three basic control problems mentioned above.

To incorporate the aforementioned merits of dis-
tributed control into UAV swarm, a series of researches
focusing on some typical application scenarios have been
carried out with various control strategies proposed
[13—-18]. It is worth mentioning that most results like
[14—18] are concerning cooperative control of UAV
swarm with either fully distributed or “single-leader-
multi-follower” structures. Nevertheless, with respect to
cooperative control for UAV swarm with “multi-leader-
multi-follower” structure, the attention is still less.

In fact, due to stronger robustness and more diversi-
fied task abilities, “multi-leader-multi-follower ” struc-
ture is more practical in the applications, especially for
the swarm consisting of individuals with heterogeneous
task capabilities like detection and attack to coopera-
tively execute different tasks of a target. Recently, some
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researchers have gradually noticed the significance of
control for “multi-leader-multi-follower ” swarm, and
have made some contributions to a coordination scenario,
namely “formation-containment” control. However, there
still exist limitations mainly reflected in two aspects.
First, the agent in the research is usually a theoretical sys-
tem with highly-abstract mathematical model (like inte-
grator system, high-order linear system) and the pro-
posed controller cannot be directly adopted in the real
unmanned systems with more specific and complex
dynamics under various uncertainties, faults and distur-
bances. Second, the swarm is usually desired to keep at
fixed points or track a static target. For example, in
[19-21], the swarm macroscopic motion was unable to be
controlled to track the time-varying reference or mancu-
vering target.

Up to now, to the best of our knowledge, the attention
concerning formation-containment control of fixed-wing
UAVs for dynamic target tracking is hitherto rare. It is
the primary motivation to develop a practical formation-
containment control framework for “multi-leader-multi-
follower” fixed-wing UAV swarm system with complex
flight dynamics to track dynamic target.

Furthermore, due to the model errors and the possible
aging or sticking of mounts of actuators and sensors,
uncertainties and faults are the challenges that need to be
solved in the fixed-wing UAV control process, which
places a high demand on the fault-tolerance and robust-
ness of the UAV controller. This demand becomes more
significant when it comes to the UAV swarm system
because the negative impacts of the faults on one UAV
flight states may be transmitted to others through the
communication network. In that way, the negative effects
will be amplified with “the Butterfly Effect” induced, and
lead to the swarm’s performance degradation or even
instability [22]. It is therefore meaningful and necessary
to propose a control framework of the fixed-wing UAV
swarm to simultaneously achieve the formation-contain-
ment control for dynamic target tracking and suppress
influence of the unknown uncertainties and faults to
maintain the performance.

As a key control technique to enhance system robust-
ness and safety against faults and uncertainties, fault-to-
lerant control (FTC) was widely investigated and applied
in many fields [23—25] like electricity generation and
wind turbines [26—30]. The application of FTC to coope-
rative control of multi-UAV/UAV swarm systems,
namely fault-tolerant cooperative control (FTCC),
became a current hot spot [31-34]. Some FTCC works
about the UAV swarm’s attitude coordination [35,36],
“single-leader-multi-follower ” swarm consensus [37],
and the UAV formation on the two-dimensional (2D)
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plane [38] were reported, inspiring to further promote the
research on FTCC from both new scenarios and novel
approaches. Despite the above outstanding works, how to
design the FTCC for the “multi-leader-multi-follower ”
fixed-wing UAV swarm system to achieve formation-
containment control for dynamic target tracking in three-
dimensional (3D) space is still a currently unsolved prob-
lem. Motivated by the above concerns, this paper intends
to address the formation-containment FTC problem of
fixed-wing UAV swarm for dynamic target tracking
under the model uncertainties, actuator and sensor faults.
Compared with the previous literature, this paper con-
tains the following novel features and contributions:

(1) Most existing coordination control of multi-UAV or
UAV swarm systems focuses on single-task or dual-task
problems (e.g., formation or containment or their combi-
nation), which are inappropriate to simultaneously cope
with threefold-task problems of formation, containment
and dynamic target tracking. Additionally, formation-
containment control methods presented in [19-21] are
not directly applicable to our case, due to the inherent
characteristics of fixed-wing UAV in 3D space.

(i1) In contrast to [5,6,17,39], a novel control-oriented
UAYV dynamics model in 3D space in the sensor and actu-
ator faulty case is constructed with low-speed aerody-
namics and uncertainties of thrust and aerodynamics,
which makes the dynamics model more precise to
describe the UAV real flight process and more practical
for the cooperative controller design.

(iii) In the upper layer, a novel distributed finite-time
state estimator (DFTE) is designed for leaders and fol-
lowers to generate the reference trajectory satisfying the
objectives of formation, containment and dynamic target
tracking under the circumstance of only several leaders
capable of the dynamic target’s position and velocity. The
designed estimator extends the time adjustable range, and
the generated trajectories are much more continuous and
smoother compared with [40—42]. The proposed DFTE is
therefore more general and practical.

(iv) In the lower layer, a distributed composite robust
fault-tolerant trajectory tracking control strategy is deve-
loped based on a novel control-oriented UAV dynamics
model constructed in 3D space. The nonlinearity induced
by model uncertainties and faults are addressed by a
novel proposed “adaptive extended super-twisting algo-
rithm” (AESTW) incorporating integral terminal sliding
modes and a finite-time extended state observer
(FTESO). Compared with the two commonly-used high-
order sliding mode control approaches: conventional
super-twisting algorithm in [43] and the fast super-twist-
ing algorithm in [44], the proposed AESTW can suffi-
ciently lessen the chattering effects with robustness and
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finite-time convergence guaranteed and the signals varies
much smoother and continuously, which is meaningful

for lower requirements on the signal switching speed of

UAYV controller in the real application.
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2. Preliminaries

2.1 Key notations

Some key notations of the paper are shown in Table 1.

Table 1 Some key notations

Nomenclature Interpretation
I, Identity matrix with » dimensions
diag(-} Diagonal matrix

Amax (+)s Amin(*)
FLIEL,
sgn(-),sig?(-)
®
L
Xi,VisZi
Vi, 0i,¢i
Ti, i, ¢i
Uix, Wiy, Ui
Tai»bai
Ninis Dini
d;

Pi,qi
pirGi-di

Si, Wi

Maximum and minimum eigenvalues

Absolute value, p-norm
Signum function, notation of sgn(-)|-|*
Kronecker product

Laplacian matrix

Position coordinates of UAV i

Velocity, path angle, and heading angle of UAV i

Thrust, angle of attack, and banking angle of UAV i

Virtual control input of UAV i

Execution effectiveness, bias of UAV i’s actuator

Measurement effectiveness, bias of UAV i’s angle sensor
Integrated disturbance and its observed value of UAV i

Reference position and velocity of UAV i generated by DFTE

Position, velocity, and integrated disturbance of UAV i observed by FTESO

Sliding mode variables

2.2 Fixed-wing UAV model

The dynamics variables are shown in Fig. 1.

Fig. 1 Coordinate system and dynamics variables

In the following sections of this paper, the model
assumes that the autopilot can stabilize the UAV attitude
and the slide angle is zero. It is also assumed that the
earth is flat and the fuel expenditure is negligible. Under
these assumptions, the 3-DOF dynamics model can be
described by

X; = V;cos6;cosy;

v; = V;siné; , )

z; = —V;cos6;siny;

_ (T;+A4T))cosa; — (D; +4D;)

= p —
(L +4L) + (T; + AT))sin; cos¢;  gcosb;
- mV, 7
L +4L) +(T; + AT)) sin ;] sin ¢;

T m;V;cos 6,

v, gsiné

0,

. (@

i

where the output is p; := [x;,y;,z;]"and the control input is
chosen as y; :=[T;,@;,¢;]". p: is the position vector of
UAYV i expressed in the earth coordinate OX;Y;Z;; g is
the gravitational acceleration; m; is the mass of UAV j;
V., 6;, ¥, are the velocity, path angle, and heading angle,
respectively; «@; is the angle of attack; ¢; is the bank
angle; 7;, L, D, are the nominal thrust, lift, and drag,
while AT, AL,, AD; are the model uncertainties. Note the
time-varying external disturbances caused by aerodyna-
mics and thrust model uncertainties as d,;o = [d,ix
dyiyg> dyizol", Which can be expressed as
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AT;cosa; —AD;
dwi,)d) -
m;
(AT;sina; +AL;)cos ¢;
dwi,y() = ¢ (3)
m;
d —(AT;sinq; + AL;) sing;
wiz0 —
m;

For the low-speed fixed-wing UAV i, the nominal
models of lift L; and drag D, [45] are respectively

L= (Cpo; +Cra)g:S;

lci 4
D; =|Cpp; + T(CLO,i'i'CZ,‘a'i)z q:S,; @
Telp;

where C,;,C{; are the zero-attack-angle lift coefficient
. . 1 . .

and lift derivative. g, := zp(V,-—Vw,-)2 is dynamic pres-

sure, p is the air density, /; and [,; represent the aerody-

namic chord length and span, V,; = V,;iom + Viizan 1S the

gust, where V,,;,om and V,, ., represent the normal wind

shear and the wind gust turbulence, respectively. The
model of the normal wind shear V,; ,om [46] is

Vwi,norm = 0215lelgy, + 0.285 Vmi (5)

where V,,; is the mean wind speed relevant to the height
v;. The wind gust turbulence V., is assumed to a Gaus-
sian random variable with zero mean and a standard devi-
ation of 0.09V,,,.

2.3 Actuator and sensor fault models

In the UAV swarm cooperative control, the actuator and
sensor faults may significantly degrade the control perfor-
mance or even cause system crashes. To improve flight
safety, the actuator and sensor faults should be explicitly
considered. Inspired by [47,48], the actuator faults con-
sisting of the loss of execution effectiveness and fault
bias can be denoted as

i = Naiftio + b, l”_j <N <1;j=1,2,3 (6)

where p; and gy = [Ty, @ig, ¢ip]" are the applied and com-
manded control signal, respectively. 7,; is the remaining
execution effectiveness matrix, where n, = diag{n,;,,
Nair»Maiz)> and 7,;; is the lower boundary of the execu-
tion effectiveness. b, = [byii»baiy» baiz]” is the bounded
control bias fault vector. When UAYV i is healthy, one has
Naiv>NaizsMais = 1y baiy>bain,baiy = 0. Note that n,, and
b, represent the impact of engine faults on the thrust;
N.» and b,;, reflect the effect of pitch channel actuator
faults on angle of attack; n,;; and b, ; are the bank angle
variations caused by the effect of roll channel actuator
faults.

The measured signals of the track angle and heading
angle used by the controller deviate from the true signals

by considering factors such as loss of measurement vali-
dity and measurement bias error of the angle sensor. The
sensor fault model of UAV i is

0 ]_ [ ;
v, |7
where 6; and y; represent the real signal of the path angle
and heading angle of UAV i, respectively. ¢/ and ¢/ are
denoted as the measured signal of the path angle and
heading angle of UAV i. n,,; = diag{n,.;,,Mm,} 1s the mea-
surement effectiveness matrix, and n  is the lower
boundary of the measurement eff_e’git/iveness. b, =
[Buiysbmir]* is the measurement bias fault vector.
Ny sPmiysTmin» and b,;, reflect the impact of sensor
faults on the measurement of the path angle and heading
angle of UAV i, respectively.

+bmi» Qm,ij < 7]m,ij < 1’.]: ]’2 (7)

2.4 Model transformation

In general, the angle of attack a; of UAV i during the
flight is so small that cose;~1 and sina; = q;, and
simultaneously the thrust term 7;sina; can be neglected
since it is far smaller than lift L; [49]. Meanwhile, only
the linear terms of drag concerning the angle of attack «;
are retained, and the higher-order terms are treated as per-
turbations. By substituting (4), (6), and (7) into (2), one
can render that

L. 21,
Ti—|Cpo,;+ +Ci0i +—Cr0,Clii0|g:S i
. ’ T[l},i ’ Tflbi ’
V= -
m;
8 Sin@,- + dw[,x
@ > (8)
. 1 CLI-Q','O + CLO,i
0,‘ = V +qiSiCOS ¢i0 - gCOS 91‘ + dwi,)'
; 1 Craip+Cry, .
= — ’ LS singy + i
l//l ‘/iCOS 9,‘ ( . C]z lSln ¢10 w ,@)
Zlci @
dwi,x = (_CLO,iCL,'((l —Na,it )i — bu,iZ)_
TCZ],,‘
2l 1
(Cu)z(a?o + (Nait@io + ban ) —+

7l m;
(Mot = DT+ bajt + dyio
dyiy = (CTi(Main@io + boip) + Cro,)g:S i+
coS(Mai3Pio + baj3) — (Criatio + Cro)giSi . (9)

1
COS i) - — +dizo
m.

dyiz = (CLi(Mainio + bain) + Cro)giS i»
SiN(a530i0 + buin) — Criaio + Croy)-

1
q:Sisingy) - — +d,i
m.

i

From (1), (2), and (6)—(9), the control-oriented UAV
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model with actuator and sensor faults can be obtained as
follows:

{pii—qi . (10)
¢g=RR)) Ru,,+Rd, +g,=u;+d;

where u; = [u;,, uyy, u;,]" = R, + g, is the virtual control,
q; = [Vie, vy, vi.]" is the velocity vector, g, :=[0,-g,0]",
d; = (R(R)"'-L)Ru,;+Rd,,; is the integrated distur-
bance, u,,; and R; can be expressed as

1 L
mit = —(Tio— (Cpoi+ ——Cio.+
Ui g - (T — (Cpy, i, 10,i
21, "
—CLo,iCL,-Cl’io)QiS i)
Tflb,' (1 1)
- (Cliaip+Cro)giSicosy
mi,2 m;
- (Clap+ Cro)g:S i singy
mi,2 m;
cos#;cosy; —sinf;cosy; siny;
R, = sin6; cosb; 0
—cos@;siny;  sing;siny;  cosy;
v . v w - (12)
cos@;cosy’;, —sin@;cosy’; siny’;
R, = sing’; cos@'; 0
—cos#';siny; sin@';siny’; cosy’,

According to (10)—(12), the mathematical relation
between the virtual control vector u; and the real control
input vector gy = [Tip, @ig, dip]" is
T = m;(u,; cos6;cosy; + (u,; + g)sin 6;,—

u;cosf;siny,) + (Cpy,; + —Ciy +
nl,

21. .
_CLO,iCLiaiO)QiSi
Tflb
Qi = (m,«(uxi Sin (!/,' + u, Ccos w,)_

1 . (13)
C;Y'qz'si singy

i

Cy0,qS singy) -

¢y = arctan((u,,; siny; + u,; cosy,)-
1
- +
(—u,; sing;cosy; + (u,; + g)cosb;

u,; Sin@; siny;))

Assumption 1 For the dynamics system as (10), the
integrated disturbance d;(¢) is continuously bounded and
differentiable. Its derivative ||d,|, < dy.

Remark 1 Assumption 1 is a common assumption in
the research of disturbance-observer based control. In the
application, the integrated disturbance caused by many
real physical processes meets this assumption. For exam-
ple, the actuators and sensor efficiency may gradually
decrease in a period of time and keep at a constant level
at the end, and the bias of actuators and sensors may keep
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a constant. In these scenarios, the derivatives of distur-
bances are generally bounded.

2.5 Graph theory

Regarding one target and the UAV swarm containing N,
leader UAVs and N, follower UAVs, assume that the tar-
get and each UAV are the nodes in a directed graph
G={V,E A}, where V ={v,,v,,---,vy} represents the
set of nodes, N = N, + N, + 1 is the total number of
nodes. The target is numbered 0, while the number sets of
leaders and followers are denoted as £ ={1,2,---,N,} and
F={N+1,N+2,--- N+N};EC{(vi,v) 1 vi,v; €V,i#
Jj} is denoted as the set of edges, where (v;,v;) represents
the communication interaction between UAV i and UAV
J; A=[a’] e R™ is the adjacency matrix of G;a;; is the
communication status, and a;; =1 if (v;,v;) € E, other-
wise, a;;=0; the set of neighbor nodes of UAV i is
denoted as N;={v;:(v;,v;) € E}. Define the in-degree
matrix D = diag{deg, (v)},i=1,2,---,N. Define the
Laplacian matrix of G as L = D — A. For the directed G,
if there exists a directed path from a root node to all other
nodes, the graph G contains a directed spanning tree [50].

Assumption 2 The topology among the target and
leader UAVs contains at least one directed spanning tree,
the root node of which is the target.

Assumption 3 For each follower UAV, there exists
at least a directed path from one of the leader UAVs, the
information interactions in both the leader layer and the
follower layer are bi-directional.

Remark 2 Assumption 2 and Assumption 3 are com-
mon assumptions in the research of formation-contain-
ment control. In the application, the hierarchical architec-
ture with multi-leader-multi-follower is a common one
when it comes to some scenarios with different agents
executing multiple tasks. For example, in the escort mis-
sions, the outboard UAVs in the swarm can serve as the
leaders to get the target states and guide the whole swarm’s
movement, while the inner UAVs only need to follow the
leaders. By the fore-end process of UAV swarm commu-
nication construction, the swarm topology assumptions
can be met.

Let Assumption 2 and Assumption 3 hold, the struc-
ture division of the Laplacian matrix L € R¥" of the
UAV swarm is described as

0 0l><N,
L=| Ly L; Oy,
0N,><| Llf Ljf

01><Nf

(14)

where Ly € RM*! indicates the leaders’ access to the
information of the target, L, € R"*" represents the inter-
action among the leaders, L, € R"™ represents the
communication from the leaders to the followers, and
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L;; € R¥" means the interaction among the followers.
2.6 Control objective

The control objective is to achieve the UAV swarm for-
mation-containment control for the dynamic target track-
ing in the actuator and sensor faulty case.

For the UAV swarm composed of the leader layer and
follower layer, the formation-containment control for
tracking the dynamic target is said to be achieved when
the following conditions are simultaneously met: (i) the
leaders form a desired time-varying formation; (ii) the
followers converge into the convex hull of leaders; (iii) the
whole swarm tracks the dynamic target. The definitions
can be described as follows.

Definition 1 [51] Let X be a set in the real vector

k
space. The convex hull is defined as Co(x) = {Z Bixilx; €
i=1

X550 -1
i=1

Journal of Systems Engineering and Electronics Vol. 34, No. 6, December 2023

Definition 2 The UAV swarm system is said to
achieve time-varying formation-containment control for
tracking the mobile target if for any i€ 7, je€ L there
always exists a set of nonnegative constants (;; satisfy-

N
ing Zﬁi,k =1 such that

k=1

Ny+N,
lim|p(- > Bup®l =0, i€F
o St (15)

lim|lp;(0) = po() ~ Ol =0, je £

where p,(f) represents the position of the mobile target,
pi(t) is the position of UAV i, and h;(¢) is denoted as the
leader’s desired time-varying formation function, which
is piecewise continuously differentiable.

According to the analysis for control objectives of dif-
ferent layers, the control framework is designed as illus-
trated in Fig. 2.

~

2.7 Lemmas

Lemma 1 [52]

.

/ Moving The topology between
target |~ the target and leaders Leader layer
Target control
information OO ¥ O
LO!
O o O O States &
. Séates of the target ;;5?;2‘;?]
esire il S e
formation ¥ _— = Jof UAV i | The topology of
Desired postion I D istributed ﬁmte— the leader layer
- -l time state estimator I
for leaders I
Desired | ) Reference , States &
:Ifmra%fmu Uiy ey et
Tracking | V¢'O°1tY o | Y
. Distributed robust of UAV K
differentor ‘: it I
LII
________ Information of l e e
UAV i
The topology between Follower layer
leaders and followers control
d ZC)(——() States &
States & reference reference
trajectory_of UAV_J | - __ __ lrayectory
K — : | of UAVJI The topology of
| Distributed finite-
5 p follower layer
time state estimator |
I for followers I
States &
I UAV E(eferet:nce reference
I Wil SO0, trajectory
I Distributed robust f UAV m
I_ controller I =
1

—/

Fig. 2 Hierarchical cooperative control framework

Under Assumption 2 and Assump-

tion 3, Ly and L, are the positive symmetric matrices.

Each entry of-L;'Ly and —L;{L; is nonnegative, and
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each row sum of ~L;'Ly, and —L;| L is equal to 1.
Lemma 2 [53] Considering the following nonlinear
system: X = f(x)+f(x),f(0) =0, x € R", where f(x) is a
continuous homogeneous vector of degree 8 <0 with
respect to the positive dilation vector r = [r, 7y, ,7,].
The function f(x) satisfies f(O) =0. If the equilibrium
x =0 is asymptotically stable for x = f(x), and the fol-
lowing conditions are satisfied: hm f €%y, ,&"x,)/
=0 (i=1,2,---,n),Yx #0. Then x=0 is a locally
finite-time equilibnum point. The system is globally
finite-time stable if it is both globally asymptotically and
locally finite-time stable.
Lemma 3 [53] Consider the following system
X =f(x),f(0)=0,x€R". Suppose a positive-definite
continuous function V(x):U — R. If there exists
V(x)+cV(x)<0,x € Uy\{0} with the real numbers
¢>0,a €(0,1) in the neighborhood region U, c U, V(x)

can converge to the origin in a finite time, which satisfies

V= (x(0))
c(l-a)

Lemma 4 [54]

there exists [Zn:|x-|]a>zn:|x-|“ >n“’[Zn:|x-|]a' if

i=1 i=ly n
@ € (0, 1], there exists [Z Ix) Z lx|“ <n "‘{Z |x; |]

3. Main results

T<

With respect to x; e R, if @ € [1, +00),

In this section, DFTE is first developed for each UAV to
generate the reference trajectories. Then, FTESO is adop-
ted to diagnose the integrated disturbances. In addition, No-
nlinear integral terminal sliding mode (NITSM) is desig-
ned with the AESTW algorithm proposed to significantly
enhance the robustness and effectively weaken the chat-
tering effects. The control architecture is shown in Fig. 3.

[ Information exchange in the multi-UAV/UAV swarm system ]

', Neighboring UAVs’ information

UAV /’s information "‘

| 2 | ™ TAdaptive sliding mode robust control 1
[ Distributed X | ) Extended
finite-time state I NITSM S super-twisting
| estimator
pidi ) Pa ter —= g 2 —
L T — . Feedback [4 (B Ficaving 7y,
| d.ffrac 1ng - Equivalent control |- linearization | Actuator HEF»] UAV flight
| itferentiator q; eai control  [fof ¢z, dynamics |P» 4;
fGenerate_the e | e e e e —— — =
reterence trajector -
I_ — — J_ _y] | d;  Observe and J
FTESO i L
| compensate the Actuator fault ; | 1 1
< — T_ —— ~_integrated disturbance | s Ay

Fig.3 Structure of the control scheme

3.1 Distributed finite-time estimator

To enable each UAV to online generate the desired tra-
jectory which satisfies the requirements of control objec-
tives, DFTE is designed. Most of the existing distributed
state estimators [40—42] adopt sliding mode control
(SMC) based on the sign function with discontinuous
value, which is sensitive to signal changes and induces
the obvious chattering effect.

Considering the above problems, non-smooth func-
tions are introduced to design DFTE to weaken the chat-
tering effect and simultaneously guarantee the robustness
and finite-time convergence characteristics.

For the leader UAV i, the distributed finite-time esti-
mator is designed as

P, = §; —m;sig” {Z a;(pi—h)—(p;— hj))]
JEN;

(16)

G, = —mysig”™ (Z a;((§i - ) - (G- h/))]

JEN;

where p; and §; are respectively the position and velo-
city estimation of UAV i, and denote the state estimation
of the target as po = p, and §, = qo. 09,m;, and m, are
constants, where o, €(0,1) and m;,m,>0. h; is the
desired time-varying formation function of UAV i from
the target, while h, = 0 for the target.

Assumption 4 The target’s position py, velocity ¢,
and its derivative ¢, are bounded, the desired time-vary-
ing formation function A; and its derivatives h; as well as
h; are bounded. Denote w;,Ww,,ws, and w, as the bound-
ness of the norms of q'o,ﬁf, Po, and h;, respectively.

Remark 3 Assumption 4 is a common assumption in
the relevant research. In the real scenario, due to the con-
straints of the kinematics and maneuvering ability, the
target’s velocity and the acceleration are always bounded.
Also, the desired formation function and its derivative
can be always designed as continuous or smooth func-
tions manually based on tasks. Thus, the assumption is
reasonable.
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Theorem 1 Using the estimators noted by (16), each
leader can individually estimate the desired position and
velocity in a finite time 7, for the formation tracking,
which can be expressed as

{}ig}llﬁi(l) —Po() — Dl <0

- . (17)
lim 1G:(1) — go(0) = (Dl < 0,

where o0,,,0,, are small positive constants, 7, =T+

4 VAmax (L) Y U2y T = 4
m(1-0y) \/Z/lmm(L,,) e YT my(1 = o)
( VAmax (L) Yy )

V2in (L) '

Proof Let e, = p,(t)—po(t)—hi(t) and e, = g:(t)-
qo(t)— h(1), and note that e,, = le).e5, - ery]", e, =
leg €0 eqn 1"y Po=1y®py, Qo=1y®qo, h.=[h],
h;,---,hy,1". Define the following Lyapunov candidate:

1
Vesur = EeqTL(Lu@Ia)Teqb (18)

Substituting (16) into the derivative of (18) yields
Vet (1) = eZL(Lll®IS)TéqL =
e (Lu® L) (—mysig™ (Lu®L)e,) = Qo — hy) =
(Ly® 13)eqL)T(—szig”°((Lu ®L)e, )+
(L' Ly® 1)(Qy + h.)).
Considering Lemma 4 and Assumption 4, and
[I-1l. < I ll;, it can be obtained that

Vesl,l(t) < —”’1z||(L/1‘53)13)341L||;Wu +(wi + W)Ly ®I3)e ., <

m -
—(72||(Ln®13>e¢||2 —(w; +wy))-
m oo+
||(L/1®I3)eqL”2_72||(L//®I3)eqL”2 "

According to the norm properties, when [le,ll, >

1 2(w, +w 1
(M)l/m» , there exists
[[Lyll> m,

. m, 1
Vesut < —7||(L,,®I3)eqL||‘2’“+ <

m +
- e (Li® L)Y e, ) <

m
= = Cnin( L)l )™ <

_ @( \/i/lmin(LH)
2 V/lmax(Lll)

L 2@F9) e When my 2
(1Ll n,
(w1 +wy)/IILyll;’and 0 < o < 1, there exists 2(w, +w,)/
(mol|lLyll5°) <1 and 1/o > 1, then o, will be a small
positive constant lower than 1. At this time, when
oy — 0, there is 1/07y — 400, which makes o,;, — 0.

As a further step, it can be concluded from Lemma 3

)(r(,+] V(o‘o+l)/2. (19)

est,1

Note that o, =

that lirpllzj,-(t)—qo(t)—h,-(t)||2 <o, in a finite time

— 4 V/lmax(LH) )o'n+1 V(I—<r0)/2
m(1=00) V2 (L)
ing the parameters m, and o, it can be obtained that
0, = 0. Then, when ¢ > T, consider the Lyapunov func-

tion:

T, (0). By adjust-

Ve = %elT,L(L,,®I3)TepL, (20)
yielding that
Vo =€ (Ly® L) e, =
eZL(L,, ®I3)T(—mlsig‘r“((Lll®I3)epL)+
(L;'Ly @ L)(Py + hy)) <
~(GILi@ L)l = (@ +w))

m +
I(Ly ®@13)e,. |l — 71”(1411 L)e,lly g

1 2(ws + w. i
_(M )/ there exists
1Ll m

my o
Vesto < _7||(Lll®l3)epL”(2r g

m oo+l
-2 (Ve e Lyre,) <

m
- 7‘(Amm<L,,>||e,,L||z)“°“ <

_m V2uin(La)
2 VA (Ly)
1 2(ws+wy)

1Ll m,

rlir;: I5:(t) = po(t) = hi(D)ll> < 0,1, Where T, =T, +

( V Amax (L) )g—0+lv(170'0)/2
V2dual L)
ters m; and o, it can be concluded that o0, = 0.
Therefore, p;,v;(i=1,2,---,N,) can be used to replace
the position and velocity of the desired formation when
t=T,. O
For follower UAVs, the distributed finite-time estima-
tor is proposed as follows:

For |le,.ll> >

)0’0+IV(a'n+1)/2. (21)

est,2

Note that o, = )/oo . And there is
4
m(1—0)

(T)). With the suitable parame-

Pi=§;— m3sig‘r”(z aij(pi—py))
JEN;
g, = —nusig”“(Z a;(Gi—g,))

JEN;

(22)

where o, ms, my are constants, and o, € (0,1) and
ms,my > 0.

Theorem 2 Using the estimators noted by (22), each
follower can individually estimate the desired position
and velocity in a finite time 7, for the containment, which
can be expressed as

{}Lrg 1:() = pei(Dll> < 0,F

L , ieF (23)
m [13,(6) = gDl < o
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where o,r,0, are small positive constants, T, = Ts+

4 ANy e 4
( )V 2 (Ts),and Ty=————
m(1—o07) \/E/lmin(L/f) ' my(1 = o)
( VAmax (Lyy)

V2in(Ly¢)
ments of vectors pc = —(L; ;L ®L)p., qc =—(L;L;®
I;)q,, respectively, where p,=[p},p}.---.py]" and
q.=197 45y

Proof The derivation process is similar to the proof
of Theorem 1, so the details will not be presented more
here. The reference trajectories of the followers can con-
verge into the convex hull formed by leaders’ desired tra-
jectories, i.e., pr— —(L;Ly®L)pL, §r— —(L;Li®
I;)q,. o

Remark 4 When o is selected as 0, the function
sig’(-) degenerates into the sign function sgn(-). Corre-
spondingly, the DFTE proposed in this paper is trans-
formed into the distributed sliding-mode state estimator
presented in the existing work [40—42]. It can be seen
that the existing distributed sliding-mode state estimator
is actually a special case of the DFTE in this paper.

)"O“Veﬁ(ol pe: and gq¢; are the ith ele-

3.2 FTESO

The FTESO proposed in [55] is applied to the diagnosis
and compensation of the integrated disturbance caused by
faults and model uncertainties. Regard the integrated dis-
turbance d; as the extended state of the system (10), and
the observer is described as

b=+ kosig"™ (g, By
ai = tAl,v + kzsig(“l)/z(Pi -p)+u; (24)

ai = kssig“(p: — by
where ﬁ,-,tj,«,cl € R? are the estimated states of UAV i,
k€(0,1), ki, ky, ks > 0. If the parameters of the observer
satisfy the sufficient conditions presented in [55], FTESO
can achieve the precise observation for the integrated dis-
turbance d;.

Remark 5 Here it needs clarifying the FTESO and
DFTE. Both of them can be called estimators and
observers, but there is a functional difference between
them. DFTEs designed in Subsection 3.1 are applied to
distributed generating each UAV’s reference trajectory
based on the neighbor’s information for the leaders’ for-
mation, the followers’ containment, and the whole swarm
tracking dynamic target. In contrast, FTESOs in this sub-
section are used for each UAV to observe and compen-
sate the integrated disturbance, alleviating the negative
effects of faults and model uncertainties on UAV swarm
flight.

3.3 Distributed adaptive NITSM control

To further enhance the robustness of the control system,
NITSM is designed and the AESTW algorithm is simul-
taneously proposed to track the reference trajectories gen-
erated by DFTE so that the system robustness signifi-
cantly improves while the convergence speed is guaran-
teed.

The NITSM surface s; = [s;, i, s,-3]T is designed as

50 =40-40- [y @ @5)

where u,,; = [ty 1, Uey o, uew]T represents the equal input.
Apparently, s(0) = 0; when ¢ = 0, which means that the
states of UAV i are located on the sliding mode surface
(25) at the initial time. The equal control u,,; guarantees
states of UAV i converge along the sliding mode surface

s;= 05 in a finite time. u,,, is defined as

ey = ~Lssig?" ) ay(pi— B) — (b= B)~
JeN;
Lsig" () ay(qi— @)~ (q;- @M +4  (26)
JeN;
where 0<B, <1, B,=28,/(Bi+1), L,L,>0. § can be
obtained by the tracking differentiator in [56].
The AESTW algorithm is designed with sliding-mode
switching control input u,,; as

s = —hsig” () - [ bsig™(s(o)ldr (27)

where 0.5 <o, <1, and 0, =20, - 1. [, and [, are adap-
tive gains, and correspondingly the adaptive law is

. M}lvl(o-l _0-2)‘2:(2 s |Si_i| >Av
L= 20, , (28)
0, Is;l <4
g
L(t) = 78(11 H+e)+y, (29)

where € > 1/0; ,w,v,x > 0. 4, >0 and its value is rele-
vant to parameters w;,v;,y, and the disturbance ampli-
tude 6, which can be adjusted according to the control
accuracy.

Taken together, the adaptive NITSM robust control
protocol is designed as

u; = ueq,i + uij - ai' (30)

Theorem 3 Under the control protocol (30), the
UAV swarm (10) with the communication topology G
can track the reference trajectories generated by DFTE
and achieve the formation-containment control for track-
ing the dynamic target.

Proof The proof can be divided in two steps:
(i) UAV i can approach and then keep on the sliding-
mode surface s; = 05; (i) When s, = 05, UAV i can track
the estimated states p; and §; in a finite time.
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For the first step, the derivative of the NITSM (25) is
§; = —1;sig”(s;) — Lt (Lsig”(si(T))dr+d; — d. 3D
Defined; =[4;,4,,45]1"=d; - 3:', w; =
- [ wsig” (s.(m))dr, and

§i= - llsigm (S,') + w;
’(D',- = _lzsig(rz(sl‘) +A, '

[wil’wiwa]T =

(32)

According to [55], the estimation error of the inte-
grated disturbance d; is bounded, which yields 4,; has the
boundness as well. Therefore, there exists a posmve con-
stant ¢ satisfying ||4,l, <J. Since the control channels
(i.e., x, y, and z orientations) are decoupled after feed-
back linearization, the controller of each channel can be
designed individually, indexed by 1, 2, and 3.

Firstly, the finite-time characteristic of AESTW can be
proved. Define a vector &;; = [£;1,&2]" = [sig” (s;,), @;1",
je {1,2,3}. leferentlatmg &;; yields

&= 16,417 (A€, +B,d,) (33)
-lo, o 0| = [
where A;; = [ —llz I O] :|sBij =11 ],Aij =&l 4.
Select a Lyapunov candidate Vj;; = iTjP,-j ;7> and a posi-
X & £
tive-definite matrix P;;=| o1 .2 2 | The deriva-
- 1
tive Vo;j is 2
VOU |§111|7[§ (AT ij +P Atj)gij+2Ath?;Pz ]
Due to 2A BT P ,,<§TP B; BTP,j ,-j+Al.2j, |Zl,-j|=
|‘fl/1| 7 |At/| |§11I|7”A ” |§11I|7 ’ and supposing

C;; =[1,0], one can obtain
VO,, |§,11| g [f (AT P;+P;A;+P, B,]BZP i+
§’C}, ij)fij]‘i'(sz(lfij,llT —|'fij,1| i )-

Note AP+ P A;+P;B;BP;+5CiC;=-0,;, so
that
Voij < |§:,1|7f,JQu§u+52(|§u1| " —|§u1|

where

g ) 34)

0, = Oiin Qi
Y Qi1 Qx|
2
Qi =2y +1018* = he— SZ —&
l
Qijnn = —§|0'18+lz —X- %82 + ; .
Qij,21 = Qij,]z
Qijn=018—1

To guarantee Q;; a positive-definite matrix, which

L . . [ o
implies —Q;; negative-definite, let /, = Ela']a+ X+ —=£,

2
then there exists

A o &
Qijnn =2+ 20'18 —7183—1—/(8—62
&
Qij,lzzz
&
Qij,21 :E

Qij,zz =oe—1

One can obtain the following inequalities according to
the properties of Schur complement:

2 —1
—Qij» <0, = Qiin+ 0,05, <0.

Substitute the expression of Q;; into the above inequa-
lities. And one can render that

1
e>—
0
g1 4 & 5 & (35)
(=&+—+ye+6)oe-1)+— -
i 2 4 4
1

Qx+ %82)(0'18— 1

Substituting || <&, and
f,-TjQij i S /lmax(Qij)”ffj”% into (34) yields

‘‘‘‘‘

/lmm(Qij)”fij”% <

Vosj < mm(Qu)||§:,||2 +52(||§:,||2 +||§u||2 =
—(@—62(1+||§,~,,~||ﬁ>)||.fi,~||ﬁ ““"(Q" L.
when ||§—‘,-j” %)2262)22’ there exists Vp,; <

m‘"(Q”)ug,Ju; Also, due 10 Vo < dnax(Py) ||
we can get

Vo <=0Vt (36)
where ¢ = /lmm(Qij)( ] )% . According to Lemma 2

2 /lmax(P[j)
and Lemma 4, (36) indicates that V,;; is a strong func-

tion, which means that the sliding mode variable s,;; can
converge in a finite time into the following neighbor-
hood:

26*
Auin(@yj) — 267

Since o, €(0.5,1), 2 L €(0.5,+),
()

2
#?)—262 << 1 and 4,;; << 1 if 1,n(Q;)) >> 46*. By
adjusting y and &, A,i,(Q;;) can be changed to narrow
A
Then, the convergence of the adaptive law can be

o
1€l < A5, Asij = ( ).

there exists
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proved. Define the following Lyapunov function:

(%]

Viy=Voi+ Tllh—lﬂﬁ‘i‘
AL e (37)
200,

where [;,5 >0, and v;,v,,x > 0. & is an arbitrary con-

stant. Differentiate the function V;;, and when
l€;jll, > 4., there exists:
01— 0, oo
ﬂV 2' —-W R - 1 7 —
W i3 lv.) -
01— 0, o Y LT
wa( ) b =Ll + ¢ (38)
20-1 Uy
A B A Loy
where g:——lll—l [ — =]l = 5| 7= s +wi (5 ™ =
U] Uy
L[5 + wz( ) L -7 . When o €(0.5,1),
. 20'1
there exists € (1,2). Based on Lemma 4, one can
o +0,;

gain

a 20
Hl =417

Vi < —min{d, wy, wo} (Vo + —
20v;

o -

l—l*lz z|+_
2o I =BT 4

T+

—min{d, w, o}V, +.

To guarantee the property of the finite-time conver-
gence, supposing ¢ = 0 yields

oty
20

Il :W1U1(0-] _0-2)

20—1U1
R (39)
. 1 — 0y 2
L, = wyus( )
20—1U2
. 2W2 Uy "r(fz L o
Fix (—)7 =g and one can obtain [, = —¢&l,,
oW 2

which 1is c0n1;1stent with (28). Overall, the finite-time
convergence can be achieved.

The second step is to present the proof of the conver-
gence of the system when s;,§; ~ 0. Under the equal con-
trol input (26), there exist

PL=q.
g1 = —Lsig" (Ly®@ L) (p, — pr))—
Lisig” (Ly® I;)(q.— ) + §,

Dr= ?F . . (40)
qr = g —Lsig" ((Liy® L) (p.— P+
(Lyy®L)(pr— pr))—

Lsig™(Liy®I5)(q. — )+
(L ®1)(qr—Gr))

It needs to be shown that the UAV swarm system

described in (39) can achieve the desired formation for
the leader UAVs the containment for the follower UAVs.
To proceed, firstly for the leader layer, supposing

P =p.— P, and §; = q; — §; yields:

P = G +mysig” (Lo ® 1) po+
(Lu®L;)(p.—hy))

g, = —Lsigh (Ly® L) p,)-
Lsig™(Ly®15)§,)

According to Lemma 1, one can obtain p, = §,+
msig™(Ly ® L)((B. — hy) — (1x,® py))). From the DFTE
(16), p; = po+h; (i € £). Given that each eigen value of
—hp)—(1y,
®po))) can achieve its convergence into a narrow neigh-

the matrix L is positive, m;sig”((L; @ L;)((py

borhood of the origin in a finite time. Furthermore, sup-
pose p, = (L,;®I;)p, and q, = (L;® I5)q,. Therefore, the
system can be transformed into

{PL q, (41)
g, = —(Ly®L)(I;sig” (p,) + Lisig*(q,))

_ﬁF: qr =
qr—§r, note pc= _(L}_;Llf® L)p., qc= —(L}_;sz@)
I,)§;, consider Lemma 1 and the DFTE (22), and define
Pre = Pr—Dc, qre=qr—qc. For the further step, note
I_3F = (Ls;®L;)pr. and t_iF
render that

For the follower layer, suppose pr = pr

=(Ls; ®I3){r., then one can

iF = ‘=IF
qr = _(Lff®l3)(l351gﬂ' (Pr) + Lisig™(q,:)— - (42)
(L @ I)(I;sig” (p,) + Lisig™(q,))

[P, pr1" and §=[q,,q,]". Rewriting (41)
and (42) into the compact format, one can obtain the fol-

Define p =

lowing error system of the UAV swarm:

-

{;:q o @)
i = (ML) Lsig" (B) + Lisig" @)

Ly Ly
matrix according to Assumption 2 and Assumption 3.

where M =[ ], which is a positive definite

Define the candidate Lyapunov function of the system
(43) as follows:

N 3 -
Vp.9) = ZZf Lsig” (0)dp + 5 q(M ®1)7. (44)

The derivative of V(p, g) is obtained that
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N 3

Vig. D) =1 ). ) sig (5, +7 (M & 1) =

=1 j=1
-1l <o.

If and only if =0, there is Vi(p,g)=0. From the
LaSalle’s Invariance Principle [57], it is clear that the
system (42) is asymptotically stable. Besides, according
to Lemma 2, the system is homogeneous of degree f= (8, —
1) / 2 <0 related to the vector (1, (1 + f,) / 2). Thus, the
system globally converges to zero in a finite time. O

4. Simulations and analyses
4.1 Description of simulation scenarios

A topology G of the UAV swarm composing of eight
leader UAVs (Numbered from 1 to 8) and four follower
UAVs (Numbered from 9 to 12) are shown in Fig. 4. It
can be proved that the topology is satisfied with Assump-
tion 2 and Assumption 3. The model parameters of each
UAYV are shown in Table 2. Also, consider that the real
input has saturation limits with ON<T7;<25N,
—12° < a; < 12°, and —60° < ¢, < 60°.

Fig. 4 Topology of the UAV swarm
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Table 2 Model parameters of each UAV

Parameter Value
mfkg 1.5
g/ (m-s7%) 981
p/(kg~m_3) 1.225
Cpo 0.05
Cro 0.06
Cr/) 0.4
§/m? 0.06
lp/m 0.6
lc/m 0.15

At the initial time the scalar velocity V; of each UAV is
20 m/s, and the path angle 6,(0) and the heading angle
w(0) are all zero. The initial positions of UAVs are ran-
domly generated, chosen as: p,(0) = [-15] m,11 m,
1747 m]', p»0) = [-1271 m,11 m,1677 m]', ps0) =
[~1216 m,24 m,830 m]', p,(0) = [-509 m,27 m,957 m]’,
ps(0) = [-371 m,24 m,1485 m]', ps(0) = [-920 m,29 m,
1482 m]', p,(0) = [~1148 m,29 m,865 m]', ps(0) =
[-478 m30 m,1184 m]', P(0) = [-915 m23 m,
1329 m]', pio(0) = [-528 m,11 m,1141 m]', p,,(0) =
[-628 m,22 m,1498 m]', and P(0) = [-923 m,17 m,
1359 m]T. The mean wind speed V,, at the altitude of
80 m is 4 m/s.

The disturbance input of each UAV caused by model
uncertainties are chosen as d,,; = 0.1cos(0.1nt + (i—1)n/
6)-g, d,, = 0.15cos(0.1nt + (i—1) n/6)-g, and d,, =
0.15sin(0.1xnt + (i—1) n/6)-g. Select the lower boundaries
of the execution effectiveness n.= 0.7, n., =0.75,
n.= 0.75, and the lower boundaries of the measure-
ment effectiveness n.= 0.8, n.,= 0.8, respectively. By
recalling the fault models (6) and (7), the actuator and
sensor fault signals are shown in Table 3.

Table 3 Fault signals encountered by each fixed-wing UAV ©)
Fault component Fault signal 0s<t<60s 60s<r<120s t>120s
N 1 03e " +0.7 03e " +07
N 1 0.25¢ " +0.75 0.25¢ " +0.75
Nass 1 0.25¢ 4075 0.25¢ "+ 0.75
Actuator fault b 0 ~5(1 - Rt 60)) —5(1 - N 60))
baﬁ 0 05(1 —e 1.5(¢ 60)) 05(1 —e 1.5(¢ 60))
bos 0 5(1—¢ ) 5(1—¢ %)
Mo 1 1 02¢ " ™ +0.8
-— 1 1 02e" ™ +08
Sensor fault (- 120).
b 0 0 5(1—e )
byo 0 0 5(1-¢"™)

The parameters for the control scheme of each UAV
are chosen that: (i) for the DFTE, ¢, = 0.5, m, = 3.5, and
m, = 2.5; (ii) for the FTESO, x = 0.5, k, = 18, k, = 108,

and k; = 216; (iii) for the NITSM, g, = 0.6, £, = 28,/(f, +
1) =0.75, I = 0.6, and [, = 3; (iv) for the AESTW, o, =
0.5, and 0, = 20, — 1 = 0.4; (v) for the adaptive law, /,(0) =
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5w, =50,=2,7=05,6=4/0,=5.71,and 4,= 10 "".
In the simulations, two scenarios are selected to present
the effectiveness of the control scheme for tracking tar-
gets of different maneuver types, including: (i) The pla-
nar formation tracks the target in cycloid motion on the
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2D ground; (ii) The cubic formation tracks the spiral
climbing target in 3D space. The time-varying position
and velocity of the mobile target and the desired forma-
tion function of leader UAVs under the two scenarios are
shown in Table 4 respectively.

Table 4 Maneuver trajectory of the dynamic target and desired formation functions of each UAV

Scenario Signal Parameter Value
Xom 600sin(0.05¢ —m / 2) + 8¢
Yo /m 0
zy/m 600co0s(0.05¢ — 7 /2) — 8¢+ 1500
Maneuver trajectory of the dynamic target .
Vio/(m's ) 30c0s(0.05¢—m/2)+8
Planar formation v}o/(m-sfl) 0

v /(s ) ~30sin(0.05¢ — 1/ 2) — 8

hy /m 400c0s(0.02¢ + m / 2)
The desired formation function (For UAV 1 to UAV 8) hy,; /m 50
h.; /m 400sin(0.02t + w/ 2)
Xo /m 1500sin(0.02¢ —m / 6)
yo/m 50 +¢
Zy/m 1500c0s(0.02¢ — / 6)
Maneuver trajectory of the dynamic target o
vo/(m's ) 30c0s(0.02¢ — 1/ 6)
Cubic formation v}o/(m-sfl) 1

vo/(ms ) —30sin(0.05¢ — 1/ 6)

hy /m 500c0s[0.02¢ +(2i — 1)m / 4]
The desired formation function (For UAV 1 to UAV 8) hy,; /m 25 (i=12,3,4); -25 (i=5,6,7,8)

h,/m 500sin[0.02¢ +(2i — 1)m / 4]

4.2 Effectiveness verification

In this subsection, the effectiveness of the proposed coo-
perative control scheme is first verified by simulations of
the two scenarios above. The UAV trajectories of two

scenarios are shown in Fig. 5.

(a) Planar formation

300
250
200

£ 150

-~
100

(b) Cubic formation

Fig. 5 Trajectory of each UAYV in the two scenarios

In Fig. 5(a) and Fig. 5(b), the dynamic targets are
marked by the purple pentagon. The black hexagrams
represent the leader UAVs, while each follower is
described by a red triangle. The black markers in
Fig. 5(a) indicate the projection of each UAV on the
ground. Apparently, whether the planar formation tracks
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the target cycloidally moving on the ground or the cubic
formation tracks the target spirally climbing in the 3D
space, both layers of the UAV swarm can achieve the
control objectives.

Without loss of generality, the following content
mainly presents the simulation results and analyses of the
cubic formation scenario. For the cubic formation swarm,
the status of the followers and the leader at t =40 s, 80 s,
120 s, 160 s are given. Obviously, all UAVs are scattered
at the initial time, and the expected formation, contain-
ment tracking are not quite achieved at r = 40 s. Then,
from ¢ = 40 s to 80 s, all the leaders almost realize a sta-
ble time-varying cubic formation with all the followers in
the convex hull all the time. After that, the states of each
UAV converge further so that one can obtain higher accu-
racy.

As a further step, to quantitatively evaluate the effec-
tiveness of the proposed control scheme, a dimensionless
tracking error is designed as a control accuracy index.
Denote the relative position tracking error and the rela-
tive velocity tracking error of UAV i as Err,, and Err,,
_ llp; — paill> and

lpai = polla
where p,; represents the desired posi-

respectively, and there exist Err,

_ g — qaills
1ga: — qoll> ’
tion and g, is denoted as the desired velocity. ||p; — paill
is the absolute position tracking error, ||q;—¢qull, is the
absolute velocity tracking error, ||ps; — poll, indicates the
desired distance between the dynamic target and UAV i,
and ||lqs — qoll, interprets the error of the desired relative
velocity between the dynamic target and UAV i. The
position tracking error and the velocity tracking error of
each UAV are depicted in Fig. 6, and it shows that the

Err,;
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Fig. 6 Relative error of position and velocity tracking

The variation of each UAV’s dynamics parameters and
control inputs with time are given in Fig. 7-Fig. 9,
respectively.
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It is clear that with the proposed cooperative

control protocol,

the fixed-wing UAV swarm is

able to achieve formation, containment and tracking the
dynamic target under the time-varying disturbances, actu-
ator and sensor faults, and both layers can realize their
control objectives with steady dynamic transient pro-

CESSEs.

Further, to demonstrate the effectiveness of the pro-
posed control protocol in diagnosing disturbances, Fig. 8
shows the disturbance observation error of FTESO for
each UAV. Obviously, one can see that FTESO can
achieve convergence quickly and the integrated distur-
bances, which are composed of model uncertainties and
faults, are perfectly estimated by the FTESO.
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Fig. 8 Disturbance estimate error
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Fig. 9 Adaptive gains of AESTW for each UAV

Fig. 11 shows the convergence process of the gains of
the AESTW algorithm for each UAV, which verifies the
effectiveness of the adaptive law.

To further illustrate the influence of different parame-
ters on the control performance and guide the parameter
selection, the simulations for DFTE and AESTW are car-
ried out with different parameters selecting different va-
lues. Fig. 12 and Fig. 13 show the variation of DFTE esti-
mate error with different o, m;,m,, and AESTW sliding
modes with different o, respectively.

For o, in the DFTE, according to the results in
Fig. 10, when o, increases from 0 to 1, chattering effects
will be gradually weakened and the signals vary

smoothly. Nevertheless, according to Theorem 1 and
Theorem 2, as o approaches 1, the estimate errors e, e,;
caused by the desired time-varying formation func-
tion and target’s unknown maneuvering will increase,
making the upper boundness of the estimate errors,
i.e., the trajectory estimation precision degraded. Thus,
by adjusting o, a trade-off between weakening chatter
effects and guaranteeing the control precision and conver-
gence time can be achieved. Based on the simula-
tion results, when the value of oy is selected in [0.25,
0.50], chattering effects can be significantly alleviated
and the estimate errors can be guaranteed small at the
same time.
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Fig. 10 Estimate error variation varying with o

For 0, €(0.5,1),0, =20, —1 in the AESTW, accord-
ing to the results in Fig. 11, when o, increases from 0.5
to 1, chattering effects will be gradually weakened and
the sliding mode variables vary smoothly. However,
according to the proof and analysis in Theorem 3, when

o, approaches 1 (like o, is selected as 0.90 or 0.95), the
signal may oscillate in a small range due to the distur-
bance. Based on the above results, it is better to select o,
in [0.60, 0.80] to both weaken chattering effects and
guarantee the anti-disturbance ability.
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Fig. 11 UAV 1’s x-orientation sliding mode variation varying with o
To illustrate the proposed controller has anti- 80% of the original ranges, ie., ON<T,<20N,

saturation ability, here a simulation is carried out
under the actuator saturation. To show the controller
performance under the saturation more clearly, here
the saturation limits can be further narrowed as the

-9.6° < ; <9.6°, —48° < ¢; <48°. Under these
real input limits, the thrust 7;, angle of attack «; and
banking angle ¢; in the simulation are shown in
Fig. 12.

and
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Fig. 12 Input of each UAV with saturation limits

From the simulation results, it can be seen that the
thrust, angle of attack and banking angle saturation
occurs at the beginning period (about 0—5 s), especially
for UAV 6, of which the thrust saturation continues for
about 4 s. However, the controller can still work under
the control input saturation, which shows the anti-satura-
tion ability of the designed controller.

4.3 Comparison with the existing work

In this subsection, the same problems of formation-

=

< 300

-

g 200

5]

2 100

E

p=! 0

8 =

'5 =100

g 200

£ 0

£ 5

<0 _

=

[

2 10

<

£ —15;

S 20} -0.2 T —

2 )5 ) ) 80 100 120 140 160

5 —

= 0 20 40 60 80 100 120 140 160

> Time/s

(a) The state estimator in [40—42]

—:UAV 1; : UAV 2; —: UAV 3;
—: UAV 7; :UAV S, —:UAV 9;

containment control for tracking the dynamic target are
also conducted by the existing distributed state estimator
in [40—42] and the existing super-twisting algorithm
in [43,44]. The improvements and innovations of DFTE
as well as the AESTW algorithm proposed in this paper
will be demonstrated by the comparisons of simulation
below.

Firstly, the position estimate error e, and velocity
estimate error e,; of DFTE and distributed sliding-mode
estimator in [40—42] are compared as are shown in Fig. 13.
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Fig. 13 Position and velocity estimate errors of the DFTE in this paper and the estimator in [40—42]
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It can be seen that the distributed sliding mode-state
estimator proposed in [40—42] has significant chattering
effects. By the contrast, when the same gains are chosen,
the proposed DFTE has a clear advantage of faster con-
vergence, less pronounced chattering effects, and much
smoother transient process.

Remark 6 Regarding the estimate error, the theoreti-
cal analysis in Theorem 1 implies that the errors of the
DFTEs will converge into a small enough constant neigh-
borhood. By selecting the control parameters, the neigh-
borhood can be adjusted to meet the precision require-
ment. In that way, the proposed DFTE can achieve a
compromise between the precision and the chattering
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effects.

As a further step, the comparative simulations are car-
ried out with the proposed algorithm, the conventional
super-twisting algorithm in [43], and the fast super-twist-
ing algorithm in [44] to verify the superiority of the pro-
posed AESTW algorithm. The parameters of the conven-
tional super-twisting algorithm are chosen as /; = 10 and
I, =15, and the parameters of the fast super-twisting
algorithm are selected as [, = 10, I, = 15, I =10, [, = 15,
while the parameters of AESTW follow the previous
data. Taking the x-orientation control of the leader 1, the
variations of the sliding mode variables are contrasted as
shown in Fig. 14.
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4.4 Robustness verification 300
In order to verify the robustness of the proposed con- \i 200}
troller, a Monte Carlo simulation test is conducted. Aero- §
dynamic parameters Cpg,Cro,C§ of each UAV are ran- a@_ 100 7330
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conducted together. The results are shown in Fig. 15, and
it is obvious that the response has good consistency and
the dynamic performance robustness can be realized.
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Fig. 15 Results of UAV 1 in 500 Monte Carlo simulations

5. Conclusions

This paper aims to present a novel two-layer distributed
fault-tolerant formation-containment control scheme for
“multi-leader-multi-follower” fixed-wing UAV swarm rea-
lizing formation, dynamic target tracking in 3D space
under model uncertainties and actuator and sensor faults.
With only a part of leader UAVs acquiring the dynamic
target’s states, the proposed DFTE can generate each
UAV’s reference trajectory which meets the control
objectives in a finite-time. Compared with the previous
work, the trajectories generated by DFTE vary more
smoothly with less chattering effects. Further, a dis-
tributed composite FTC framework is designed to rapidly
and precisely track the generated reference trajectory.
The composite FTC comprises the FTESO to compen-
sate the integrated disturbance and a novel AESTW algo-
rithm based on integral terminal sliding modes to enhance
the system robustness with less chattering effect. Stabi-
lity and finite-time characteristic of the closed-loop sys-
tem are proved by Lyapunov theory. Comparison simula-
tions verify the effectiveness and competitiveness of the
proposed control framework in the formation-contain-
ment control of the fixed-wing UAV swarm for dynamic
target tracking under the faults and time-varying distur-
bances. Overall, the proposed controller possesses advan-
tages and improvements in fault tolerance, convergence
time and less chattering effect. For the research of the
next step, a control scheme under the circumstance of
actuator saturation and multiple environmental obstacles

Journal of Systems Engineering and Electronics Vol. 34, No. 6, December 2023

could be considered to further improve the controller
effectiveness and system safety in more general applica-
tion scenarios.
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