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Abstract: Due to people’s increasing dependence on social net-
works, it is essential to develop a consensus model considering
not only their own factors but also the interaction between peo-
ple. Both external trust relationship among experts and the inter-
nal reliability of experts are important factors in decision-making.
This  paper  focuses  on  improving  the  scientificity  and  effective-
ness of decision-making and presents a consensus model com-
bining  trust  relationship  among  experts  and  expert  reliability  in
social  network  group  decision-making  (SN-GDM).  A  concept
named matching degree is  proposed to measure expert  reliabi-
lity.  Meanwhile,  linguistic  information  is  applied  to  manage  the
imprecise and vague information. Matching degree is expressed
by a 2-tuple linguistic model, and experts’ preferences are mea-
sured by a probabilistic linguistic term set (PLTS). Subsequently,
a  hybrid  weight  is  explored  to  weigh  experts ’  importance  in  a
group. Then a consensus measure is introduced and a feedback
mechanism is developed to produce some personalized recom-
mendations with higher group consensus. Finally, a comparative
example  is  provided to  prove  the  scientificity  and effectiveness
of the proposed consensus model.
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 1. Introduction
In social network group decision-making (SN-GDM), the
ultimate  goal  is  to  reach a  consensus  that  satisfies  every
member in a group. However, some experts with or with-
out  direct  relationships  participate  in  this  process,  and
they  come  from  different  knowledge  backgrounds.  This
can  easily  lead  to  non-cooperative  behavior  within  the
group.  In  recent  years,  several  studies  [1−9]  have  taken

trust  relationship  among  experts  into  consideration  in
group  decision-making  (GDM)  issues.  Besides,  a  large
number of consensus models have added a recommenda-
tion  mechanism  to  increase  the  consensus  level  to  an
acceptable  degree.  This  is  profoundly  different  from the
traditional GDM problem.

In  recent  years,  the  consensus  model  based  on  trust
relationship among experts  has been widely used in SN-
GDM. The research  work  mainly  contains  the  following
aspects:

(i)  Consensus  model  based  on  interaction  among
experts.  This  model  was  mainly  developed  by  Wu et  al.
[1,2−4]. In addition, according to this, several trust propa-
gation operators were proposed, such as the uninorm trust
propagation  operator  [3]  and  the  dual  trust  propagation
operator [1].

(ii)  Linguistic  information-based  consensus  model.
Experts are inclined to express their preferences with lin-
guistic  information,  which  is  assumed  more  practical  in
reality [5]. Jin et al. [6] explored a probabilistic linguistic
preference relations-based consistency and trust  relation-
ship-driven  consensus  model.  Wu  et  al.  [7]  presented  a
distributed linguistic trust propagation operator to the SN-
GDM.

(iii)  Consensus  model  based  on  psychological  factors.
In  general,  experts  have  different  knowledge  back-
grounds,  experiences,  or  risk  attitudes.  Hence,  they  will
have a unique psychological perception of the same deci-
sion-making problem, which may have an impact on the
decision-making result.  For example, experts ’ self-confi-
dence  or  self-esteem  would  affect  the  decision-making
results [7,8]. Liu et al. [8] introduced a consensus model
on account of self-confidence, which considers both trust
relationship  between  experts  and  experts ’  internal  self-
confidence.

(iv)  Consensus  model  based  on  managing  non-coope-
rative behavior. Experts from different groups pay atten-
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tion  to  the  interests  of  personal  or  the  organization.  To
decrease the effects caused by non-cooperative behavior,
it  is  essential  to  design  a  novel  consensus  model  to  ma-
nage  it.  Du  et  al.  [9]  provided  a  consensus  convergence
model  for  managing  the  non-cooperative  behavior  in  a
social  network by combining trust  relationships  with  the
similarity of opinions.

The  above  research  has  enriched  the  theoretical
research  of  the  consensus  reaching  process  (CRP)  based
on trust relationship among experts. It shows that the real
SN-GDM cases are not only related to quantitative math-
ematical  formulas  but  also  some  subjective  factors  of
experts  [8].  Expert  reliability  is  an  important  concept  in
GDM.  Different  scholars  have  different  definitions  of
expert  reliability.  Fu et  al.  [10]  defined expert  reliability
as  a  combination  of  the  similarities  between  the  prefe-
rences  provided  by  experts  before  the  group  discussion
and  the  assessments  provided  by  other  experts  after  the
group discussion. Xue et al. [11] proposed that the expert
reliability  is  utilized  to  measure  the  ability  of  experts  to
give a correct  evaluation,  and it  is  decided by some fac-
tors,  such  as  knowledge,  experience,  or  intelligence  of
experts. In reality, experts act as boundedly rational, and
expert reliability will significantly influence the outcome
of the SN-GDM issue. Yet previous studies rarely consi-
dered  expert  reliability,  or  they  simply  assumed  that
every expert has the same reliability [10].

Several  studies  considered  expert  reliability  in  CRP.
Most  of  them employed the  similarity  of  the  assessment
between experts or the support degree from other experts
to reflect expert reliability [10,11]. For instance, Fu et al.
[10]  introduced  a  novel  method  based  on  the  evidential
reasoning  approach  to  analyze  GDM  problems  by  the
combination of  expert  reliability  and expert  weight.  Xue
et  al.  [11]  proposed  a  new  CRP  by  combining  expert
weight and expert reliability, and at the same time applied
the dynamic changes of  other  experts ’  support  degree to
measure expert reliability. In addition, Xue et al. [12] also
presented a dynamic expert reliability-based CRP to sup-
port  the  distributed  preference  relations.  Nevertheless,
almost  all  studies  have  ignored  the  key  factor  of  the
matching  degree  between  experts  and  GDM  problems.
For example, John is a dentist, and Tom is a repair driver.
Mike,  who  is  their  mutual  friend,  asks  John  and  Tom
about  which  surgeon  is  the  best.  Assuming  that  Tom  is
Mike’s best  friend,  they  have  a  strong trust  relationship,
so  Mike  is  likely  to  follow  the  advice  of  Tom.  Yet
because John is a doctor, it is hard to say whose sugges-
tion Mike will  listen to in the end. In this scenario,  trust
relationship  is  not  the  only  factor  influencing  the  final
decision.  The  matching  degree  may  be  more  important

than the trust relationship.
In  addition,  due  to  the  complexity  of  GDM  and  the

fuzziness  of  experts ’  assessments,  linguistic  information
is usually applied to represent the preferences of experts.
However,  in  this  process,  experts  would  hesitate  to
choose  multiple  linguistic  terms  as  their  preferences.
There  is  uncertainty  in  expressing  the  evaluations  of
experts with linguistic information. Thus, Rodriguez et al.
[13]  proposed  hesitant  fuzzy  linguistic  term  sets
(HFLTSs)  to  solve  this  issue.  Although  this  method
allows  experts  to  give  their  preferences  in  multiple  lin-
guistic  information,  the  linguistic  terms  provided  by
experts have the same weight, which is inconsistent with
the  actual  decision-making environment.  The  probabilis-
tic  linguistic  term  set  (PLTS)  allows  experts  to  describe
their evaluations by multiple linguistic terms, and it con-
siders  the  probability  of  experts  selecting  different  lin-
guistic information [14]. The PLTS is the combination of
linguistic  terms  and  their  corresponding  probabilities
[14],  and it  has been used for decision-making problems
in different fields, including healthcare management [15],
projection  evaluation  [16],  education  [17],  and  emer-
gency management [18].

In SN-GDM, linguistic terms describe experts’ opinions
through  qualitative  information,  while  probability  indi-
cates  the  possibility  of  experts  holding  certain  opinions
[19−22]. This paper selects PLTS as experts’ preferences
based  on  the  following  two  points:  firstly,  PLTS  pro-
vides  a  more  natural  and  accurate  way  to  express  op-
inions for experts; secondly, the properties of PLTS make
it  superior  in  aggregating  the  preferences  of  different
experts through linguistic terms, so that it can be applied
to consensus measures.

In  this  article,  we take  into  account  trust  relationships
among  experts  and  expert  reliability  simultaneously  in
SN-GDM. Meanwhile, a matching degree is employed to
measure  expert  reliability.  Furthermore,  PLTS  is  intro-
duced to improve the scientificity of expert evaluation in
the social network environment. Then a novel consensus
model  is  proposed,  including  a  consensus  measure,  a
feedback mechanism, and a selection process.

Our research framework mainly consists of the follow-
ing aspects: Section 2 presents some fundamental defini-
tions  relevant  to  PLTS  and  trust  relationship  among
experts  in  SN-GDM.  Section  3  provides  hybrid  weights
based on trust relationship among experts and expert reli-
ability.  Section  4  explores  a  novel  consensus  model,
including  a  consensus  measure,  a  feedback  mechanism,
and a selection process. In Section 5, a comparative case
is  presented  to  illustrate  the  significance  of  considering
expert reliability. This paper is summarized and the future
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research prospects are put forward in Section 6.

 2. Preliminaries
 2.1    Basic definitions related to PLTSs

S = {si |i = 0,1, · · · , τ }

s0 < s1 < · · · < sτ si

S

In  this  paper,  a  2-tuple  linguistic  model  is  employed  to
represent the matching level. Let  be
a  linguistic  term  set  (LTS),  with  the  following  ranking
order,  i.e., ,  where  is  the  linguistic
variable  in  [23].  In  the  2-tuple  linguistic  model,  the
conversion between the 2-tuple linguistic and the quanti-
tative value is guaranteed by a one-to-one mapping func-
tion.

β ∈ [0, τ]

β

Definition  1 [24]　Let  be  a  value  obtained
by  symbolic  aggregation  in  LTS.  The  function  expres-
sion of 2-tuple with  as equivalent information is as fol-
lows: 

∆ : [0, τ]→ S × [−0.5,0.5)
∆(β) = (si,α)
si, i = round(β)
α = β− i, α ∈ [−0.5,0.5)

(1)

αwhere  is called a symbolic translation, and round(·) is
the general round operation.

∆In addition, the inverse function of  is defined as∆−1 : S × [−0.5,0.5)→ [0, τ]
∆−1(si,α) = i+α = β

(2)

∆−1(si,0) = ∆−1(si) = iespecially .
Based on the discrete LTS, Xu [25] proposed the con-

tinuous LTS:

s̄ = {sα |α ∈ [0, τ] }. (3)

sα, sβ ∈ s̄
It  satisfies  the  following  combined  operational  rule:

give two linguistic terms , the following formula
can be obtained [26]:

λ1sα⊕λ2sβ = s
λ1α+λ2β
, λ1,λ2 ⩾ 0. (4)

In  addition,  it  turns  out  that  due  to  the  complexity  of
GDM  problems,  it  is  incredibly  tough  for  experts  with
limited knowledge or hesitant to provide crisp numerical
preference information. To solve this issue, PLTS is used
to describe the evaluation information of experts on alter-
natives.

S = {s0, s1, · · · , sτ}Definition 2 [14]　Assuming that  is
an LTS, a PLTS is the combination of an LTS and its cor-
responding probability. It can be defined as

L(p) =
{
L(k)(p(k))

∣∣∣L(k) ∈ S ,0 ⩽ p(k) ⩽ 1,

k = 1,2, · · · ,#L(p),
#L(p)∑
k=1

p(k) ⩽ 1
}

(5)

L(k) p(k)

#L(p)
L(p)

where  represents the kth linguistic term,  denotes
its corresponding probability, and  is the amount of
all different linguistic terms in .

#L(p)∑
k=1

p(k) = 1
#L(p)∑
k=1

p(k) = 0
#L(p)∑
k=1

p(k) < 1

Remark 1　If , then it proves that all prob-

ability  information  is  considered  in  a  PLTS; 

means  completely  ignorance;  denotes  partial

ignorance and the PLTS needs to be normalized:

L̄(p) =


sk,

p(k)

#L(p)∑
k=1

p(k)


. (6)

In our research, it is supposed that all PLTSs have been
normalized in advance.

After defining PLTS, some of its operational laws will
be introduced for the following research. Firstly, because
the  position  of  linguistic  terms  can  be  swapped  arbitra-
rily, the definition of the ordered PLTS is presented:

L(p) =
{
L(k)(p(k)) |k =

1,2, · · · ,# L(p)} L(k)(p(k))(k = 1,2, · · · ,
#L(p)) L(p)

r(k) p(k)(k = 1,2, · · · ,#L(p))
L(p) r(k)

L(k)

L(k) S

Definition 3 [14]　Give a PLTS 
.  If  all  elements 

 in  are  arranged  in  decreasing  sequence
according to the value of ,  then

 is viewed as an ordered PLTS, where  is the sub-
script of linguistic term , which is also the subscript of
the corresponding element of  in an LTS .

The operation laws of PLTSs are as follows:
(i) Combinatorial operation law

L1(p) L2(p) L1(p) ={
L1

(k)(p1
(k)) |k = 1,2, · · · ,# L1(p)} L2(p) =

{
L2

(k)(p2
(k))∣∣∣∣k = 1,2, · · · ,#L2(p)

}
Give  two  ordered  PLTSs  and , 

 and 

.  Then  the  combinatorial  operation
law of PLTSs is as below:

L1(p)⊕L2(p) = ∪
L(k)

1 ∈L1(p),L(k)
2 ∈L2(p)

{
p(k)

1 L(k)
1 ⊕ p(k)

2 L(k)
2

}
(7)

L1
(k) L2

(k) L1(p)
L2(p) p1

(k) p2
(k)

where  and  are the kth linguistic terms in 
and , ,  and  are  their  probabilities,  respec-
tively.

(ii) Multiplication operation law
L(p) =

{
L(k)(p(k)) |k = 1,2, · · · ,# L(p)}Let  be  a  PLTS,

the multiplication operation law of it presents as follows:

λL(p) = ∪
L(k)∈L(p)

λp(k)L(k), λ ⩾ 0. (8)

L1(p) L2(p)
L3(p) λ ⩾ 0

Theorem 1　Give three ordered PLTSs , ,
and , .

(i) Commutativity:
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L1(p)⊕L2(p) = L2(p)⊕L1(p).

(ii) Associativity:

(L1(p)⊕L2(p))⊕L3(p) =
L1(p)⊕ (L2(p)⊕L3(p)),

λ(L1(p)⊕L2(p)) = λL1(p)⊕λL2(p).

The  PLTS  possesses  combinatorial  and  multiplication
operation laws, but it does not solve how to get the over-
all  consensus  level  of  the  group.  Hence,  a  probabilistic
linguistic  weighted  averaging  (PLWA)  operator  is  pre-
sented to aggregate multiple PLTSs.

Li(p) =
{
Li

(k)(pi
(k))

|k = 1,2, · · · ,# Li(p)} (i = 1,2, · · · ,n) Li
(k)

pi
(k) Li(p)

Definition  4 [14]　Give n PLTSs 
, where  is the kth

linguistic  term  and  is  its  probability  in .  The
PLWA operator can be calculated as follows:

PLWA(L1(p),L2(p), · · · ,Ln(P)) =
w1L1(P)⊕,w2L2(P)⊕, · · · ,⊕wnLn(P) =

∪
L(k)

1 ∈L1(p)
{w1 p(k)

1 L(k)
1 }⊕, ∪

L(k)
2 ∈L2(p)

{w2 p(k)
2 L(k)

2 }⊕, · · · ,⊕

∪L(k)
n ∈Ln(p){wn p(k)

n L(k)
n } (9)

[w1,w2, · · · ,wn]T

Li(p)(i = 1,2, · · · ,n) wi ⩾ 0 (i = 1,2, · · · ,n),
n∑

i=1

wi = 1

where w=  represents the weight vector of

,   and .

L(p) = L(k)(p(k))
(k = 1,2, · · · ,#L(p)) L(p)

Besides,  the  score  of  PLTSs  is  presented  to  compare
different  PLTSs  [22].  Give  a  PLTS 

, the score of  can be computed:

E(L(p)) = sᾱ (10)

r(k) L(k)

ᾱ =

#L(p)∑
k=1

r(k) p(k)/

#L(p)∑
k=1

p(k)

where  is  the  subscript  of  linguistic  term  and

.

The ranking order of  different  PLTSs can be obtained
according  to  the  scores  of  all  PLTSs.  The  higher  the
PLTS score, the better the PLTS.

To  determine  the  consensus  level,  it  is  necessary  to
explore  the  definition  of  the  distance  measure  between
two  PLTS.  Distance  measure  has  been  widely  used  for
decision-making. In this paper, we employ the Hamming
distance to determine the distance between two PLTSs.

L(k1)
1

(
p(k1)

1

)
∈ L1 (p) L(k2)

2

(
p(k2)

2

)
∈ L2 (p)

Give  two  probabilistic  linguistic  term  elements  from
two PLTSs  and , the
distance measure between them [16] can be calculated:

d(L(k1)
1 (p(k1)

1 ),L(k2)
2 (p(k2)

2 )) =

∣∣∣∣∣∣p(k1)
1 ×

r(k1)
1

τ
− p(k2)

2 ×
r(k2)

2

τ

∣∣∣∣∣∣ (11)

r(k1)
1 r(k2)

2

L(k1)
1 L(k2)

2 0 ⩽
where  and  are  the  subscripts  of  the  linguistic
term  and ,  respectively.  In  addition, 

d(L(k1)
1 (p(k1)

1 ),L(k2)
2 (p(k2)

2 )) ⩽ 1.
Thus,  the  normalized  Hamming  distance  between  two

PLTSs is

dnhd(L1(p),L2(p)) =
1

#L1(p)

#L1(p)∑
k=1

d(L(k1)
1 (p(k1)

1 ),L(k2)
2 (p(k2)

2 )).

(12)

 2.2    Trust relationship among experts in SN-GDM

X = {x1, x2, · · · , xm}
C = {c1,c2, · · · ,cn}

E = {e1,e2, · · · ,el} xi

c j eu

Suppose  that  a  GDM  issue  consists  of m alternatives, n
criteria, and l experts. Let  be the set of
alternatives,  is  the  set  of  criteria  and

 is  the  set  of  experts,  where  repre-
sents  the ith  alternative,  is  the jth  criterion  and 
denotes  the uth  expert.  An  SN-GDM  problem  mainly
includes  three  main  contents:  several  experts  with  or
without direct trust relationship, a decision-making prob-
lem  needed  to  be  tackled,  and  a  common  solution
required  to  be  obtained.  Two  processes  need  to  be  car-
ried  out  in  SN-GDM  problems:  consensus  process  and
selection  process.  In  general,  the  consensus  process  is
dynamic and iterative [27].

In  a  social  network,  experts  can  share  their  attitudes
and communicate with each other. There exist three nota-
tional schemes in SN-GDM problems:

Graph: Fig. 1 shows a social network where nodes rep-
resent  experts  and  edges  denote  trust  relationships
between experts.
 
 

 
 
 
 
 
 
 
 

0 1 0 1 0

0 0 1 0 0

0 0 0 0 1

0 0 1 0 1

1 0 0 0 0

e
1

e
2

e
3 e

4

e
5

Fig. 1    Trust network
 

Algebraic:  It  permits  the  distinction  between  several
different  trust  relationships  and  the  different  combina-
tions  of  them.  The  algebraic  form  of Fig.  1 can  be
expressed as

e1Re2 e1Re4 e2Re3 e3Re5 e4Re3 e4Re5 e5Re1.

ti j = 1 ei

e j ti j = 0 ei

e j

Sociometric:  It  is  utilized  to  represent  trust  relation-
ship among experts. Assume tij denotes the trust relation-
ship  between  expert ei and ej.  suggests  expert 
trusts expert  directly,  means that expert  does
not  trust  expert  directly.  The  corresponding  sociome-
tric representation of Fig. 1 is as follows:

The  above  three  notational  schemes  denote  a  binary
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complete  relation.  However,  experts  express  their  opi-
nions  with  vague  values  rather  than  absolute  ‘trust ’  or
‘distrust ’  in  reality.  In  this  paper,  a  trust  network  that
includes trust and distrust statements is presented to rep-
resent trust relationship between experts. Moreover, since
there is no direct relationship between some experts in the
group, we adopt a dual trust propagation operator to prop-
agate trust or distrust [1].

⊗ε
⊕ε

In the dual trust propagation operator, t-norm is served
to  propagate  trust,  and t-conorm  is  employed  to  propa-
gate  distrust.  In  addition,  the t-norm  and t-conorm  are
represented by the Einstein product , and Einstein sum

 respectively. The definition of the dual trust propaga-
tion operator is as follows.

λ = (t,d)

t,d ∈
[0,1] λ1 = (t1,d1) λ2 = (t2,d2) λs = (ts,ds)

Definition 5 [1]　A tuple of the type  where t
represents a trust degree and d denotes a distrust degree is
viewed  as  a  trust  function  (TF)  value,  in  which 

.  Let , ,···,  be s
TFs, the computation of the dual trust propagation opera-
tor is as follows:

PD(λ1,λ2, · · · ,λs) =
(E⊗(t1, t2, · · · , ts),E⊕(d1,d2, · · · ,ds)) =

2
s∏

i=1

ti

s∏
i=1

(2− ti)+
s∏

i=1

ti

,

s∏
i=1

(1+di)−
s∏

i=1

(1−di)

s∏
i=1

(1+di)+
s∏

i=1

(1−di)

 . (13)

T̄c = (t̄pu)l×l

t̄pu

ep eu eu

Let  be  the  completed  trust  sociometric
obtained  from  Definition  5,  where  represents  the  TF
value from  to . The TF of expert  is

(tu,du) =
1

l−1

l∑
p=1

t̄pu. (14)

TS ∈ [0,1] eu

A mapping on the set  of TFs is  referred as trust  score
(TS), where . The TS of expert  is

TSu =
tu−du+1

2
. (15)

The  TS  of  experts  can  be  used  to  measure  the  trust
degree  weight  of  experts.  According  to  Yager’s order
weighted  averaging  (OWA)  operator,  the  calculation  of
the trust degree weight of experts [28,29] is as follows:

φσ(u)
T = Q

(
T (σ(u))
T (σ(l))

)
−Q

(
T (σ(u−1))

T (σ(l))

)
(16)

T (σ(u)) =
u∑

p=1

TSσ(p) σ

TSσ(p)

{TS1,TS2, · · · ,TSl}

with ,  is  called  a  permutation

where  denotes the pth  largest  value  of  set
, Q is  a  basic  unit-interval  monotone

Q : [0,1]→ [0,1] Q(0) = 0 Q(1) = 1 a > b
Q(a) > Q(b)

φ = [φ1,φ2, · · · ,φl]T

(BUM) membership function and its properties are as fol-
lows: , , and  if ,
then .  Through  the  corresponding  order  of
the experts’ TSs and the weights obtained above, the trust
degree  weight  vector  can  be  gene-
rated. The higher the TS of an expert, the more important
the expert.

 3. Determination of hybrid weights
 3.1    Construction of a matching degree network

G = {E,L} E = {e1,e2, · · · ,el}

eu ∈ E
ti j ei e j

βu (u = 1,2, · · · , l)

e5

e5

We  would  construct  a  matching  degree  network,  differ-
ently  from  trust  network  in  [1−4].  Given  a  weighted
direct graph . Let  be a set of
nodes, and each node has an associated vector of attribute
(feature) values. Each node  represents an expert in
a  group.  is  the  edge  from expert  to  expert .  In  a
matching  degree  network,  edges  represent  the  trust  rela-
tionship  between  experts,  and  nodes  represent  the  relia-
bility  of  experts.  In  this  article,  the  trust  relationship
among experts in a matching degree network denotes the
richness  of  the  interaction  between  experts.  We  define
expert  reliability  as  the  matching  degree  of  expert’s
knowledge, experience, and talent with GDM issues. It is
measured by the matching degree weight of experts. The
size  of  the  node  is  employed  to  measure  the  matching
degree weight of experts . The larger the
node  is,  the  greater  the  matching  degree  weight  of  the
expert,  and  the  more  reliable  the  expert  is. Fig.  2 is  the
matching  degree  network  of  a  decision  problem.  It  is
shown  that  expert  has  the  largest  node,  which  also
means  that  expert  is  the  most  reliable  expert  in  this
group.
  

e1

e2

e3 e4

e5

Fig. 2    Matching degree network (i)
 

e3

In the short term, it is difficult to change the trust rela-
tionship  among experts  in  a  group.  However,  due  to  the
different backgrounds of experts,  their reliability in vari-
ous  decision-making  issues  is  inconsistent.  This  is
because experts have a limited range of expertise and it is
impossible  to  be  familiar  with  issues  in  all  fields.  For
example,  there  are  two  GDM  questions:  which  book  to
read  and  which  computer  to  choose.  The  constructed
matching degree network can be seen in Fig. 2 and Fig. 3.
Suppose expert  loves reading, so he has high reliabil-
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ity  on  the  first  question.  However,  on  the  second  ques-
tion, he has low reliability.
  

e
1

e
2

e
3

e
4

e
5

Fig. 3    Matching degree network (ii)
 

ϑu (u = 1,2, · · · , l)
eu

αu (u = 1,2, · · · , l)

βu (u = 1,2, · · · , l)
eu

Consequently,  this  paper  proposes  a  matching  degree
network  that  combines  the  same  trust  relationship
between experts and different expert  reliability for diffe-
rent  decision-making  problems,  which  is  helpful  to  pro-
vide  personalized  recommendations.  In  order  to  distin-
guish  the  expert  weights  in  traditional  GDM  problems,
this  paper  defines  the  expert  weights  in  SN-GDM  as
hybrid weights. The hybrid weight  indi-
cates  the  importance  of  expert ,  which  is  the  result  of
considering trust relationship between experts and expert
reliability.  It  not  only  reflects  the  overall  trust  level  of
experts in a group, but also reflects the reliability level of
experts in GDM. The trust relationship among experts is
determined  by  the  trust  degree  weight 
obtained  in  Subsection  2.2.  In  this  paper,  the  matching
degree weight  is employed to represent
the reliability level of expert .  Its definition and calcu-
lation process will be given in Subsection 3.2.

 3.2    Matching degree weight of experts

Matching degree indicates the similarity between experts
and decision problems. It depends on experts’ knowledge,
experience, and talent. The higher the matching degree of
experts,  the  more  reliable  the  evaluation  value  they  pro-
vide. The matching degree weight is the normalized rep-
resentation  of  the  matching  degree.  In  this  paper,  it  is
assumed that we can obtain the matching level of experts
by conducting background investigations on them. If it is
on  the  Internet,  data  mining  can  be  used  to  get  relevant
information.  In  order  to  generate  the  matching  degree
weight of experts, it needs to define a matching deviation
level (MDL) of experts based on the distance measure.

Lu =
(
lu
i j

)
m×n

(u = 1,2, · · · , l)
L = (sτ)m×n

sτ
eu

Suppose  we  can  get  the  overall  matching  matrix
 of  all  experts  in  the  form  of

2-tuple  linguistic  model.  Let  be  the  maximal
matching  matrix,  which  indicates  that  all  elements  in
matrix L are the largest linguistic variable . According
to the distance measure, the MDL of expert  can be cal-
culated by

MDL(eu) =
1

mn

m∑
i=1

n∑
j=1

d(Lu,L) =

1
mn

m∑
i=1

n∑
j=1

∣∣∣∆−1(lu
i j)−∆−1(sτ)

∣∣∣
τ

. (17)

MD(eu) euThus, the matching degree  of expert  is
MD(eu) = 1−MDL(eu). (18)

βu eu

Then, the matching degree can be normalized to obtain
the matching degree weight  of expert :

βu =
MD(eu)
l∑

u=1

MD(eu)

. (19)

 3.3    Hybrid weights of experts

As  aforementioned,  the  hybrid  weight  of  experts  can  be
obtained  by  aggregating  the  trust  degree  weight  and  the
matching degree weight as follows:

φu(u = 1,2, · · · , l)
eu βu(u = 1,2, · · · , l)

eu ϑu

Let  be  the  trust  degree  weight  of
expert ,  and  be  the  matching  degree
weight of expert . The hybrid weight  can be defined
as

ϑu = θφu+ (1− θ)βu, u = 1,2, · · · , l (20)
θ φu βu

θ θ = 0.5

θ

where  is a control parameter to control  and . The
value  of  depends  on  the  type  of  group.  indi-
cates that trust relationship among experts is as important
as  expert  reliability  in  CRP.  If  it  is  a  relationship-ori-
ented  group,  then  the  trust  degree  weight  is  higher.  At
this  time,  in  order  to  reduce the impact  of  the trust  rela-
tionship  on  decision-making,  the  value  of  should  be
appropriately reduced.

ϑu eu

Hybrid weight is a combination of trust degree weight
and  matching  degree  weight.  The  higher  the  hybrid
weight , the more important the expert  is.

 4. Consensus model based on matching
degree network

 4.1    General process of consensus model

This  consensus  model  can  be  described  in Fig.  4.  Sup-
pose  that  we  can  get  relevant  information  of  experts,
including  preference  information,  matching  information,
and  trust  relationship  information.  Construct  a  matching
degree network through this information. After that, com-
pute  the  hybrid  weights  by aggregating matching degree
weight  and  trust  degree  weight.  Then  get  a  collective
probabilistic  linguistic  decision  matrix  according  to  the
hybrid weights and individual PLTSs matrices. Later, cal-
culate  the  consensus  measure  to  know  if  the  consensus
level has reached the threshold value. If it does, go to the
selection process, otherwise use a feedback mechanism.
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Fig. 4    General process of the consensus model
 

In  general,  we  can  summarize  the  implementation  of
this method into the following steps:

TL =
(
ti j
)

l×l Lu =(
lu
i j

)
m×n

(u = 1,2, · · · , l)

Step 1　Construct a matching degree network by col-
lecting trust relationship information and reliability infor-
mation  of  experts,  and  at  the  same  time  obtain  the  trust
sociometric  and  the  matching  matrix 

 of experts .
ϑu (u = 1,2, · · · , l)
φu (u = 1,2, · · · , l)

βu (u = 1,2, · · · , l)

Step 2　Compute the hybrid weight 
by  aggregating  the  trust  degree  weight 
and the matching degree weight .

Ā =
(
Lc

i j (p)
)

m×n

Au =(
Lu

i j (p)
)

m×n
ϑu (u = 1,2, · · · , l)

Step 3　Consensus measures.  Compute the collective
probabilistic  linguistic  decision  matrix 
through  aggregating  individual  PLTSs  matrix 

 and the hybrid weight . And
then  calculate  the  individual  consensus  level  (ICL)  of
experts and group consensus level (GCL).

ξ

Step  4　 Feedback  mechanism.  Judge  if  consensus
control  is  needed  by  comparing  GCL  and  the  threshold
value .  If  necessary,  identify  the  set  of  evaluation  ele-
ments  that  need  to  be  adjusted,  and  introduce  a  recom-
mendation mechanism for adjustment.
Step  5　 Selection  process.  The  sequence  of  alterna-

tives is obtained through computing the score of the over-
all attribute values.

We have introduced Step 1 and Step 2 above, and the
rest will be covered in Subsections 4.2 and 4.3.

 4.2    Consensus measures

A  consensus  measure  is  employed  to  calculate  the  con-
sensus level of experts and groups. It can judge whether it
has reached a satisfactory level of consensus. Hence, it is
necessary to introduce a collective probabilistic linguistic
decision  matrix,  which  denotes  the  overall  evaluation  of
different  alternatives  by all  experts  under  different  crite-
ria.  In addition,  since the fuzziness of expert  expression,
the combination of probability information and linguistic
information  can  convey  the  expert’s preferences  more
accurately.  Through  the  PLWA operator,  the  calculation
formula of  the collective probabilistic  linguistic  decision
matrix is as follows:

Ā = ϑ1 A1⊕ϑ2 A2⊕ · · ·⊕ϑl Al (21)

ϑu (u = 1,2, · · · , l) eu

Au

eu

where  is the hybrid weight of expert ,
and  denotes the individual PLTSs matrix provided by
expert .

Thus,  the ICL and GCL can be computed through the
collective  probabilistic  linguistic  decision  matrix.  The
consensus measure proves useful for reckoning the differ-
ences  between  experts ’  preferences  [ 19].  In  former
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researches,  they  determined  the  consensus  level  through
the distance or similarity function obtained by comparing
the views of experts with other experts or the group [20].
In  our  research,  the  distance  function  is  applied  to  mea-
sure  consensus,  the  ICL  of  experts  and  GCL  are  calcu-
lated as follows.

Au Ā

eu

ICL:  Let  be  an  individual  PLTS matrix,  be  the
collective  probabilistic  linguistic  decision  matrix.  The
ICL  of  expert  is  computed  by  the  opinion  distance
among individuals and groups:

ICL(Au) = 1−d(Au, Ā) (22)

d(Au, Ā)=
1

mn

m∑
i=1

n∑
j=1

dnhd(Lu
i j(p),Lc

i j(p)),u=1,2, · · ·

l 0 ⩽ d(Au, Ā) ⩽ 1

where ,

, and .
ICL(Au)(u = 1,2, · · · , l)

eu = [ϑ1,ϑ2, · · · ,ϑl]T

GCL:  Assume  be  the  ICL  of
expert , ϑ  be  the  hybrid  weight  of
experts. The computation of GCL is as follows:

GCL =
l∑

u=1

ϑu× ICL(Au). (23)

ξ ∈ [0,1]
GCI ⩾ ξ

In  order  to  reach  a  satisfied  solution  for  SN-GDM,  a
threshold value of consensus  needs to be prede-
fined. If , then a satisfactory consensus has been
reached.  Otherwise,  it  needs  a  feedback  mechanism  to
enhance the consensus level.

 4.3    Feedback mechanism

The feedback mechanism introduced in this paper mainly
contains four steps.

ξ

GCL ⩾ ξ

Step  1　 Judge  whether  the  GCL  is  higher  than  the
threshold  value .  This  SN-GDM  issue  is  solved  if

. If not, transform to Step 2.
Step 2　Find experts who contribute less to consensus

reaching,  i.e.,  those  experts  whose  ICL  is  below  the
threshold value:

EXP = { f |ICL(Au) < ξ }.
eu(u ∈ EXP)Step 3　For each identified expert ,  com-

pute his/her distance matrix:

Du = (du
i j)m×n, u ∈ EXP (24)

where

du
i j = dnhd(Lu

i j(p),Lc
i j(p)) =

1
#L1(p)

#L1(p)∑
k=1

d(L(k1)
1 (p(k1)

1 ),L(k2)
2 (p(k2)

2 )).

Du = (du
i j)m×n

Step  4　 Identify  the  maximum  element  in  distance
matrix ,  and  get  an  evaluation  element  set
APS that needs to be adjusted [3]:

APS = {( f , i, j)
∣∣∣u ∈ EXP∧max(du

i j) }.

After  obtaining  the  APS,  develop  a  recommendation
mechanism to put forward some personalized recommen-
dations to the corresponding experts:

L̂u
i j(p) = ζLu

i j(p)+ (1− ζ)Lc
i j(p) (25)

ζ ∈ [0,1]where ,  which is  viewed as  a  feedback parame-
ter to control the change rate from the initial preference to
the collective preference.

ζ = 0
ζ = 1

If ,  then  the  collective  preference  will  entirely
replace the initial  preference,  while  represents  that
the initial preference remains unchanged.

¯̄A

ξ

After  that,  we  can  get  a  novel  collective  probabilistic
linguistic  decision  matrix .  Subsequently,  recalculate
the new ICL and GCL, and return to Step 1. If the thresh-
old  value  is  reached,  then  take  the  next  step,  i.e.,  the
selection process.

In the selection process, we can get the overall attribute
values  of  alternatives  by  the  PLWA operator  [14].  Then
the sequence of alternatives can be presented through the
arrangement  of  overall  attribute  values.  The  overall
attribute values can be calculated as

Z̃i(w) = w1Lc
i1(p)⊕w2Lc

i2(p)⊕ · · ·⊕wnLc
in(p) =

∪
L(k)

i1 ∈Lc
i1(p)
{w1 p(k)

i1 L(k)
i1 }⊕ ∪

L(k)
i2 ∈Lc

i2(p)
{w2 p(k)

i2 L(k)
i2 }⊕ · · ·⊕

∪
L(k)

in ∈Lc
in(p)
{wn p(k)

in L(k)
in } (26)

w = [w1,w2, · · · ,wn]T

i = 1,2, · · · ,m
where  is  the  weight  vector  of  crite-
ria, and .

E(Z̃i(w)) > E(Z̃ j(w)) Z̃i(w) > Z̃ j(w)
xi

x j

Next, we use the score of PLTSs to compare the alter-
natives.  If ,  then ,
which represents that alternative  is selected instead of
alternative .

xi(i = 1,2, · · · ,
m)
Z̃i(w)(i = 1,2, · · · ,m)

Ultimately,  the  sequence of  alternatives 
 can  be  known  on  the  basis  of  the  arrangement  of

.

 5. An illustrative example
 5.1    Calculation process

{x1, x2, x3}
{c1,c2,c3} {e1,e2,e3,e4,e5}

w = [0.3,0.2,0.5]T

Tom  wants  to  buy  a  new  computer  to  prepare  for  the
coming  college  life.  Based  on  the  online  evaluation,  he
decides  to  choose  one  of  the  following  three  brands:
HUAWEI, DELL, and HP. Thus, he asks his five friends
for  advice  by  considering  three  criteria:  price,  appear-
ance,  and  quality.  We  can  get  from this  SN-GDM issue
that there are three alternative computers , three
criterias ,  and five experts .  The
weight  vector  of  criteria  is .  A 2-tuple
linguistic model S={s0: very low; s1: low; s2: slightly low;
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e2

e1

s3:  medium; s4:  slightly  high; s5:  high; s6:  very  high}  is
used to measure matching degree. For example, expert 
majors  in  computer  science  in  college,  which  indicates
that he/she may have a high matching degree on this deci-
sion-making  issue.  At  the  same  time,  PLTSs  have  been
utilized  to  measure  the  evaluation  value  of  experts  with
the  LTS S={s0:  very  poor; s1:  poor; s2:  slightly  poor; s3:
medium; s4:  slightly  good; s5:  good; s6:  very  good}.  For
example,  assume expert  is  70% sure HUAWEI under

e1 L1
11 = {s6 (0.7) , s3 (0.3)}

the  very  good  price  criterion  and  he/she  is  30% sure
HUAWEI  under  the  medium  price  criterion.  Thus,  the
evaluation  value  of  HUAWEI  under  the  price  criterion
from expert  is .

The calculation process is as follows.
Step 1　Construct a matching degree network.

TL

Lu

Assume  the  matching  degree  network  is  shown  in
Fig.  2.  Its  corresponding  trust  sociometric  and  the
matching matrix  of experts are as follows:

TL =


− (0.6,0.2) − (0.8,0.3) −
− − (0.5,0.1) − −
− − − − (0.7,0.2)
− − (0.3,0.1) − (0.7,0.3)

(0.8,0.5) − − − −

 ,

L1 =

 s3 s1 s3

s2 s5 s4

s0 s3 s1

 ,L2 =

 s4 s5 s6

s3 s6 s5

s6 s5 s4

 ,
L3 =

 s3 s2 s1

s6 s5 s6

s4 s5 s3

 ,L4 =

 s6 s2 s5

s6 s4 s6

s5 s3 s5

 ,
L5 =

 s2 s1 s0

s3 s1 s4

s5 s3 s2

 .
Step 2　Compute the hybrid weight of experts.
(i) Compute the trust degree weight of experts.

T̄c

Based  on  (13)  and  the  shortest  trust  path  propagation
rule, we can compute the completed trust sociometric :

T̄c =


− (0.6,0.2) (0.23,0.34) (0.8,0.3) (0.53,0.55)

(0.6,0.69) − (0.5,0.1) (0.14,0.82) (0.30,0.29)
(0.53,0.64) (0.27,0.74) − (0.39,0.79) (0.7,0.2)
(0.65,0.70) (0.27,0.89) (0.3,0.1) − (0.7,0.3)
(0.8,0.5) (0.44,0.64) (0.16,0.72) (0.62,0.70) −

 .

λ1 = (0.65,0.63),λ2 =

(0.40,0.62) λ3 = (0.30,0.32),λ4 = (0.49,0.65) λ5 = (0.56,
0.34) TS1 = 0.51, TS2 = 0.39, TS3 = 0.49 TS4 = 0.42,
TS5 = 0.61

According  to  (14)  and  (15),  the  following  TF  and  TS
of  experts  can  be  obtained: 

, , 
. , 

.
Q(r) = r

2
3

φ1 =

0.199,φ2 = 0.111,φ3 = 0.164 φ4 = 0.127,φ5 = 0.399

Using the BUM function , the corresponding
trust  degree  weight  can  be  given  as  follows: 

, .
(ii) Calculate the matching degree weight of experts.

MDL(e1) =
0.59, MDL(e2)= 0.18 MDL(e3) = 0.35, MDL(e4) = 0.20

The  MDL  can  be  calculated  from  (17): 
, ,

MDL(e5) = 0.60.

MD(e1) = 0.41, MD(e2) = 0.82 MD(e3) =
0.65, MD(e4) = 0.80 MD(e5) = 0.40

Consequently,  we  can  get  the  matching  degree
of  experts: , 

, .

µ1 = 0.13, µ2 = 0.27, µ3 = 0.21 µ4 = 0.26, µ5 = 0.13
Then,  the  matching  degree  weight  is  as  follows:

, .
θ = 0.5

ϑ1 = 0.17,ϑ2 = 0.19,ϑ3 = 0.19 ϑ4 = 0.19,ϑ5 = 0.26

Suppose  the  control  parameter ,  the  normaliza-
tion hybrid weight of experts can be calculated from (20):

, .
Step 3　Consensus measures.
Assume  the  individual  PLTSs  matrix  provided  by

experts are as follows:

A1 =

 {s6 (0.7) , s3 (0.3)} {s5 (0.6) , s3 (0.4)} {s6 (0.6) , s5 (0.4)}
{s2 (0.6) , s1 (0.4)} {s3 (0.6) , s4 (0.4)} {s2 (0.7) , s1 (0.3)}
{s2 (0.8) , s0 (0.2)} {s3 (0.5) , s2 (0.5)} {s4 (0.5) , s3 (0.5)}

 ,
A2 =

 {s2 (0.6) , s1 (0.4)} {s3 (0.8) , s2 (0.2)} {s2 (0.6) , s1 (0.4)}
{s5 (0.8) , s4 (0.2)} {s6 (0.7) , s3 (0.3)} {s5 (0.8) , s3 (0.2)}
{s6 (0.9) , s3 (0.1)} {s1 (0.9) , s0 (0.1)} {s4 (0.6) , s3 (0.4)}

 ,
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A3 =

 {s4 (0.6) , s3 (0.4)} {s2 (0.8) , s1 (0.2)} {s1 (0.8) , s0 (0.2)}
{s4 (0.7) , s3 (0.3)} {s6 (0.9) , s3 (0.1)} {s6 (0.5) , s5 (0.5)}
{s3 (0.6) , s4 (0.4)} {s4 (0.7) , s2 (0.3)} {s1 (0.9) , s0 (0.1)}

 ,
A4 =

 {s1 (0.8) , s0 (0.2)} {s3 (0.9) , s1 (0.1)} {s4 (0.5) , s1 (0.5)}
{s6 (0.5) , s3 (0.5)} {s5 (0.6) , s4 (0.4)} {s3 (0.7) , s4 (0.3)}
{s4 (0.9) , s3 (0.1)} {s3 (0.5) , s1 (0.5)} {s2 (0.6) , s3 (0.4)}

 ,
A5 =

 {s5 (0.7) , s3 (0.3)} {s6 (0.8) , s4 (0.2)} {s5 (0.9) , s3 (0.1)}
{s2 (0.5) , s0 (0.5)} {s3 (0.7) , s2 (0.3)} {s3 (0.5) , s2 (0.5)}
{s3 (0.9) , s4 (0.1)} {s1 (0.8) , s0 (0.2)} {s2 (0.7) , s0 (0.3)}

 .
Using (21),  the  collective  probabilistic  linguistic  deci-

sion matrix can be aggregated:

Ā =

 {s2.46, s0.69} {s3.03, s0.49} {s2.54, s0.59}
{s2.33, s0.68} {s3.25, s0.96} {s2.36, s1.13}
{s3.03, s0.52} {s1.45, s0.38} {s1.56, s0.71}

 .
ICL(A1) = 0.868, ICL(A2) = 0.872, ICL(A3) =

0.858, ICL(A4) = 0.924 ICL(A5) = 0.885,GCL = 0.882
Then, 

, .
Step 4　Feedback mechanism.

ξ GCL = 0.882 < 0.890
In this decision-making issue, we assume the threshold

value  is  0.890.  Due  to ,  further
optimization is needed for this decision-making issue.

Besides,
ICL(A1) = 0.868 < 0.890,
ICL(A2) = 0.872 < 0.890,
ICL(A3) = 0.858 < 0.890,
ICL(A5) = 0.885 < 0.890.

EXP = {1,2,3,5}Thus, .  The  distance  matrix  can  be
computed as follows:

D1 =

 0.16 0.06 0.21
0.12 0.17 0.15
0.16 0.06 0.10

 ,
D2 =

 0.13 0.06 0.13
0.15 0.08 0.20
0.22 0.08 0.11

 ,
D3 =

 0.05 0.14 0.19
0.06 0.23 0.17
0.19 0.13 0.11

 ,
D5 =

 0.10 0.17 0.19
0.17 0.13 0.08
0.04 0.09 0.07

 .
APS = {(1,1,3) , (2,3,1) , (3,2,2) ,

(5,1,3)} ζ = 0.5
We  can  obtain 

.  Assume  the  feedback  parameter ,  the
recommendations are as follows:

e1 x1

c3 {s3.07, s1.30}
(i)  For expert :  alter the preference of alternative 

under criterion  to .
e2 x3

c1 {s4.22, s0.41}
(ii) For expert : alter the preference of alternative 

under criterion  to .
e3 x2(iii) For expert : alter the preference of alternative 

c2 {s4.33, s0.63}under criterion  to .
e5 x1

c3 {s3.52, s0.45}
(iv) For expert : alter the preference of alternative 

under criterion  to .
Then  a  novel  probabilistic  linguistic  decision  matrix

can be presented:

Ā =

 {s2.46, s0.69} {s3.03, s0.49} {s2.20, s0.51}
{s2.33, s0.68} {s3.04, s1.02} {s2.36, s1.13}
{s2.80, s0.54} {s1.45, s0.38} {s1.56, s0.71}

 .
ICL

′
(A1) = 0.880, ICL

′
(A2) = 0.883 ICL

′
(A3) =

0.874, ICL
′
(A4)=0.928 ICL

′
(A5) = 0.896,GCL

′
= 0.893

Then, , 
, .

GCL
′
= 0.893 > 0.890Since ,  go  to  the  selection  pro-

cess.
Step 5　Selection process.

Z̃1 (w) = {s2.44, s0.56} Z̃2 (w) = {s2.49, s0.97} Z̃3 (w) =
{s1.91, s0.59}

According  to  (26),  the  overall  attribute  values
are: , , 

.

E
(
Z̃1 (w)

)
= s1.50 E

(
Z̃2 (w)

)
= s1.73

E
(
Z̃3 (w)

)
= s1.25

Therefore, the score of the overall attribute values can
be  computed  by  (10): , ,

.

x2 ≻ x1 ≻ x3 x2

Ranking  the  alternatives  by  the  arrangement  of  the
score  of  the  overall  attribute  values,  we  can  know

. Consequently,  is the best solution for this
GDM issue.

 5.2    Comparative analysis with trust network

To  prove  the  advantage  of  the  algorithms  presented  in
this paper, we will calculate the result of a decision-mak-
ing  issue  that  only  considers  the  trust  relationship
between experts, and conduct a comparative analysis. The
calculation process is as follows.

The collective probabilistic linguistic decision matrix:

Ā′
=

 {s2.86, s0.78} {s3.38, s0.65} {s3.03, s0.63}
{s1.92, s0.51} {s2.93, s0.91} {s2.08, s1.09}
{s2.75, s0.49} {s1.37, s0.36} {s1.52, s0.58}

 .
ICL

′′
(A1) =

0.886, ICL
′′
(A2) = 0.847 ICL

′′
(A3) = 0.837, ICL

′′
(A4) =

0.903 ICL
′′
(A5) = 0.915, GCL

′′
= 0.887

Compute the ICL of experts and the GCL: 
, 

, .
GCL’’ = 0.887 < 0.890Due  to ,  further  optimization  is

needed for this decision-making issue.
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ICL
′′
(A1) = 0.886 < 0.890,

ICL
′′
(A2) = 0.847 < 0.890,

ICL
′′
(A3) = 0.837 < 0.890.

EXP = {1,2,3}Thus, .  The  distance  matrix  can  be  cal-
culated:

D1 =

 0.12 0.08 0.16
0.07 0.15 0.12
0.14 0.06 0.12

 ,

D2 =

 0.17 0.10 0.17
0.20 0.11 0.20
0.24 0.07 0.13

 ,

D3 =

 0.07 0.19 0.24
0.11 0.26 0.19
0.17 0.14 0.10

 .
APS = {(1,1,3) , (2,3,1) , (3,2,2)}Hence,  and  recom-

mendations are as follows:
e1 x1

c3 {s3.32, s1.32}
(1) For expert : alter the preference of alternative 

under criterion  to .
e2 x3

c1 {s4.08, s0.40}
(ii) For expert : alter the preference of alternative 

under criterion  to .
e3 x2

c2 {s4.17, s0.61}
(iii) For expert : alter the preference of alternative 

under criterion  to .
Then, the novel collective probabilistic linguistic deci-

sion matrix is

¯̄A
′

=

 {s2.86, s0.78} {s3.38, s0.65} {s2.97, s0.49}
{s1.92, s0.51} {s2.73, s0.96} {s2.08, s1.09}
{s2.60, s0.50} {s1.37, s0.36} {s1.52, s0.58}

 .
ICL

′′′
(A1) =

0.897, ICL
′′′

(A2) = 0.858 ICL
′′′

(A3) = 0.852, ICL
′′′

(A4) =
0.902 ICL

′′′
(A5) = 0.917, GCL

′′′
= 0.894

The  novel  ICL  and  GCL  are  as  follows: 
, 

, .
GCL

′′′
= 0.894 > 0.890

Z̃ ′

1 (w) = {s3.02, s0.61}
Z̃ ′

2 (w) = {s2.16, s0.89} Z̃ ′

3 (w) = {s1.81, s0.51}

Since ,  go  to  the  selection  pro-
cess. The overall attribute values are: ,

, .
E

(
Z̃ ′

1 (w)
)
= s1.82 E

(
Z̃ ′

2 (w)
)
= s1.53 E

(
Z̃ ′

3 (w)
)
=

s1.16

Thus, , , 
.

x1 ≻ x2 ≻ x3 x1

Ranking the alternatives  according to  the arrangement
of the score of the overall attribute values, we can know

. Consequently,  is the best solution for this
GDM issue.

x2 x1

The results of this example indicate that these two situ-
ations have different solutions for a same SN-GDM issue.
When  considering  the  combination  of  trust  relationship
among experts  and  expert  reliability,  the  best  alternative
is ,  otherwise  the  best  choice  is .  It  shows  that  it  is
not enough to only consider the trust relationship among

experts.  Expert  reliability  affects  the  decision-making
results to a great extent.

 6. Conclusions
In  this  paper,  we  develop  a  consensus  model  based  on
trust  relationship  among experts  and  expert  reliability  to
solve different GDM issues. This research has the follow-
ing contributions:

(i) A consensus model is developed by combining trust
relationship among experts with expert reliability. And a
matching  degree  network  is  constructed  to  solve  diffe-
rent  GDM  problems.  Fully  considering  the  internal  and
external  factors  of  decision-makers  is  conducive  to
improving the quality and efficiency of decision-making.
Besides,  a  hybrid  weight  is  calculated  by  aggregating
trust relationship-based trust degree weight and matching
degree  weight.  The  hybrid  weight  shows the  importance
of  experts  in  a  group,  and  it  is  a  more  comprehensive
indicator.

(ii)  We  present  a  collective  probabilistic  linguistic
decision matrix, which is aggregated by the hybrid weight
and the individual PLTSs matrix to show the overall eva-
luation of different alternatives by all experts under diffe-
rent criteria. Since the uncertainty or vagueness of experts
in  qualitative  contexts,  the  probabilistic  linguistic
approach has provided significant results. The probabilis-
tic  linguistic  approach  can  solve  the  fuzzy  problem  of
expert preference to a certain extent and improve the sci-
entificity of GDM in the social network environment.

Although this paper explores a consensus model based
on trust relationship among experts and expert reliability,
the two factors considered in this paper are fixed. Never-
theless, in the process of experts’ communication, both of
them will evolve along with the decision-making process.
In  our  future  research,  on the  one hand,  we will  explore
how the trust relationship among experts and expert relia-
bility  evolve  dynamically  in  different  decision-making
stages.  On the other hand, we will  focus on the key fac-
tors  affecting  the  change  of  trust  relationship  among
experts and expert reliability in the decision-making pro-
cess.  Besides,  in  terms  of  the  expression  of  experts ’
assessments  and  matching  degrees,  we  will  continue  to
explore more scientific and objective evaluation methods
in future research.
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