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Abstract: Aiming  at  the  suppression  of  enemy  air  defense
(SEAD)  task  under  the  complex  and  complicated  combat  sce-
nario, the spatiotemporal cooperative path planning methods are
studied in this paper. The major research contents include opti-
mal  path  points  generation,  path  smoothing  and  cooperative
rendezvous.  In  the  path  points  generation  part,  the  path  points
availability  testing  algorithm  and  the  path  segments  availability
testing  algorithm  are  designed,  on  this  foundation,  the  swarm
intelligence-based  path  point  generation  algorithm is  utilized  to
generate the optimal path. In the path smoothing part, taking ter-
minal attack angle constraint and maneuverability constraint into
consideration,  the  Dubins  curve  is  introduced  to  smooth  the
path  segments.  In  cooperative  rendezvous  part,  we  take  esti-
mated  time  of  arrival  requirement  constraint  and  flight  speed
range  constraint  into  consideration,  the  speed  control  strategy
and  flight  path  control  strategy  are  introduced,  further,  the
decoupling  scheme  of  the  circling  maneuver  and  detouring
maneuver is designed, in this case, the maneuver ways, maneu-
ver  point,  maneuver  times,  maneuver  path  and flight  speed are
determined.  Finally,  the  simulation  experiments  are  conducted
and the acquired results reveal that the time-space cooperation
of  multiple  unmanned  aeriel  vehicles  (UAVs)  is  effectively  real-
ized,  in  this  way,  the  combat  situation  suppression  against  the
enemy can be realized in SEAD scenarios.
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 1. Introduction
Unmanned aerial vehicles (UAVs) have the advantages of
low cost, small size, reusability, zero casualty and strong
adaptability,  etc.  [1−3].  With  the  development  of  UAV
control,  task  planning,  artificial  intelligence  [4],  etc.,
UAVs  swarm  have  been  extensively  applied  to  perform
various  tasks,  including  target  search  [5],  transportation
[6],  and  disaster  relief  [7].  Suppression  of  enemy  air

defense  (SEAD)  task  [8]  is  a  classic  military  operation
with the purpose of destroying the enemy’s valuable tar-
gets based on various air combat force. Various heteroge-
neous  UAVs  can  replace  human  beings  to  perform dan-
gerous tasks in complex environment [9], such as SEAD
task.  Planning  the  flyable  and  safe  path  can  ensure  that
UAVs reach the predetermined position to realize the situ-
ation  suppression  against  the  enemy.  Consequently,  it  is
of  great  importance  to  research  the  path  planning  me-
thods and maneuver strategies.

In  essence,  realizing  the  situation  suppression  against
the enemy belongs to multi-UAVs cooperative path plan-
ning problems. Tsourdos et al. [10] gave the concrete de-
finition  of  the  multi-UAVs  cooperative  path  planning
problem,  that  is,  the  safe  and  reliable  flight  paths  are
planned with the considerations of various constraints and
cooperative relationship, which ensure UAVs to reach the
pre-designated  task  locations  on  schedule.  Environment
constraints include local climate, various obstacles and no-
fly areas [11,12], etc. Target constraints include resource
requirement  [13],  terminal  angle  [8],  etc.  UAVs  con-
straints  include  effective  load,  endurance  capability,
flight  speed range,  safe  radius  [14],  maneuverability  [8],
etc.  Cooperative  relationship  includes  time  cooperation
and space cooperation. For the SEAD task, the available
paths  of  UAVs should  be  planned  according  to  the  con-
sidered  constraints  and  the  maneuver  schemes  of  UAVs
should be designed according to the cooperative relation-
ship.

In SEAD task, avoiding these threats such as obstacles,
no-fly  areas  and  enemy’s radars,  and  planning  the  safe
and  flyable  path  are  the  foundation  for  UAVs  to  realize
the  situation  suppression  against  the  enemy.  The  classi-
cal  path  planning  methods  include  differential  evolution
algorithm  [12],  whales  optimization  algorithm  [15],  ant
colony  optimization  (ACO)  algorithm  [11,16,17],  parti-
cle swarm optimization (PSO) algorithm [18,19], genetic
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algorithm  (GA)  [8,20],  rapidly-exploring  random  trees
(RRT) algorithms [21−23], and A-star algorithm [24,25].
The search space of A-star algorithm increases exponen-
tially,  when  there  are  multiple  extreme  values,  it  cannot
guarantee  to  get  the  optimal  path.  The  search  efficiency
of  the  RRT algorithm is  fantastic,  but  the  path  does  not
have  asymptotic  optimality.  Consequently,  many  schol-
ars  paid  much  attention  to  research  the  RRT  star  algo-
rithm [26] and improved RRT star algorithms [27]. ACO,
PSO,  GA,  etc.,  belong  to  swarm  intelligence  optimiza-
tion algorithms,  these algorithms have the advantages of
simple  structure  and  easy  implementation,  consequently,
these  algorithms  are  widely  applied  to  solve  the  path
planning problem [8,11,16−20].

Many  scholars  paid  much  attention  to  researching  the
cooperative  rendezvous  of  multi-UAVs,  Oh  et  al.  [28]
gave the definition of the cooperative rendezvous, that is,
UAVs can reach the pre-designated task locations simul-
taneously or continuously by adjusting the flight speed or
flight  path.  Generally  speaking,  rendezvous  strategies
include  speed  control  strategy  and  flight  path  control
strategy.  Keeping  the  flight  path  unchanged,  the  ren-
dezvous  task  is  realized  by  adjusting  the  flight  speed,
which is called speed control strategy. Keeping the flight
speed  unchanged,  the  rendezvous  task  is  realized  by
adjusting the flight path,  which is  called flight path con-
trol  strategy.  The  criterion  of  judgement  is  that  the  esti-
mated  time  of  arrival  (ETA)  of  UAV  satisfies  with  the
anticipated scheme, here the ETA represents the time that
UAV spends  on  the  way  to  the  designated  task  location
[29]. Because the flight speed range of UAV is bounded,
realizing  complicated  rendezvous  task  based  on  speed
control  is  limited  [30].  However,  speed  control  is  still
widely utilized to solve rendezvous task, Shan et al. [31]
firstly completed the multi-UAVs path planning by com-
bining PSO and Hook-Jeeves search algorithm, secondly,
the  ETA  rendezvous  task  was  achieved  based  on  speed
control. For the rendezvous task of short-range UAV and
long-range  UAV,  Duan  et  al.  [32]  realized  the  expected
ETA rendezvous task by adjusting the flight path. Aim at
the  rendezvous  task  of  homogeneous  UAVs  with  the
same  flight  speed,  the  detouring  maneuver  and  circling
maneuver  are  applied  to  make  UAVs  arriving  the  pre-
designated task locations and attacking the targets simul-
taneously [33].

These  algorithms  mentioned  above  can  solve  the  sin-
gle UAV path planning and multi-UAVs cooperative path
planning,  however,  there  are  few  works  which  concen-
trate  on  the  multiple  heterogeneous  UAVs  cooperative
situation suppression realization problem, especially con-

sidering  the  ETA  constraint,  terminal  angle  constraint,
flight  speed  range  constraint  and  maneuverability  con-
straint,  etc.  In  addition,  threats  existing in task scenarios
are  usually  modeled  by  simple  circle-shape  [12,21],  this
modeling method is one-sided. Actually, it is appropriate
to  build  threat  models  with  different  geometric  figures
like circle, triangle and ellipse according to real physical
entity.  As far  as we know, few researchers pay attention
to  the  cooperative  rendezvous  with  the  comprehensive
consideration  of  speed  control  strategy  and  flight  path
control strategy. In view of the above problems, this arti-
cle  dedicates  to  realizing  the  cooperative  rendezvous
problem  for  multiple  heterogeneous  UAVs.  The  major
contributions are presented as follows:

(i)  The path  planning problem of  multi  heterogeneous
UAV in complex environment is modeled, and the swarm
intelligence-based  path  point  generation  (SI-PPG)  algo-
rithm is designed.

(ii) The Dubins curve is applied to deal with the termi-
nal  angle  constraint  and  maneuverability  constraint,  the
acquired smoothed flight paths of UAVs ensure the space
collaboration in SEAD tasks.

(iii)  With  the  considerations  of  ETA  requirement  and
flight  speed  range,  the  speed  control  strategy  and  flight
path control strategy are designed to realize the coopera-
tive rendezvous of multi-UAVs.

The  rest  of  this  paper  is  organized  as  follows:  The
SEAD  task  scenario  is  presented  in  Section  2.  The  path
smoothing  based  on  Dubins  curve  is  introduced  in  Sec-
tion  3.  In  Section  4,  the  proposed  SI-PPG  algorithm  is
given.  In  Section  5,  the  cooperative  rendezvous  strategy
is  introduced.  In  Section  6,  the  simulation  experiments
are  conducted  and  the  results  are  analyzed.  At  last,  the
conclusion is given in Section 7.

 2. SEAD task model
 2.1    SEAD task scenario

NU

NT M

The SEAD task scenario is depicted in Fig. 1, supposing
that  there  are  heterogeneous  UAVs  with  different
attributes,  targets  with  various  requirements  and 
threats  modeled  by  different  shapes  in  the  SEAD  task
scenario.  The  combat  purpose  of  multi-UAVs is  to  real-
ize  the  combat  situation  suppression  oriented  to  these
hostile  targets.  Each  UAV  must  arrive  at  the  pre-desig-
nated  location  point  concurrently  and  respectively  per-
form  attack  tasks  simultaneously.  Consequently,  plan-
ning the effective and safe paths for the multi-UAVs is of
great importance to realize the combat situation suppres-
sion. In this paper, this problem is divided into three parts
including  path  points  generation,  path  smoothing  and
cooperative rendezvous.
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: UAV;: Target; : Threat.

Fig. 1    SEAD task scenario

 
In  the  path  points  generation  part,  the  expandable

SI-PPG  algorithms  are  designed  to  generate  the
broken-line  path  for  each UAV, the  path  has  no conflict
with  the  various  threats  existing  in  SEAD  scenarios.
Considering the terminal angle constraint and maneuver-
ability  constraint,  the  Dubins  curve  is  applied  to  smooth
the  paths  of  UAVs.  In  the  cooperative  rendezvous  part,
the  cooperative  rendezvous  strategy  is  designed  that
UAVs can arrive at the location on schedule and perform
the pre-designated tasks. In this paper, Dubins path length
(DPL)  depicts  the  length  of  the  Dubins  path  from  the
starting  point  to  terminal  point.  ETA  depicts  the  flight
time.

 2.2    Target model

Tar

Tari pTari
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pTari ,k Tari pTari

pTari
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xTari
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)
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The symbol  represents the target, the attributes of tar-
get i can  be  depicted  by  the  multivariate  array
< , , , >，where  depicts target i，
depicts the location of target i and ，

is  the  attack  radius  of  target i,  depicts  the kth  pre-

pTari ,k =
(
xTari ,k,yTari ,k

)
pTari ,1 pTari ,2

designated  rendezvous  location  of  the  target i and
.  The  sketch  map  of  the  target  is

depicted  in Fig.  2,  here  and  denote  that  two
UAVs are needed to attack the target.
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Fig. 2    Target model
 

 2.3    Threat model
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In this  paper,  no-fly area,  the hostile  detection radar and
the offensive weapon, etc., are called threats, these threats
are  described  as  simple  circle-shape  in  the  traditional
modeling  method  [21].  Here  these  threats  are  modeled
into different shapes as depicted in Fig.3, including regu-
lar triangle, circle and ellipse, these threats with different
azimuth  angles  maybe  exist  in  the  SEAD  scenario.  Let
the symbol  represent the threat, then the attributes of
threat i can  be  depicted  by  the  multivariate  array
< , , , , >,  where  depicts  threat i,

 depicts  the shape of  threat i,  depicts  the center
of threat i and ，  is the size of threat
i,  depicts the azimuth angle. The parameter descrip-
tion is given in Table 1.

 
 

(a) Regular triangle threat (b) Circle-shape threat

(c) Ellipse-shape threat
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rThr pThr

rThr
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Fig. 3    Threats model
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Table 1    Parameter description of threat

sThrType of threat rThrSize of threat 

Regular triangle Side length

Circle Radius

Ellipse σrThr σSemi-minor axis，semimajor axis is ( >1)
 

 2.4    Dubins car model

Ui pUi
(t) rUi

ωUi

[
vUi ,min,vUi ,max

]
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(t)
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(t) =
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(t) ,yUi
(t)
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(0) =
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The multivariate  array  < , , , , >
is  used  to  describe  the  attributes  of  UAV i,  where  the
symbol  represents  UAV i,  the  symbol  depicts
the  location  of  UAV i and ,  the
symbol  depicts  the  starting  point  of  UAV i and

,  depicts  the  location  of
UAV i at  time t and ,  the  symbol

 denotes the turning radius corresponding to the flight
speed  and ,  is  the  angular
velocity of UAV i.

There are lots of works which dedicate to studying the
path planning, however these works did not give the fly-
able  path  [18,20].  In  this  paper,  the  UAV is  regarded as
Dubins  car,  the  basic  kinematic  model  is  formulated
[34,35]. 

ẋUi
= vUi

cosθ
ẏUi
= vUi

sinθ
θ̇Ui
= uθUi

(1)

vUi
θUi

uθUi

where  is the flight speed，  is the speed direction,
and  is the control variable.

vUi
The turning radius corresponding to flight speed  is

calculated as follows:

rUi
=

vUi

ωUi

. (2)

 3. Dubins curve-based path smoothing
 3.1    Dubins curve

Dubins  path  is  the  shortest  path  satisfying  the  curvature
constraint  in  two-dimensional  Euclidean  plane  [34,35].
Given  the  starting  point  and  the  terminal  point,  Dubins
path between the two points is composed of arc and line-
segments,  here  the  arbitrary  terminal  angle  of  the  termi-
nal  point  can  be  handled  to  realize  the  combat  situation
suppression. S is  the  starting  point  and E is  the  terminal
point, and the direction angles of both points are known,
which  depicts  the  speed  direction  of  UAV  at  these  path
points. Then the shortest Dubins path from S to E can be
denoted as

dub(S ,E) =
min {dubRSR,dubRSL,dubLSR,dubLSL,dubRLR,dubLRL} (3)

dub(S ,E)where depicts the shortest Dubins path. For the
limited space of this paper, here we do not concentrate on
the specific  details  corresponding to  (3),  interested read-
ers can refer to [34] and [35].

As  depicted  in Fig.  4,  there  are L points  which  are
utilized  to  connect  the  starting  point  and  terminal  point.
It  is  obvious  that  the  path  cannot  satisfy  with  the
considered  terminal  angle  constraint  and  maneuverabi-
lity  constraint,  consequently,  the  Dubins  cure  is
applied  to  smooth  these  path  segments  and  get  the  fly-
able  path.  In  this  paper,  we  make  the  following  agree-
ments  that  the  direction  angle  of  UAV  at  current  path
point  is  to  point  to  the  next  path  point.  As  depicted  in
Fig.  4,  the  direction  angle  of  the  UAV  at  the ith  path
point  is  to  point  to  the  (i+1)th  path  point.  According  to
the  coordinates  of  path  points  and  tangent  function,  it  is
easy to calculate the direction angles of the L middle path
points.
 
 

S

Threat

Threat

Threat

E

Path

point L

Path point

i+1

Path

point i

Path

point 1

Fig. 4    Direction angle of middle path points
 

 3.2    Path smoothing realization

π/2

π/4

Here the Dubins-curve-based case of choosing the short-
est  flyable  path  is  given.  Let  the  turning  radius  of  UAV
be  0.4  km,  the  coordinate  of  the  starting  point  is  (0,1),
and  the  direction  angle  of  the  starting  point  is .  The
coordinate of terminal point is (0.5,1.5), and the direction
angle  of  terminal  point  is  which  is  called  terminal
angle in this paper. Six Dubins paths with regard to RSR,
RSL,  LSR,  LSL,  RLR and  LRL are  presented  in Fig.  5,
and the corresponding distances of RSR, RSL, LSR, LSL,
RLR and LRL are listed in Table 2. 
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Fig. 5    Sketch map of Dubins path
 
 
 

Table 2    Length of the six Dubins paths

Path Length/km

RSR 5.709 2

RSL 0.759 18

LSR 3.196 2

LSL 5.790 2

RLR 4.894 8

LRL 3.636 2
 

It  is  obvious  that  the  shortest  Dubins  path  from  the
starting  point  to  the  terminal  point  is  depicted  by  RSL-
path  according  to Fig.  5 and Table  2.  Thus,  the  shortest
flyable  path from the starting point  to  the terminal  point
with  the  considerations  of  terminal  angle  constraint  and
maneuverability constraint can be acquired.

π/2
−π/2

Here  another  case  for  generation  of  Dubins  path  with
multi-middle path points is given, supposing that the turn-
ing radius of the UAV is 0.4 km, the coordinate of start-
ing point is (1,1), and the direction angle of starting point
is .  The  coordinate  of  terminal  point  is  (15,15),  and
the  direction  angle  of  terminal  point  is .  There  are
four middle path points, their coordinates are (3,1), (2,5),
(8,7), (12,14).

−π/2

As depicted in Fig. 6, the path segments from the start-
ing  point  to  the  terminal  point  through  the  four  middle
path  points  are  depicted  in Fig.  6(a),  and  the  flyable
Dubins  path  is  drawn in Fig.  6(b).  It  is  obvious  that  the
flyable  path  satisfies  the  maneuverability  constraint  of
UAV, and the terminal attack angle of UAV is  that
meets  the  expected  setting.  In  this  way,  the  flyable  path
from  starting  point  to  terminal  point  through L middle

path points with the consideration of terminal angle con-
straint and maneuverability constraint is acquired.
  

: Path segments; : Dubins path.
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(a) Path segments

(b) Flyable Dubins path

Fig. 6    Path of UAV
 

 4. SI-PPG
Path points generation in the continuous complicated task
scenario  with  multiple  constraints  is  a  classic  non-linear
optimization  problem.  The  basic  purpose  of  path  points
generation is  to generate L points  to connect  the starting
point and the terminal point, meanwhile the acquired path
must  avoid  the  threats  and  satisfy  the  shortest  path
requirement. A direct idea for generating L points in two-
dimensions  Euclidean  axis  is  to  build  a  2L-dimensional
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vector  which  can  form  the L points  in  a  certain  way.
Swarm intelligence optimization algorithms like PSO and
Bats algorithms are unavailable to deal with the complex
constraints considered in this SEAD scenario, the penalty
function  method  can  turn  the  constrained  optimization
problem into unconstrained optimization problem [36]. In
this part, the availability testing algorithms of path points
and  path  segments  are  given  at  first.  Then,  the  fitness
function  is  built  based  on  the  penalty  function  method
and  search  rules  are  designed  to  promote  search  effi-
ciency.  Finally,  the  detailed  flow-chart  of  the  SI-PPG
algorithm is presented, which is the organic composition
of the availability testing algorithm, the penalty function
method and the swarm intelligence algorithm. It is worth
noting that  we do not  pay much attention to the specific
theory of swarm intelligence algorithms, but we focus on
the realizable strategies for path points generation includ-
ing  the  availability  testing  algorithms of  path  points  and
path  segments,  fitness  function  design  and  search  rules
design.

 4.1    Availability  testing  algorithms  for  path  point
(ATPP)

Ai Ai

Ai Ai

Ai

Ai

The symbol  denotes path point i, if  has no conflict
with  all  threats,  then  is  available,  otherwise  is
unavailable which means the path point  is overlapping
with  threats.  The  overlapping  sketch-maps  between  path
point  and  threats  with  different  threat  models  are
depicted in Fig. 7.
  
P1

P3

P2

P1

P

P2

A
i

A
i

A
i

Fig. 7    Overlapping sketch-maps
 

Ai

Ai

Aiming at the regular triangle threat, if  is inside the
triangle,  the  geometric  relations  of  and  the  three  ver-
tices can be denoted as follows:

Ai = P1+u (P3−P1)+w (P2−P1) (4)

u ∈ [0,1] w ∈ [0,1] 0 ⩽ u+w ⩽ 1
u = 0, w = 0 Ai P1 u = 0, w = 1 Ai

P2 u = 1, w = 0 Ai P3

υ0 = P3−P1 υ1 = P2−P1 υ2 = Ai−P1 υ2 = uυ0+wυ1

υ0

υ1

where ,  and ,  if
,  is the vertex , if ,  is the

vertex ,  if ,  is  the  vertex .  Let
, , , ,

we can get the following equations by multiplying  and
 on both sides respectively.

υ2υ0 = uυ0 ·υ0+wυ1·υ0 (5)

υ2υ1 = uυ0·υ1+wυ1·υ1 (6)

u ∈ [0,1] w ∈ [0,1] 0 ⩽ u+w ⩽ 1
Then we can get a conclusion that if these three condi-

tions are satisfied, ,  and ,

Ai

Ai

Ai

the  path  point  is  unavailable  which  means  that  path
point  is inside in the regular triangle threat, otherwise
the path point  is available.

rThr

Ai

dAi P dAi P ⩽ rThr Ai

Ai

Ai dAi P1

dAi P2 dAi P1 +dAi P2 ⩽ 2σrThr σrThr

Ai

Ai flagAi = 0
Ai flagAi = 1

Ai

Aiming at  circle-shape threat  with radius ,  the dis-
tance  between  and  the  center  of  the  circle  can  be
denoted as , if , the path point  is unavail-
able,  otherwise  the  path  point  is  available.  Aiming at
the ellipse-shape threat, the distances between path point

 and  the  two  ellipse  foci  can  be  denoted  as  and
, if ,  is the semimajor axis,

the path point  is unavailable, otherwise the path point
 is available. The ATPP is presented.  repre-

sents  the  path  point  is  available  and  repre-
sents the path point  is unavailable.

Algorithm 1　ATPP algorithm
sThrInput：

flagAiOutput：
flagAi = 01) Let 

sThr2) Switch 
3)　Case 1

u∈ [0,1] w∈ [0,1] 0 ⩽ u+w ⩽ 1 flagAi = 14)　　If ,  and , .
End
5)　Case 2

dAi P ⩽ rThr flagAi = 16)　　If ， . End
7)　Case 3

dAi P1 +dAi P2 ⩽ 2σrThr flagAi = 18)　　If ， . End
9) End

 4.2    Availability  testing  algorithm  for  the  path  seg-
ment (ATPS)

Ai A j

Ai→ A j

Ai A j Ai→ A j

Ai A j

Ai→ A j

Ai→ A j

Ai A j dAi A j

Ai A j

Let  and  represent  path  point i and  path  point j
respectively.  represents  the  path  segment  from

 to ,  here  the ATPS  is  introduced.  At  first,
 and  should  be  checked  based  on  the  ATPP  algo-

rithm,  if  these  two  path  points  are  available,  then  we
should  check  the  availability  of  the  path  segment

.  The  sketch-maps  between  path  segment
 and  threats  are  depicted  in Fig.  8.  The  distance

between  and  is calculated and denoted as , and
the  straight-line  equation  constituted  by  and  is
determined.
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Fig. 8    Sketch-maps for path segment and threats

 

rw

AiA j

AiA j

d⊥ d⊥ ⩽ rw

AiA j Q1 Q2 Q3

Ai→ A j

Q1 Q2 Q3

dQAi

Ai dQA j

A j

Ai→ A j

dQAi
+dQA j

−dAi A j
= 0

d⊥ ⩽ rw

Q1 Q2 Q3

dQAi
+dQA j

−dAi A j
= 0

Ai→ A j

Aiming  at  the  regular  triangle  threat,  the  circumcircle
radius is denoted as , it is easy to find the perpendicular-
line  from  the  triangle  center  to  the  line  and  deter-
mine  the  intersection Q between  the  perpendicular-line
and line ,  the vertical distance between the intersec-
tion  and  the  triangle  center  is  denoted  as .  If ,
we can calculate the intersections between the three sides
of triangle and line , and named ， ， , if the
path segment  intersects with the triangle, at least
two  of  the  three  intersections  ( ， ， )  are  in  the
circumcircle  of  the  triangle.  Let  represent  the  dis-
tance  between  intersection Q and ,  and  represent
the  distance  between  intersection Q and ,  if  the  path
segment  intersects  with  the  triangle,  the  equa-
tion  is  valid.  Consequently,  if  the
following  three  conditions  are  satisfied: ;  at  least
two of the three intersections ( , , ) are in the cir-
cumcircle  of  the  triangle; ;  then  the
path segment  is unavailable.

d⊥ ⩽ rThr dQAi
+dQA j

−dAi A j
= 0

Ai→ A j

d⊥ ⩽ σrThr

Q1 Q2 dQAi
+dQA j

−dAi A j
= 0

Ai→ A j Q1

AiA j Q2

AiA j

flagAiA j = 0
Ai→ A j

flagAiA j = 1 Ai→ A j

Aiming at circle-shape threat, if the following two con-
ditions  are  satisfied: ; ;  the
path  segment  is  unavailable.  Aiming  at  the
ellipse-shape threat,  if  the following three conditions are
satisfied: ; at least one of the two intersections
( ， ) is in the ellipse; ; the path
segment  is unavailable. Here  is the intersec-
tion between line  and major axis of ellipse,  is the
intersection between line  and minor axis of ellipse.
The ATPS is depicted in Algorithm 2.  repre-
sents  that  the  path  segment  is  available,

 represents  that  the  path  segment  is
unavailable.

Algorithm 2　ATPS algorithm
sThrInput：

flagAiA jOutput：
flagAiA j = 01) Let .

dAi A j
2) Compute .

Ai A j3) Compute line determined by , .
sThr4) Switch 

5)　Case 1
rw6)　 Compute circumcircle radius .

d⊥
7)　  Compute  the  intersection  point Q and  the  vertical
distance .

d⊥ ⩽ rw8)　  If .
Q1 Q2 Q39)　　Find the intersection points , , .

10)　　Let flag1 = 1，flag2 = 1.
Q1 Q2 Q311)　　If ， ，  are not in circumcircle，flag1 =

0. End
dQAi

dQA j
12)　　Compute distance  and .

dQAi
+dQA j

−dAi A j
= 013)　　If  is false, flag2 = 0. End

flagAiA j = 114)　　If flag1 & flag2 is true, . End
15)　  End
16) Case 2

Q
d⊥

17)　 Compute the intersection point  and compute the
vertical distance .

d⊥ ⩽ rThr18)　 If .
dQAi

dQA j
19)　　Compute distance  and .

dQAi
+dQA j

−dAi A j
= 0 flagAiA j = 120)　　If  is true, . End

21)　 End
22) Case 3

Q1 Q223)　 Compute the intersection points , .
Q24)　 Compute the intersection point .

d⊥ ⩽ σrThr25)　 If .
26)　　Let flag1 = 1, flag2 = 1.

Q1 Q227)　　If , are not in ellipse, flag1 = 0. End
dQAi

dQA j
28)　　Compute distance  and .

dQAi
+dQA j

−dAi A j
= 029)　　If  is false, flag2 = 0. End

flagAiA j = 130)　　If flag1 & flag2 is true, . End
31)　 End
32) End

 4.3    SI-PPG algorithm

 4.3.1    Search rules design

Here several basic search rules are introduced to promote
the exploration efficiency.

(i) Search range bounded rule

(
xAS
,yAS

)The search range of  path point i depends on the start-
ing  point  and  terminal  point,  let  represent  the
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(
xAE
,yAE

)
coordinate  of  starting  point,  and  represent  the
coordinate  of  terminal  point,  the  search  range  of  path
point i can be denoted as follows:

min
{
xAS
, xAE

}−α ⩽ xAi
⩽max

{
xAS
, xAE

}
+α, (7)

min
{
yAS
,yAE

}−β ⩽ yAi
⩽max

{
yAS
,yAE

}
+β, (8)

α βwhere  and  are constants.
(ii) Population initialization rule

NP ζ
ζ ∈ (0,1)

⌊ζNP⌋
⌊·⌋

The  size  of  the  population  is ,  is  a  constant  pre-
fixed  and .  In  the  process  of  population  initia-
lization,  at  least  individuals  are  guaranteed  to  sa-
tisfy  the  considered  constraints,  here  represents  the
rounding down symbol.

(iii) Availability rule for path point and path segment
The path point i and path point i +1 satisfy with the fol-

lowing formulas:
M∑
j=1

p
(
Ai,Thr j

)
= 0, (9)

p
(
Ai,Thr j

)
=

1, Ai is in Thr j

0, Ai is out of Thr j
, (10)

M∑
j=1

q
(
Ai→ Ai+1,Thr j

)
= 0, (11)

q
(
Ai→ Ai+1,Thr j

)
=1, Ai→ Ai+1 intersects with Thr j

0, Ai→ Ai+1 does not intersect with Thr j
, (12)

Ai Thr j

j = 1,2, · · · ,M M Ai→ Ai+1

p
(
Ai,Thr j

)
= 0

q
(
Ai→ Ai+1,Thr j

)
= 0

where  represents path point i,  represents threat j
( )，  is the number of threats，
represents the path segment between the two path points.

 indicates  that  the  path  point  is  available
with  regard  to  threat j,  indicates
that the path segment is available with regard to threat j.

 4.3.2    Fitness function design

The  general  constrained  optimization  problem  can  be
depicted as follows:min f (x)

s.t. ci (x) ⩽ 0, ∀i = 1,2, · · · ,h
. (13)

The  basic  idea  of  penalty  function  method  turns  the
constrained  optimization  problem  (13)  into  uncon-
strained optimization problem (14).

F =min f (x)+δ
h∑

i=1

g [ci (x)] (14)

g [ci (x)]
g [ci (x)] =max(0,ci (x))2 δ

where F is  the  fitness  function,  is  the  external
function and ,  is a penalty fac-
tor and is a large positive number.

AS AE

AS → A1→ ·· · → AL→ AE

Given that  represents the starting point and  rep-
resents  the  terminal  point,  the  number  of  middle  path
points is L, then the path segments from starting point to
terminal  point  through L middle  path  points  can  be
denoted  as ,  the  fitness  func-
tion based on the penalty function method is designed as
follows:

min f (A1，A2， · · · , AL) =min
L−1∑
i=1

dAi Ai+1+

dAS A1 +dAL AE
+ J1+ I (J1) J2, (15)

J1 = δ

L∑
i=1

M∑
j=1

p
(
Ai,Thr j

)
, (16)

J2 = δ

 L−1∑
i=1

M∑
j=1

q
(
Ai→ Ai+1,Thr j

)
+

M∑
j=1

q
(
AS → A1,Thr j

)
+

M∑
j=1

q
(
AL→ AE ,Thr j

) , (17)

I (J1) =
1 , J1 = 0
0 , J1 , 0

, (18)

(xi,yi)

dAi Ai+1 =

√(
xAi
− xAi+1

)2
+
(
yAi
− yAi+1

)2
J1

J2

δ

I (J1)
I (J1) = 1

J2

J1 = J2 = 0
L L+1

where  represents  the  coordinate  of  path  point i,
 depicts  the  distance

between path point i and path point i +1.  represents the
penalty item for the availability testing of generated path
points，  represents  the  penalty  item  for  the  availabi-
lity testing of generated path segments，  is the penalty
factor and is equal to 1 000 in this paper.  is the indi-
cator  function,  represents  that  the  generated
path  points  are  unavailable， then  there  is  no  need  to
compute , which can reduce the computation consump-
tion. The solution must satisfy the condition ，

in  this  case，  path  points  and  path segments  are
available.

Here the flow-chart of SI-PPG algorithm is introduced
in Fig. 9. The SI-PPG algorithm proposed in this paper is
composed by four  algorithms,  including the  ATPP algo-
rithm,  ATPS  algorithm,  penalty  function  method  and
swarm  intelligence  optimization  algorithm.  The  ATPP
algorithm  can  be  used  to  judge  the  availability  of  path
points,  the  ATPS  algorithm  can  be  used  to  judge  the
availability of path segments, the ATPP algorithm and the
ATPS  algorithm  are  elaborately  introduced  above.  It  is
worth  noting  that  we  define  three  threat  regions,  includ-
ing equilateral triangles, circles and ellipses in this paper.
To solve this problem that how to avoid any threat region
with arbitrary shape, we have the following two schemes.
Firstly,  we  can  use  several  equilateral  triangles,  circles
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and  ellipses  to  depict  any  threat  region  with  arbitrary
shape, in this case, the proposed SI-PPG algorithm is still
effective.  Secondly,  we  can  abandon  some  available

regions and choose a proper shape from the triangle, cir-
cle  and  ellipse  to  depict  the  threat  region  with  arbitrary
shape.
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Fig. 9    Flow-chart of SI-PPG algorithm
 

The  fitness  function  based  on  the  penalty  function
method is designed above. However, we do not focus on
swarm intelligence optimization algorithms in this paper.
Here we provide an open field for readers who pay atten-
tion to the cooperation task planning, they can apply dif-
ferent  swarm  intelligence  optimization  algorithms  to
combine  with  the  proposed  ATPP  algorithm,  the  ATPS
algorithm  and  the  fitness  function  to  make  a  further
study.  In  this  paper,  the  improved  PSO  algorithm  and
improved Bats algorithm are respectively combined with
the ATPP algorithm, the ATPS algorithm and the fitness
function respectively in the experimental section, and rel-
evant simulations will be introduced in Section 6.

 5. Cooperative  rendezvous  strategy  genera-
tion

 5.1    Control strategy generation

The  path  segments  can  be  obtained  based  on  the  pro-
posed  SI-PPG  algorithm  in  Section  4,  and  the  Dubins

curve  is  utilized  to  smooth  the  flight  path  of  the  UAV
with  the  terminal  angle  constraint  and  maneuverability
constraint.  Due  to  the  difference  of  the  Dubins  path
length and the divergence of flight speed of each hetero-
geneous UAV, it does not ensure all UAV to arrive at the
pre-designated location on time, in this case, UAVs can-
not perform the attack task simultaneously which maybe
cause the failure of the combat situation suppression task.
Consequently,  we  focus  on  the  rendezvous  strategies
including  speed  control  strategy  and  flight  path  control
strategy.

vUi

vUi
∈ [vUi ,min,vUi ,max

]
vUi ,,min

vUi ,,max

ωUi

Let the symbol  represent the flight speed of UAV i,
and ,  is the minimal flight speed
of UAV i and  is the maximal flight speed of UAV
i. According to the angular rate , the turning radius of
UAV i can be computed as

rUi
∈
[
vUi ,min

ωUi

,
vUi ,max

ωUi

]
.

DUi
The  symbol  represents  the  Dubins  path  length  of
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TUi ,min TUi ,min = DUi
/vUi ,max

UAV i from  the  starting  point  to  the  terminal  point
through L middle path points, the flight time that UAV i
reaches  the  pre-designated  location  at  the  maximum
speed is recorded as , and . Then
the ETA of the multi-UAVs can be computed by

TETA =max
{
TUi ,min

}
(19)

TETAwhere  is  the  maximum  of  the  set  of  flight  time
which depicts the ETA of UAVs-swarm.

TUi

TUi
∈ [TUi ,min,TUi ,max

]
TUi ,min

TUi ,min = DUi

/
vUi ,max TUi ,max

TUi ,max = DUi

/
vUi ,min

For  UAV i,  the  flight  time  satisfies  the  condition,
,  is the minimal flight time and

,  is the maximal flight time and
.  The  UAV i can  realize  cooperation

rendezvous  based  on  speed  control  and  the  flight  speed
UAV i can be computed by

vUi
=

DUi

TETA
, TETA ∈

[
TUi ,min,TUi ,max

]
. (20)

TETA <
[
TUi ,min,TUi ,max

]
TETA > TUi ,maxIf ,  that  is, ,  the

speed  control  is  unable  to  undertake  cooperation  ren-
dezvous.

 5.2    Maneuver strategies realization

 5.2.1    Maneuver ways and maneuver times

TUi ,max

TETA

∆tUi
= TETA−TUi ,max ∆DUi

=

∆tUi
vUi

When  the  speed  control  cannot  realize  the  cooperative
rendezvous,  the  flight  path  control  based  on  local  path
adjustment  is  introduced.  Here  the  commonplace  ways
for  local  path  adjustment  include  circling  maneuver  and
detouring  maneuver.  According  to  the  flight  time 
of UAV i and ETA ,  we can get  the maneuver time

 and  maneuver  distance 
. The maneuver ways and the maneuver times can

be determined according to (21)−(23).

kc =


⌈
∆DUi

2πrUi

⌉
=

⌈
∆DUi

ωUi

2πvUi

⌉
, ∆DUi

⩾ σ

0, otherwise
, (21)

rUi
=


∆DUi

2πkc
, ∆DUi

⩾ σ

rUi ,min, otherwise
, (22)

kd =

1, ∆DUi
< σ

0, otherwise
, (23)

⌈·⌉ vUi
= vUi ,min

rUi
= rUi ,min rUi

= vUi ,min
/
ωUi

vUi ,min σ σ = 4πrUi ,max
/
5

∆DUi
kc

kd

where  is  the  rounding-up  symbol, ,
,  is the maneuver radius at the

flight  speed ,  is  a  threshold  and .
According  to  maneuver  distance ,  times  of  cir-
cling maneuvers and  times of detouring maneuvers can
be  determined.  In  addition,  (21)  and  (23)  allow  us  to
acquire the decoupling scheme of circling maneuver and
detouring maneuver.

 5.2.2    Circling maneuver based on ATPP algorithm

AUi ,S

AUi ,E

LUi

AUi ,S → AUi ,1→ ·· ·
→ AUi ,LUi

→ AUi ,E

According  to  the  maneuver  times,  the  updated  rules  of
flight speed and flight path are given. Let  represent
the starting point of UAV i,  represents the terminal
point of UAV i, the number of middle path points is ,
the  path  segments  can  be  denoted  as 

,  and we can get  the  Dubins  path  based
on Dubins curve and path segments at the maximal speed
of  UAV i,  which  ensures  the  maneuverability  constraint
is satisfied during the process of circling maneuver. Here
two steps are adopted to realize the circling maneuver.
Step 1　Compute the flight speed of UAV i according

to (24).

vUi
=


DUi
+2πkcrUi

TETA
, ∆DUi

⩾ σ

vUi,min , otherwise
(24)

DUi
∆DUi

where  is the Dubins path length,  is the maneu-
ver distance.
Step 2　Choose the available circling maneuver point

randomly on the Dubins path.

JC = δ

M∑
j=1

p
(
dubAC AC

,Thr j
)

(25)

AC dubAC AC

JC

JC JC = 0
JC , 0

where  is  the  circling  point,  is  the  circling
maneuver path,  is the indicator function. The value of

 is computed based on the ATPP algorithm, if ,
the circling maneuver path is available, if , the cir-
cling  maneuver  path  is  unavailable,  go  back  to  Step  2,
and choose a circling maneuver point repeatedly.

 5.2.3    Detouring  maneuver  based  on  simplex  search
method

B1

B2

B
B1 B2

B
xB xB = (xB,yB, θB)

Aiming at  detouring maneuver,  two points  denoted as
and  are  selected randomly on the Dubins path,  and a
maneuver  point  which  is  denoted  as  is  randomly
selected  around  the  points  and .  The  coordinates
and direction angle of maneuver point  can form a vec-
tor ,  and ,  the  purpose  of  detouring
maneuver is to minimize (26).

FxB
=min

xB

∥∥∥dubB1 B+dubBB2 −dubB1 B2 −∆DUi

∥∥∥2 (26)

dubB1 B B1

B dubBB2

B
B2 dubB1 B2

B1 B2 ∆DUi

where  depicts the Dubins path from path point 
to  detouring  maneuver  point ,  denotes  the
Dubins  path  from  detouring  maneuver  point  to  path
point ,  is  the  original  Dubins  path  from  path
point  to path point ,  represents the detouring
maneuver distance.

Obviously,  it  is  an  unconstrained  optimization  prob-
lem, simplex search method is adapted to solve the prob-
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lem  (26),  then  the  availability  testing  for  the  detouring
maneuver  path  can  be  done  based  on  the  ATPP  algo-
rithm.

A simplex is defined as the (n+1)-dimensional convex
polyhedron in the n-dimensional space, such as the trian-
gle in two-dimensional space. The basic idea of the sim-
plex  search  method  is  to  find  the  function  value  corre-
sponding  to  each  vertex  for  the  (n+1)-dimensional  con-
vex  polyhedron  in  the n-dimensional  space,  the  vertex
with  the  maximal  function  value  is  called  the  highest
point, the vertex with the minimal function value is called
the lowest point. A new simplex can be acquired based on
a  better  point  generated  by  mathematical  operations
including reflection, extending and compression, the opti-
mal  point  can  be  got  by  continuous  iterations.  The  ge-
neral optimization problem can be denoted as

Fx =min
x

f (x) (27)

x ∈ Rn

x(i) ∈ Rn (i = 1,2, · · · ,n+1)
where ,  we  can  get  an  (n+1)-dimensional  simplex
based on those points .

f (x) =
∥∥∥dubB1 B+dubBB2 −dubB1 B2 −∆DUi

∥∥∥2Let ， the
search process can be concluded as follows.

B1 B2

f
(
x(i)) i = 1,2, · · · ,n+1

Step 1　Select points  and  randomly, and com-
pute the function value  ( ), and let
the iteration times k=1.

x(h) x(g)

x(l) x̄
x(h) f (x̄)

Step  2　According  to  (28)  and  (29),  we  can  find  the
highest point , secondary high point , and the low-
est  point ,  calculate  the  centroid  of n-points  besides

 and calculate .
f
(
x(h)
)
=max

{
f
(
x(1)
)
, · · · , f

(
x(n+1)
)}

f
(
x(l)
)
=min

{
f
(
x(1)
)
, · · · , f

(
x(n+1)
)}

f
(
x(g)
)
=max

{
f
(
x(i)
) ∣∣∣x(i) , x(l)

} (28)

x̄ =
1
n

 n+1∑
i=1

x(i)− x(h)

 (29)

x(n+2) f
(
x(n+2))Step 3　Compute  and  according to the

reflection operation formula (30).

x(n+2) = x̄+α
(
x̄− x(h)

)
(30)

x(n+3) f
(
x(n+3))Step 4　Compute  and  according to the

extending operation formula (31).x(n+3) = x̄+γ
(
x(n+2)− x̄

)
x(n+4) = x̄+β

(
x(h′)− x̄

) (31)

f
(
x(n+2)) < f

(
x(l)) f

(
x(n+3))

f
(
x(l)) ⩽ f

(
x(n+2)) ⩽ f

(
x(g)) x(h) = x(n+2), f

(
x(h)) =

f
(
x(n+2)) f

(
x(n+2)) > f

(
x(g))

If , compute  and go to Step 5.
If ,  let 

 and  go  to  Step  7.  If ,  let

f
(
x(h′)) =min

{
f
(
x(h)) , f (x(n+2))} , h′ ∈ {h,n+2}

x(n+4) f
(
x(n+4)) ,  compute

 and , and go to Step 6.
f
(
x(n+3)) < f

(
x(n+2)) x(h) = x(n+3), f

(
x(h)) =

f
(
x(n+3)) x(h) = x(n+2),

f
(
x(h)) = f

(
x(n+2))

Step 5　If , let 
 and  go  to  Step  7,  otherwise,  let 

 and go to Step 7.
f
(
x(n+4)) < f

(
x(h′)) x(h) = x(n+4), f

(
x(h)) =

f
(
x(n+4)) x(i) :=

x(i)+
1
2
(
x(l)− x(i)) i = 1,2, · · · ,n+1 f

(
x(i))

i = 1,2, · · · ,n+1

Step 6　If , let 
 and  go  to  Step  7,  otherwise,  let 

 ( )  and  compute 
( ) and go to Step 7.
Step 7　Test whether the convergence criterion is sa-

tisfied.  1
n+1

n+1∑
i=1

[
f
(
x(i)
)
− f (x̄)

]2
1
2

< ε (32)

ε = 0.001

If convergence criterion is satisfied, then stop iteration,
the  optimal  solution  can  be  got  according  to  the  lowest
point,  otherwise,  let k=k+1， go  back  to  Step  1.  In  this
paper, .
Step 8　Test  whether  the detouring maneuver  path is

satisfied with the availability.

JD = δ

M∑
j=1

p
(
dubB1 B2 ,Thr j

)
(33)

dubB1 B2 JD

JD = 0
JD , 0

Here  is the detouring maneuver path,  is the
indicator function. If , the detouring maneuver path
is  available,  if ,  the  detouring  maneuver  path  is
unavailable, go back to Step 1. It is worth noting that the
availability  testing  for  the  detouring  maneuver  path  can
be done based on the ATPP algorithm.

 5.3    Cooperative  rendezvous  strategy  generation
algorithm

The  cooperative  rendezvous  strategy  generation  (CRSG)
algorithm for multi-UAVs is depicted in Algorithm 3.

Algorithm 3　CRSG algorithm
DUi

TUi
ωUi

vUi ,min,vUi ,maxInput： , , ,
Output：Cooperation rendezvous strategy
1) Compute the ETA of multi-UAVs

TETA ∈
[
TUi ,min,TUi ,max

]
vUi

2) If ,  choose  speed  control  and
compute . End

TETA > TUi ,max3) If , choose flight path control
∆tUi

∆DUi

4)　Compute maneuver time and maneuver distance
.

5)　Compute the circling maneuver times and detouring
maneuver times.

kc , 06)　If 
AC7)　　Select  the  circling  maneuver  point  randomly

and generate circling maneuver path.
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JC , 0 JC = 0
　　According to  ATPP,  test  the  availability  of  the  cir-
cling maneuver path, if ,  go to 7),  if ,  go to
8).
8)　End

kd , 09)　If 
B1 B210)　　Select points  and  randomly, and generate

detouring  maneuver  path  based  on  simplex  search
method.

JD , 0 JD = 0
11)　　According  to  ATPP,  test  the  availability  of  the
detouring maneuver path, if , go to 9), if , go
to 12).
12)　End
13) End

TETA

The proposed CRSG algorithm includes three parts, the
first part is to determine the control strategies and maneu-
ver ways, the second part is to realize the circling maneu-
ver,  and the third part  is  to realize the detouring maneu-
ver. To be specific, the ETA of multi-UAVs ( ) is cal-
culated, and the ways to realize rendezvous of each UAV
is  determined.  If  the  speed  control  is  available,  then  the
flight  speed  is  updated  according  to  (20).  If  the  speed
control  is  unavailable,  then  the  maneuver  ways  and
maneuver  times  are  determined,  then  circling  maneuver
and  detouring  maneuver  are  respectively  designed.  The
ATPP algorithm is utilized to verify the availability of the
generated  maneuver  path,  stop  running  the  maneuver
path  generation  operation  until  the  maneuver  path  is
available.

B1 B2

As  for  circling  maneuver,  it  is  worth  noting  that
the availability testing for the circling maneuver path can
be done based on the ATPP algorithm. In the implemen-
tation  process,  the  maneuver  point  should  satisfy  two
conditions:  the  point  is  in  the  Dubins  path;  there  is  no
threats  at  this  point  within  the  circling  maneuver  radius.
Because  the  Dubins  path  is  known  and  the  ATPP  algo-
rithm can  be  applied  to  judge  the  availability  of  the  cir-
cling maneuver path, in this case, we can get the circling
maneuver  path  rapidly.  As  for  detouring  maneuver,  in
order to ensure the efficiency of path planning, when we
choose  point  and  point ,  the  Dubins  path  length
between  the  two  points  is  far  greater  than  detouring
maneuver  distance,  in  this  case,  maneuver  purpose  is
realized  by  adjusting  the  path  slightly  and  wide  range
maneuvering  is  avoided,  consequently,  we  can  effec-
tively  reduce  the  probability  of  conflict  with  threat
region.

 5.4    Maneuver strategy realization

A  case  is  given  in  this  section  in  order  to  demonstrate

rUi
= 0.3

π/2
−π/4

2πrUi

the effectiveness of the proposed circling maneuver strat-
egy  and  detouring  maneuver  strategy.  Let  the  turning
radius  of  UAV  is  0.3  km,  that  is,  km,  which
denotes  the  maneuverability  constraint.  This  UAV
takes  off  from  the  starting  point  (1,1)  to  the  terminal
point  (3,3),  the  starting  angle  is  and  the  terminal
angle  is .  The  basic  purpose  is  to  realize  once  cir-
cling  maneuver  and  once  detouring  maneuver  respec-
tively, the increasing distance after once circling maneu-
ver  is  equal  to  km,  the  increasing  distance  after
once  detouring  maneuver  is 0.8  km  which  is  pre-desig-
nated.

2πrUi

The  results  without  threat  existing  in  the  scenario  are
depicted  in Fig.  10,  to  be  specific,  the  original  Dubins
path  can  be  depicted  in Fig.  10(a),  it  is  obvious  that  the
Dubins path from starting point to terminal point satisfies
the  maneuverability  constraint  and  terminal  angle  con-
straint.  The  Dubins  path  after  circling  maneuver  is
depicted in Fig.  10(b).  The DPL after  circling maneuver
is 4.92 km, and the circling maneuver distance is 1.89 km
which  is  almost  equal  to .  The  Dubins  path  after
detouring  maneuver  is  depicted  in Fig.  10(c),  the  DPL
after detouring maneuver is 3.83 km which meets the pre-
designated requirement.
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π/6

The  results  with  a  threat  existing  in  the  scenario
are  depicted  in Fig.  11,  the  threat  is  an  ellipse-shape
whose  azimuth  angle  is .  Comparing Fig.  10(b)  and
Fig.  11(b),  the maneuver points  for  circling are different
due to the random selection rule given in Subsection 5.2.2,
and  the  DPL  depicted  in  the  two  figures  are  the  same,
which  proves  the  effectiveness  of  the  proposed  circling
maneuver strategy. Observing Fig. 10(c) and Fig. 11(c), it
is  noticeable  that  the  maneuver  results  for  the  scenario
with threat and the scenario without threat are dissimilar.
As depicted in Fig. 10(c), the detouring path is not avail-
able  for  the  next  scenario  with  threat  according  to  the
ATPP  algorithm,  the  maneuver  point  will  be  generated
again  based  on  the  simplex  search  method  until  the
detouring maneuver path is satisfied with the availability
requirement.  From  the  result  depicted  in Fig.  11(c),  the
detouring  path  can  meet  the  maneuverability  constraint,
terminal  angle  constraint,  availability  constraint  and
maneuver distance constraint.
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 6. Experiments and results analysis
 6.1    Simulation experiment of algorithm effectiveness

40 km × 40 km

The  proposed  IBats-based  PPG  and  IPSO-based  PPG
algorithms,  the  RRT  algorithm  [22],  the  bidirectional
extended  RRT  (BERRT)  algorithm  [37],  the  self-adap-
tive  step-RRT  (SAS-RRT)  algorithm  [38]  and  the  RRT
star algorithm [26] are utilized to solve the path planning
problem, the scenario size is . The popu-
lation size of IBats and IPSO algorithms is 200, the maxi-
mum iteration times is 100, the search step-size of RRT,
BERRT  and  RRT  star  is  0.15  km,  that  is,  15  TM  (Ten
meter),  the  minimal  search  step-size  of  SAS-RRT  is
0.15  km,  the  maximal  search  step-size  of  SAS-RRT  is
0.3  km,  the  maximum  iteration  of  RRT,  BERRT,  SAS-
RRT and RRT star algorithm is 500, the search accuracy
is 0.2 km.

Thirty  simulation experiments  are  carried out,  and the
statistical  results  are  shown in Table  3.  In  terms  of  path
length  and  number  of  nodes,  the  proposed  IBats-based
PPG algorithm and the  IPSO-based PPG algorithm have
the  advantages  over  the  RRT,  BERRT,  SAS-RRT  and
RRT star algorithms. In terms of simulation time, the pro-
posed  IBats-based  PPG  algorithm  has  the  advantages
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over the RRT, RRT star and IPSO-based PPG algorithms.
Although the search efficiency of BERRT and SAS-RRT
algorithms  are  better  than  IBats-based  PPG  and  IPSO-
based  PPG  algorithm,  but  the  path  length  acquired  by
BERRT  and  SAS-RRT  algorithms  are  not  the  shortest.
The path planning results are shown in Fig. 12, it is obvi-
ous that the proposed IBats-based PPG algorithm and the
IPSO-based PPG algorithm can get the almost same plan-
ning  results,  compared  with  the  classical  RRT,  BERRT,
SAS-RRT  and  RRT  star  algorithm,  the  proposed  algo-
rithms can get the shortest path. 

Table 3    Statistical results

Algorithm Path length/km Number of nodes Simulation time/s

IBats-based PPG 43.54 1 3.16

IPSO-based PPG 43.22 1 4.87

RRT 61.58 38 3.24

BERRT 61.11 41 2.77

SAS-RRT 62.53 36 2.86

RRT star 45.93 8 5.19
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As  a  conclusion,  the  swarm  intelligence-based  path
point  generation  idea  is  effective,  here  both  IBats  algo-
rithm  and  IPSO  algorithm  are  applied  to  solve  the  path
planning problem, and the shortest path is obtained within
acceptable  computation  time.  It  is  worth  noting  that  this
paper provides a scalable platform, interested readers can
apply other swarm intelligence algorithms to generate the
path of UAV.

 6.2    Simulation for SEAD task

 6.2.1    Parameters description of SEAD task

40 km × 40 km
As  depicted  in Fig.  13,  the  SEAD  task  scenario  is  a
square area whose size is . There are four
targets,  eight  UAVs and  20  threats  scattered  in  this  sce-
nario. The basic attributes of the four targets are given in
Table  4.  The  attributes  of  the  eight-UAVs  are  given  in

Table 5. The fundamental parameters of the 20 threats are
given in Table 6.  The SEAD task assignment solution is
pre-fixed in Table 7, U1 and U2 are used to attack Tar1,
U3  and  U4  are  used  to  attack  Tar2,  U5,  U6  and  U7  are
used to attack Tar3, U8 are used to attack Tar 4.
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Fig. 13    SEAD task scenario
 
 

Table 4    Parameters of targets

Parameter
Target code

Target1 Target2 Target3 Target4
Location/km (25,21) (17,22) (17.9,16.1) (23,16)

Attack radius/km 1.5 1.2 1.2 1.2
Requirement 2 2 3 1

 
 

Table 5    Parameters of UAVs

Parameter
UAV code

U1 U2 U3 U4 U5 U6 U7 U8
Initial location/km (36,29) (32,35) (10,37.5) (2.2,36.2) (2,12) (7,3) (25,2) (37.5,3.7)
Turning rate/(rad/s) 0.1 0.1 0.1 0.1 0.1 0.1 0.1 0.1
Speed range/(m/s) [50,80] [40,70] [65,85] [40,80] [45,75] [45,75] [35,70] [45,75]

 
 

Table 6    Parameters of threats

Parameter
Threat code

Thr1 Thr2 Thr3 Thr4 Thr5 Thr6 Thr7
Location/km (32,32) (23,35) (32,27) (22,30) (4.5,35) (7.5,30) (15.7,29)
Shape code 3 2 2 2 3 3 2

Size/km 1/4 3 2.3 1.8/2.7 0.8/4.8 1/3 2
Azimuth/(°) 0 90 0 0 90 0 60

Parameter
Threat code

Thr8 Thr9 Thr10 Thr11 Thr12 Thr13 Thr14
Location/km (17,26) (16,35) (4.5,23) (10,20) (8,13) (10,7) (18,7)
Shape code 3 2 1 3 2 2 3

Size/km 0.8/2.4 2 6 1.2/3.6 2.5 2 1.8/2.7
Azimuth/(°) 0 0 0 0 45 0 0

Parameter
Threat code

Thr15 Thr16 Thr17 Thr18 Thr19 Thr20
Location/km (25,5) (15,3) (33,8) (32,17) (25.5,11.5) (25,20)
Shape code 1 3 3 3 2 1

Size/km 4.5 1/1.5 1.5/3 1/2.5 2 2.8
Azimuth/(°) 0 0 90 0 −40 120
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Table 7    Task assignment

UAV code Execution target Location/km Terminal angel/(°)

U1 Tar1 (26.4,21.4) 15

U2 Tar1 (24.3,22.3) 120

U3 Tar2 (16.4,23) 120

U4 Tar2 (16.4,21) −120

U5 Tar3 (17.4,17) 120

U6 Tar3 (17.4,15) −120

U7 Tar3 (19.2,15.8) −10

U8 Tar4 (24.2,15.8) −10

 
The  combat  purpose  of  the  8-UAVs  is  to  realize  the

combat situation suppression against the hostile 4-targets
based on the cooperative rendezvous, in other words, the
common goal of UAVs swarm is to arrive the respective
pre-designated locations at the same time in order to per-

form  synchronous  attack  task.  The  next  experiments
including  path  points  generation,  path  smoothing  and
cooperative  rendezvous  are  conducted  and  relevant
results are analyzed in detail to prove the effectiveness of
our works.

 6.2.2    PPG simulation

In  order  to  prove  the  effectiveness  of  the  proposed  SI-
PPG algorithm, here IBats-PPG algorithm and IPSO-PPG
algorithm are implemented to generate the shortest paths
for  the  8-UAVs  respectively.  The  experimental  result
based  on  the  IBats-PPG  algorithm  is  depicted  in
Fig. 14(a), and the experimental result based on the IPSO-
PPG algorithm is depicted in Fig. 14(b), it is clear that the
planned  paths  for  the  8-UAVs  are  available,  conse-
quently,  we  can  get  a  conclusion  that  both  IBats-PPG
algorithm and IPSO-PPG algorithm can be used to solve
the path planning problem.
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Fig. 14    Generated path segments
 

Thirty  experiments  are  conducted  to  calculate  the  sta-
tistical  average  results  of  fitness  value  and  simulation
time, the results are depicted in Fig. 15 and Fig. 16. The
fitness  value  stands  for  the  path  length,  according  to
Fig.  15,  we  can  get  the  optimal  search  results  based  on
the IBats-PPG algorithm and IPSO-PPG algorithm. Obvi-
ously,  the mean simulation time of  IBats-PPG algorithm
and  IPSO-PPG  algorithm  are  distinctive  according  to
Fig.  16,  the  simulation  time  of  IBats-PPG  algorithm  is
less  than  that  of  IPSO-PPG  algorithm,  consequently  the
IBats-PPG algorithm has a wider application especially in
the high real-time occasion compared with the IPSO-PPG
algorithm.  In  addition,  IBats  and  IPSO  algorithm  are
applied successfully, which indicates that the proposed SI-
PPG  algorithm  is  extendable.  Interested  researchers  can
try  different  swarm intelligence  optimization  algorithms,
such as ACO and GA.
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 6.2.3    Path smoothing simulation

According to the path planning results generated by IBats-
PPG algorithm and IPSO-PPG algorithm,  and the  termi-
nal  angle  constraint  and  maneuverability  constraint  are
taken  into  consideration,  the  smoothed  paths  based  on
Dubins curve are presented in Fig. 17 and Fig. 18.
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Focusing on U1, U8 and U5, the Dubins paths of these
three UAVs are enlarged in the vicinity of threats (Thr3,
Thr12,  Thr17),  it  is  distinct  that  the  smoothed  flyable
paths  satisfy  threat  avoidance  constraint.  The  enlarged
figure  of  U4’s flight  path  nearby  the  Tar2  depicts  that,
based on Dubins curve,  we can effectively deal  with the
terminal  angle  constraint  and  maneuverability  constraint
and get the flyable flight path.

 6.2.4    Cooperative rendezvous simulation

Here  the  paths  generated  by  IBats-PPG  algorithm  are
used  for  cooperative  rendezvous  simulation  in  order  to
reduce  the  unnecessary  repetition.  The  cooperative  ren-
dezvous messages including maneuver ways and maneu-
ver  times  are  calculated  and  depicted  in Table  8.  The
DPL  of  each  UAV  listed  in Table  8 is  computed  at  the
maximal flight speed, which ensures the maneuverability
constraint can be satisfied.
 

Table 8    Cooperation rendezvous information

Item U1 U2 U3 U4 U5 U6 U7 U8

DPL/
km 12.615 15.591 15.885 22.32816.79716.30215.74418.855

Control
way Path Speed Path Speed Speed Speed Speed Speed

Maneuver
distance/

km
1.340 − 2.26 − − − − −

Maneuver
strategy Detouring − Circling − − − − −

Maneuver
times 1 − 1 − − − − −

 
According  to  the  DPL  and  flight  speed  ranges  of

UAVs, the flight time region, the maximal flight time, the
minimal flight time and ETA of UAVs swarm can be cal-
culated, which are shown in Fig. 19. It is obvious that the
minimal  flight  time  of  U4  is  regarded  as  the  ETA  of
UAVs swarm, which is 279.101 s.  In addition, the flight
time regions of U2, U5, U6, U7 and U8 contain the ETA,
consequently, the cooperative rendezvous of these UAVs
can be realized based on speed control.  Even though U1
and U3 fly at  the minimal speed, their  flight time is less
than  the  ETA,  so  the  cooperative  rendezvous  of  U1  and
U3 cannot be realized based on speed control, which indi-
cates that realizing complex and complicated rendezvous
task  based on speed control  is  limited  because  the  flight
speed  range  of  UAV is  bounded.  This  is  the  reason  that
why we study both speed control  and flight  path control
to achieve cooperative rendezvous in this paper.
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Fig. 19    Flight time and ETA
 

σ σ = 4πrUi ,max
/
5 = 2.01

σ = 4πrUi ,max
/
5 = 2.14

Here U1 and U3 should adopt flight path control stra-
tegy  to  realize  the  rendezvous  goal.  To  be  specific,  the
maneuver  distance of  U1 is  1.34 km and the fixed para-
meter  is  easy  to  get,  km,  the
detouring maneuver times of U1 can be determined, that
is to say, U1 can realize the rendezvous purpose based on
once detouring maneuver.  In  terms of  U3,  the  maneuver
distance of U3 is 2.26 km and  km,
the circling maneuver times is acquired according to (21)
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and (22), U3 can realize the rendezvous purpose based on
once circling maneuver.

kd 2πrUi ,max

After  the  cooperation  rendezvous,  the  flight  speed  of
each UAV is shown in Fig. 20, the DLPs before the ren-
dezvous and after the rendezvous are depicted in Fig. 21.
It  is  clear  that  the  flight  speed  of  each  UAV  meets  the
flight  speed  range  constraint,  to  be  specific,  the  flight
speed of U4 is 80 m/s while the DLP of U4 is 22.328 km,
so the flight time of U4 is 279.101 s which is regarded as
the ETA of multi-UAVs. The flight speed of U1 keeping
the  minimum  and  detouring  maneuver  is  applied  to
increase the flight distance in order to realize the coopera-
tive  rendezvous.  The  actual  increased  flight  distance  of
U3 is 5.341 km, which is the product of  and ,
consequently, the flight speed of U3 is updated after cir-
cling maneuver according to (24), and the flight speed of
U3 satisfies the flight speed constraint.
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Fig. 20    Actual flight speed of each UAV
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Fig.  21      DPLs  before  rendezvous  design  and  after  rendezvous
design
 

The  flight  path  of  each  UAV  after  the  design  of
cooperative  rendezvous  is  shown  in Fig.  22,  the  flight
paths of U2, U4, U5, U6, U7 and U8 depicted in Fig. 22
are exactly the same with that depicted in Fig. 17, the rea-
son  is  that  those  UAVs  can  realize  cooperation  ren-
dezvous  based  on  speed  control.  The  flight  path  of  U1
depicted  in Fig.  22 is  obviously  different  with  that
depicted in Fig. 17 due to the detouring maneuver. Simi-

larly,  the  flight  path  of  U3  depicted  in Fig.  22 is  obvi-
ously different with that depicted in Fig. 17 due to the cir-
cling maneuver.
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Fig. 22    Flight path after maneuver
 

The absolute value of the difference between the ETA
of  each  UAV  before  rendezvous  and  that  after  ren-
dezvous is called absolute ETA error, which is shown in
Fig. 23. The maximal value of the absolute ETA error is
0.002 5 s,  which  is  negligible.  In  other  words,  all  UAVs
can  arrive  at  the  pre-designated  locations  almost  at  the
same  time,  both  speed  control  strategy  and  flight  path
control strategy can support the purpose of realizing com-
bat  situation  suppression  based  on  the  cooperative  ren-
dezvous. In addition, the proposed decoupling scheme of
circling  maneuver  and  detouring  maneuver  is  proved  to
be practicable.
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Fig. 23    Absolute ETA error
 

 7. Conclusions
To  realize  situation  suppression  against  the  enemy,  the
multi-UAVs  cooperative  path  planning  problems  are
studied in this paper,  the major conclusions can be sum-
marized as follows.

(i)  The  designed  SI-PPG  algorithm  can  effectively
solve the path planning problem in continuous scenarios,
to  be  specific,  the  IBats-PPG  algorithm  and  IPSO-PPG
algorithm  are  designed  to  generate  the  path  points  for
SEAD  tasks.  That  is  to  say,  the  proposed  SI-PPG  algo-
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rithm  has  wide  scalability,  interested  scholars  can  com-
bine  different  swarm  intelligence  optimization  algo-
rithms  with  the  proposed  algorithm  to  deal  with  path
points generation problem.

(ii)  The flyable flight path based on Dubins curve can
be acquired, which can be effectively utilized to deal with
the  terminal  angle  constraint  and  maneuverability  con-
straint.  The  acquired  paths  allow  UAVs  to  fly  in  actual
combat scenarios, which increases the realizability of the
planned scheme.

(iii)  The  flight  speed  control  strategy  and  flight  path
control  strategy  are  introduced,  and  the  decoupling
scheme of  circling  maneuver  and  detouring  maneuver  is
designed,  the simulation results  for  SEAD tasks indicate
that the cooperative rendezvous strategy designed in this
paper  can  realize  the  situation  suppression  against  the
enemy.

This paper defines three threat regions, including equi-
lateral triangle, circle and ellipse, which have some limi-
tations.  In  the  follow-up  research,  we  should  consider
how to avoid the threat region of arbitrary shape.
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