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Abstract: This paper presents a neighborhood optimal trajec-
tory online correction algorithm considering terminal time varia-
tion, and investigates its application range. Firstly, the motion
model of midcourse guidance is established, and the online tra-
jectory correction-regenerating strategy is introduced. Secondly,
based on the neighborhood optimal control theory, a neighbor-
hood optimal trajectory online correction algorithm considering
the terminal time variation is proposed by adding the considera-
tion of terminal time variation to the traditional neighborhood
optimal trajectory correction method. Thirdly, the Monte Carlo
simulation method is used to analyze the application range of
the algorithm, which provides a basis for the division of applica-
tion domain of the online correction algorithm and the online
regeneration algorithm of midcourse guidance trajectory. Finally,
the simulation results show that the algorithm has high real-time
performance, and the online correction trajectory can meet the
requirements of terminal constraint change. The application
range of the algorithm is obtained through Monte Carlo simula-
tion.
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1. Introduction

In the mid-guidance flight of interceptor missile, affected
by target maneuvering, trajectory online optimization is
required to ensure that the end state of interceptor missile
meets the optimality index and the changed terminal con-
straint conditions [1-3]. At present, trajectory online
optimization can be categorized into online correction
and online regeneration [4—7]. Online trajectory correc-
tion is based on the datum optimal trajectory data, and the
state quantity can be modified online in its neighborhood,
which saves time and improves efficiency effectively
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without large-scale reoptimization of control quantity.
Online trajectory regeneration can well consider the pro-
cess constraints and meet the adjusted terminal con-
straints. However, it requires high efficiency and accu-
racy of the algorithm, and generally used for large range
maneuvering targets. The two methods have their own
advantages and disadvantages, and it is worth consider-
ing how to effectively combine them to form a reason-
able online trajectory optimization strategy.

This paper mainly studies the content of online trajec-
tory correction. Mondal et al. [8,9] and Guo et al. [10]
used the model predictive control theory to study the tra-
jectory online correction problem. This method continu-
ously corrects the control quantity based on the iterative
idea until the error meets the accuracy requirements and
the solution rate is greatly improved. However, due to the
lack of numerical optimization process, the modified tra-
jectory cannot guarantee the optimality. Lei et al. [11]
applied the optimization theory to solve the midcourse
guidance trajectory correction problem, and put forward
the trajectory optimal correction algorithm. Although it
ensures the second-order optimality of the corrected tra-
jectory, it lacks effectiveness. In addition, the optimal tra-
jectory correction algorithm designed based on the neigh-
borhood optimal control theory is a relatively mature
online trajectory correction algorithm. Mauro et al.
[12,13] used the neighborhood optimal guidance method
to solve the problem of lunar trajectory injection and
transfer. Zheng et al. [14], from a geometric point of
view, presentd a parametric approach to establish the
neighboring optimal control for the problem of fixed-time
multi-burn orbital transfer. Based on the improvement of
neighborhood optimal control theory, Zhou et al. [15,16]
and Li et al. [17] proposed a midcourse guidance trajec-
tory correction method for intercepting hypersonic
weapons. It not only avoids the disadvantage that the tra-
ditional optimization method abandons the benchmark
optimal trajectory data for large-scale optimization, effec-
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tively improves the solution efficiency, but also meets the
second-order optimality conditions and has high calcula-
tion accuracy. However, the above methods do not estab-
lish the consideration of the application range of the cor-
rection method. If the target maneuvers in a large range,
it is likely that the correction trajectory cannot meet the
process constraints and the changed terminal constraints,
resulting in the failure of interception. In other words, the
neighborhood optimal trajectory correction method is
effective only within its correction range.

Through the above analysis, the online trajectory cor-
rection and regeneration strategy is designed by combin-
ing the online trajectory correction and online regenera-
tion. A neighborhood optimal trajectory online correc-
tion algorithm considering terminal time change is pro-
posed. Based on the traditional neighborhood optimal tra-
jectory correction method, the algorithm increases the
consideration of terminal time change and solves the
problem of trajectory online correction. At the same time,
the application range of the algorithm is studied, and the
relevant conclusions of the application range are obtained
through Monte Carlo simulation analysis, which can pro-
vide a basis for the division of application domain of
online correction algorithm and online regeneration algo-
rithm of midcourse guidance trajectory.

2. Trajectory online correction regeneration
strategy

The traditional interception method requires the intercep-
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tor to adjust the flight state in real time according
to the instructions of the guidance law, which is not suit-
able for intercepting high maneuverability targets. At
present, the commonly used midcourse guidance trajec-
tory planning method based on the predicted hit area
makes the trajectory break away from the limitation of
the guidance law and avoid the interceptor consuming too
much energy due to adjusting the trajectory. It has cer-
tain feasibility, but this method requires the real-time
tracking and prediction technology of the target trajec-
tory. As the premise of interceptor midcourse guidance
trajectory planning, trajectory prediction technology has
become increasingly mature [18,19]. An assumption is
given as follows:

Hypothesis 1 The target can be tracked accurately,
and the accuracy of predicting the shift handover point is
reasonable.

2.1 Strategy design

Based on Hypothesis 1, the ground command station can
calculate the optimal trajectory of the midcourse gui-
dance benchmark before the launch of the interceptor,
and import the data into the missile borne computer.
Because the high sound intensity maneuvering target has
a wide range of maneuverability, only planning the off-
line optimal trajectory of the interceptor cannot meet the
interception requirements. Therefore, this paper designs
the online trajectory correction regeneration strategy of
midcourse guidance, as shown in Fig. 1.
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Fig. 1 Trajectory online correction regeneration strategy
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Firstly, the midcourse guidance trajectory optimization
problem of interceptor is a nonlinear, multi-constraint,
and multi-objective optimal control problem. Using the
optimization algorithm to solve the benchmark optimal
trajectory not only needs to meet the terminal and pro-
cess constraints, but also needs to have more accurate
algorithm accuracy to make the trajectory optimal. When
the target maneuver leads to a small change in the pre-
dicted shift handover point, the trajectory correction algo-
rithm needs to solve the control correction quantity on the
basis of the benchmark optimal trajectory, so that the cor-
rected trajectory still meets the new terminal constraints
and the original process constraints. However, the trajec-
tory correction algorithm cannot be established under any
conditions, and it should have a certain range of solution
adaptability. When the target maneuvers in a large range,
resulting in the change of the predicted shift point
exceeding the application range of trajectory correc-
tion, it is difficult for the trajectory correction algorithm
to meet the interception requirements. The regenerated
trajectory planning method needs to be used to quickly
generate the regenerated trajectory according to the new
initial and terminal state conditions, so that the intercep-
tor can still reach the updated predicted shift point to
complete the shift handover of intermediate and terminal
guidance.

2.2 Motion model construction

When entering the midcourse guidance phase, the rocket
booster has completed the boost task and disengaged, and
the interceptor glides without power. In order to facilitate
the research, the assumptions are as follows.

Hypothesis 2 The interceptor is only affected by aero-
dynamic force and gravity in the middle guidance phase.

Hypothesis 3 According to the concept of “instanta-
neous balance”, the interceptor is analyzed in the form of
“controllable particle”.

Hypothesis 4 The Earth is a uniform sphere, and the
effects of the Earth’s oblateness and rotation are not con-
sidered.

According to the above assumptions, the simplified
motion model of the interceptor’s midcourse guidance
phase is

h =vsin, (1)
z=vcosfsiny,, 2)
X =vcosfcosy,, 3)
\'/:—Q—gsiné, 4)

m

g_Lcoscr gcosf vcosl

5

my y h+r,’ ©)
. Lsino

o= —0, (6)
mvcos6

where h, z, x is the position coordinate of interceptor
centroid under the northeast sky coordinate; v is the
velocity of interceptor; 6 is the trajectory inclination
angle; i, is the trajectory deflection angle; m is the inter-
ceptor mass; o is the angles of bank; r, is the radius of
the Earth and its value is 6371.2 km; g is the gravita-
tional acceleration; D and L are drag and lift respec-
tively. g, D, L are expressed as

2
v,
8 go(re +h) 5 (7)
D =0.5p"CpS, (3
L=0.50vC,S, 9)

where g, is the gravitational acceleration of the sea level,
and its value is 9.81 m/s”. S is the reference area of inter-
ceptor. p is the air density. Cp, and C; are the drag coeffi-
cient and lift coefficient respectively. p, Cp, C, are
expressed as

Cp=0.012-0.01a +0.607, (10)
C, =-0.04+0.8c, (11)
p=poe, (12)

where « is the angle of attack; p, is the atmospheric den-
sity at the sea level, and its value is 1.226 kg/m3; H is the
reference height, and its value is 7254.24 m.

3. Neighborhood optimal trajectory correc-
tion algorithm considering terminal time
variation

3.1 Algorithm design

Based on Pontryagin’s minimum principle, the first-order
necessary conditions for optimal control are derived, and
the covariate variable with the same dimension as the
state variables is introduced to construct the Hamiltonian
equation

H=A"f (13)
where A indicates that the covariate variable and is de-
noted by A=[2,, 4., 1., Ay, A, /L,,‘]T; f indicates that the

, ST
state equation and is denoted by f = [h, z,x V, 0, lﬁv] .
The optimization index in this paper is J = ... The ter-
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minal constraints are introduced into the optimality index
to obtain an expanded optimization index J’ as follows:

I=p+v"y

(14)

where ¢ is an end value index; v indicates that Lagrange
multiplier and is denoted by v = [vy, v,, v, Ve, vy, 175 ¥
indicates that the terminal constraint and is denoted by

Y=[h-h; z—z; x—x; 0-0; ¥,— ;1" =0.

(15)

Then the necessary conditions to minimize the perfor-
mance index under the terminal constraints can be

expressed as

{x: 0H/ 04
A=—-0H/dx
0H/0u=0,

Aty) = —(0¢p/ 0x +v' 0y/ 0x),-,,

Y(x(1y)) = 0.

(16)

(17

(18)

(19)

In addition, due to the free time of the terminal, the

cross-sectional conditions need to be added,

H(t;)+(0¢p/ 0t +v"0y/ 0x),,, = 0.

(20)

Through the secondary variation of (16) and (19), the

following is obtained:

ox = 0°H ox + 0°H ou
T 0Adx 040u

. 0H_ o°H 0°H
0= =5 %~ 501t Twou™
02H 0H _ 0°H
= 2uwox " owat o
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6/l(tf)_[( +7 52 )6x+ axé +
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(8x8t ey
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(22)

(23)
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(25)
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_| %y oy oy
oy (x(17)) = [ ox dx+( o7 + 5x )&}H/. (26)
If 82H/du” is nonsingular in the whole process, the

control correction du can be obtained by changing (22):

0°H\™'( O°H O°H
= . 2
ou (auz) (8u8x6x+ 8u8/16/l) @7)
Substitute (23) into (21) and (22):
6% = Adx — BA, (28)
61=-Céx—A"62, (29)
_ OH _ 0°H (0°H\' 0°H
T 0A0x  0A0u\ 0u? ) Oudx
2 277\l 42
B 0°H (0°H\ 0°H (30)
0A0u\ 0u? ) OuoAd
c. OH_OH(0H\" 0°H
T 0x2 OxOu\ 0w? ) Oudx

By (24), (25), and (26), 64 and 6y can be expressed as
linear expressions about dx, év, and 6t;.

oA = 80x + Rov + mot,

Sy = R"6x + Qv + nét,
0=m"6x +n"6v+adt;

1)

where S, R, Q, m, n, and a are introduced time-varying
matrices. Derivation of (31) is as follows:

64 = §6x + S6x + Rov + st

0= R"6x +R"5x +Q6v + indt; . (32)
0 = ri"6x + m"6x + A" 6v + ast,
Substitute (31) into (28) and (29):
6% = (A - BS)6x — (BR)6v — Bmét,, (33)
5d=—(C+A"S)ox— A"Rov—ATmst;.  (34)

Substitute (33) and (34) into (32):
1= ($+SA -SBS)ox +(R—SBR)6v + (ih— SBm)st,
0=(R"+R"A-R"BS)ox+(Q— R"BR)ov+
(it~ R"Bm)ot,
0 = (" +m"' A~ m'BS)ox + (i" - m' BR) ov+

(@—m"Bm)st,
(35)
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The dynamic differential equations of S, R, Q, m, n,

a can be obtained by using (24)—(26), (33)—(35):

S=SBS-SA-A"S-C
R=SBR-A"R
0=RBR 6
m=SBm-A"m

=R"Bm
a&=m'Bm

The terminal values of S, R, @, m, n and « are

O M)

2
ax t+t,

R(ty) = ( 2f)m,

Q(t)=0

z 62¢ 32.// .
m(ty) = xat 3x8t+(ax2 4 0x? )x /l)m/-

(5 (5,
o0 L 0%y ¢ L 0
(_ i Z(atax Y 8tax) "

JEREE

The values of S, R, Q, m, n, and « in the whole pro-
cess can be obtained by inversely integrating (36) with
(37). Then v and terminal time change value 6t; in the
whole process are solved:

n(ty)

a(ty)

=

ov = (Q —na™ nT) ((51/1 - (RT —na™! mT) 6x), (398)

5ty = (a"]nT

a/'lmT)6x—0flnT (Q—na"lnT) Y. (39)

(Q —na™ nT) (RT —na™! mT) -

Substitute (38) and (39) into (31):
o= ((ma"1 n' - R) (Q —na' nT) (R - na"lmT) +
S - ma’lmT) ox + (R -ma’ T) (Q na nT)i1 op. (40)

Substitute (40) into (27) to obtain the control amount
correction value under the condition of terminal time
freedom:
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sz [OH M H L OH ((mn"
w2 Oudx 0uold a
1 T T
( nm ) (RT_nm )+S_mm ])6x+
a a

0’H mn nt\"!
aufu( )(Q‘_) 5‘”)‘ @D

In addition, the ratio b is obtained by comparing the
corrected terminal time with the terminal time of the refe-
rence optimal trajectory 7;:

ty+0t;

Iy

b= (42)

Then the corrected instruction time step is obtained:
At = DAY (43)

where Ar* is the command time step of the benchmark
optimal trajectory.

The proof of neighborhood optimal control theory can
be found in [20—22], which is not repeated here.

3.2 Simulation verification

In order to verify the effectiveness of the neighborhood
optimal correction algorithm considering the change of
terminal time to solve the problem of trajectory online
correction, the following digital simulation experiments
are carried out. The reference optimal trajectory in the
simulation is obtained by convex optimization method
[23,24], the boundary conditions of the guidance section
of the interceptor are shown in Table 1, where “max” rep-
resents the optimal value of terminal velocity (i.e., the
maximum value).

Table 1 Boundary conditions of interceptor midcourse guidance
section
Parameter Value Parameter Value
xy/km 0 x ;/km 338
y/km 70 v s/km 30
zy/km 0 z ;/km 10
vy/(km's ) 3 v ,-/(km*sil) max
60/(°) 2 07/(%) 0
Y0 /(%) 1 AT) 0

It is assumed that the target maneuver leads to the
change of the new predicted shift handover point (338 km,
31 km, 10.5 km). The neighborhood optimal correction
algorithm considering the change of terminal time is used
for correction simulation, and compared with the convex
optimization method. The simulation results are given in
Fig. 2 and Table 2.



1058 Journal of Systems Engineering and Electronics Vol. 34, No. 4, August 2023
3080
<10¢ 3060
7 3040
3020
6 N
» 3000
g5 E 2980}
=4 2960 ~20%0 [
2 L 82937
3 10 2 940 s30T~
1 2920+ P00
20 z/m 2900 " Times
0.5 0 - - 3 .
LO 15 20 25 30 35 <10 0 20 40 60 80 100 120
x/m Time/s
(a) Trajectory curve (b) Velocity curve
30 30
20+ E 20 +
03
10} ol 1 10+
= S Tob— R
o -0.1 | N . T~
<\b 0 N 2 \\q"b \\1’1\ \\’\;b % 0
Time/s 0.1
-10f ] -10} )
202
—20} ] 20} o
RO
30 X X X X X 30 X X X TI.mC/S X
0 20 40 60 80 100 120 0 20 40 60 80 100 120
Time/s Time/s
(c) Trajectory inclination angle curve (d) Trajectory deflection angle curve
30 \/
25§ E
20 + E
<15t . 3
S S
10 ¢ E
5t ]
0 : : . . - —80 . . . . .
0 20 40 60 80 100 120 0 20 40 60 80 100 120
Time/s Time/s
(e) Angle of attack curve () Angles of bank curve
— : Reference optimal trajectory; — : Neighborhood correction trajectory; — : Convex optimal trajectory; — : Maximum constraint.
o : Original forecast shift handover point; o : New forecast shift handover point.
Fig.2 Comparison of simulation results
Table2 Comparison of terminal state simulation results
Method x/km h/km z/km v/(m-s~) 0/(°) Uy /(%) Simulation time/s
Convex optimization method 338 31 10.5 2938.6 0 0 7.59
Neighborhood correction algorithm 338 30.9 10.6 2935.6 0.2 -0.2 0.26

Fig. 2 (a) shows the three-dimensional trajectory curve.
It can be seen that the neighborhood correction trajectory
is similar to the convex optimization trajectory, and the
trajectory is relatively smooth, which conforms to the
new prediction handover point constraint and proves the
rationality of the correction trajectory generated by the
algorithm in this paper. Fig. 2(b) shows the speed change

trend. It can be seen that the modified terminal speed is
very close to the optimization result of the convex opti-
mization method, which proves that the algorithm in this
paper has certain optimization. In Fig. 2(c) and Fig. 2(d),
the error between the trajectory inclination angle and tra-
jectory deflection angle of neighborhood correction tra-
jectory at the end is very small and can be ignored. In
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Fig. 2(e) and Fig. 2(f), the control amount of neighbor-
hood correction trajectory fluctuates obviously in the
early stage, and the change trend in the later stage gradu-
ally moves closer to the convex optimization trajectory,
because the change amount of terminal constraint will
affect the correction amount of control amount at the ini-
tial time through feedback, and the correction amount of
control amount will decrease with the decrease of termi-
nal error value.

Table 2 shows the terminal state of neighborhood cor-
rection trajectory and convex optimization trajectory. It
can be seen that the gap between them is very small, and
the simulation time of the neighborhood correction algo-
rithm is only 0.26 s, which is much less time-consuming
than the convex optimization method. It proves that this
algorithm has the ability of online real-time correction.

4. Application range of algorithm
4.1 Application range calculation

The algorithm introduced in Section 3 can obtain the
neighborhood optimal correction trajectory considering
the change of terminal time. However, the algorithm can-
not meet the ballistic requirements in any case, first, suf-
ficient conditions (0°Ha/0u*>>0, @>0, and
S—RQ'R"C is a finite matrix) must be satisfied; se-
condly, through the analysis of (36)—(41), it is concluded
that under the condition of unchanged initial conditions,
the neighborhood optimal trajectory correction algorithm
is effective only if the change of terminal constraint 6y is
controlled within a certain range:

6’7[’min < &// < &pmax' (44)

The upper and lower limits of (44) derived directly
from (36)—(41) are very complex, and it is difficult to
obtain its accurate value. Therefore, this paper adopts the
Monte Carlo simulation method to analyze the applica-
tion range of the neighborhood optimal trajectory online
correction algorithm.

The analysis of the reference optimal trajectory in Sec-
tion 3 shows that the range span of the interceptor in the
middle guidance stage is far beyond the height and the
lateral distance. The impact of target maneuver is mainly
reflected in the deviation of terminal height and lateral
distance. In order to ensure the smooth transition of tra-
jectory in the shift handover stage of middle and terminal
guidance, the terminal angle generally tends to zero.
Therefore, the application range of 6y is mainly the
allowable range of terminal height deviation 64, and ter-
minal lateral distance deviation 6z;.

Meanwhile, in order to check whether the corrected
trajectory meets the interception requirements, the termi-
nal constraint error value is set as follows:

1059
A0, =0} +60, -6, (45)
Ay =+ 0 =g, (46)
Axy = x;+0xp—xp, (47)
Ahy = I +6hy—hy, (48)
Azp =z} +06z; -2, (49)

[= JAx; + AW+ Az, (50)

where (-); represents the terminal state of the benchmark
optimal trajectory, (-); represents the terminal state of the
field correction trajectory, A(-); represents the terminal
state deviation value affected by the target maneuver, and
[ represents the distance deviation value between the
neighborhood correction trajectory terminal and the new
predicted shift handover point.

4.2 Simulation analysis

In order to study the application range of the algorithm
proposed in Section 3, this section uses the algorithm for
trajectory correction and Monte Carlo simulation analy-
sis by changing the terminal constraints and based on the
benchmark optimal trajectory in the third section. The
maximum allowable distance error is 1500 m and the
maximum allowable angle error is 3°.

Simulation scenario 1 Only the terminal height con-
straint is changed, and other terminal constraints remain
unchanged. Taking the original terminal height as the
benchmark, the interval is 100 m, and the deviation 6/,
range is +5 km. The trajectory is corrected by using the
algorithm in this paper, and the Monte Carlo simulation
analysis is carried out. The simulation results are shown
in Fig. 3.
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oh/m
(c) Distance error

— : Trajectory inclination error;
«=+= : Maximum allowable error.

Fig.3 Simulation scenario 1 results

Fig.3(a)andFig. 3(b) showtheerrors oftrajectory inclina-
tion and trajectory deflection angle. It can be seen that
under the condition of only considering the change of
terminal height constraint, the error between the
terminal trajectory inclination and trajectory deflection
angle of corrected trajectory and the changed terminal
constraint is small, which basically meets the require-
ments of trajectory. Fig. 3(c) shows the distance error.
It can be concluded that the distance error value of the
corrected trajectory increases with the increase of the
absolute value of the terminal height constraint change.
Under the limitation of the maximum allowable error, the
application range of this algorithm considering only the
change of terminal height constraint is from —1 000 m to
1200 m.

Simulation scenario 2 Only the terminal lateral con-
straint is changed, and other terminal constraints remain
unchanged. Taking the original terminal lateral as the
benchmark, the interval is 100 m, and the deviation 6z,
range is =5 km. The trajectory is corrected by using the
algorithm in this paper, and the Monte Carlo simulation
analysis is carried out. The simulation results are shown
in Fig. 4.

4
R 1
<
<2t
< 1k

= —_—

S 8 & & O QS 8 O N

ST S T & O ST T &

QL Q0 Q. NSNS NN\

AN NV s
oz;/m
(a) Trajectory inclination error
3
2 p

A, /(%)

1+

0 I I n L "
O ® O & & 9 ©® & & & &
P IS S PSS
/6) 7 b\ 7/ 7/ 7 b‘ C)

oz,/m
(b) Trajectory deflection error

Journal of Systems Engineering and Electronics Vol. 34, No. 4, August 2023

15 000

oz,/m

(c) Distance error

— : Trajectory inclination error;
««=« : Maximum allowable error.

Fig. 4 Simulation scenario 2 results

Fig.4(a)andFig.4(b) show the errors oftrajectory inclina-
tion and trajectory deflection angle. It can be concluded
that under the condition of only considering the change
of terminal lateral constraint, the error value between
the terminal trajectory inclination angle and trajectory
deflection angle of the corrected trajectory and the
changed terminal constraint also almost meets the maxi-
mum allowable error limit. Different from the result of
simulation scenario 1, the change trend of terminal trajec-
tory inclination angle error in this case is opposite to that
of terminal trajectory deflection angle error. Fig. 4(c)
shows the distance error. It can be concluded that the
variation trend of the distance error of the modified tra-
jectory is similar to that of the simulation scenario 1.
Under the limitation of the maximum allowable error,
the algorithm in this paper only considers that the appli-
cation range of the change of terminal deviation con-
straint is from —900 m to 500 m. Compared with the simu-
lation scenario 1, it can be concluded that the change of
terminal deviation constraint has a greater impact on the
modified trajectory than the change of terminal height
constraint.

Simulation scenario 3 Change the terminal height
and deflection constraints at the same time, and other
terminal constraints remain unchanged. Taking the
original terminal height and lateral as the benchmark,
the interval is 100 m, and the deviation 6/, and ¢z, range
are £5 km. The trajectory is corrected by using the algo-
rithm in this paper, and the Monte Carlo simulation ana-
lysis is carried out. The simulation results are shown in
Fig. 5.
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Fig. 5 Simulation scenario 3 results

Fig. 5(a) and Fig. 5(b) show the errors of trajectory
inclination and trajectory deflection angle. It can be con-
cluded that considering the simultaneous change of termi-
nal height constraint and terminal lateral constraint, most
of the error values between the terminal trajectory incli-
nation and trajectory deflection angle of the modified tra-
jectory and the changed terminal constraint are within the
maximum allowable error limit. Combined with the analy-
sis of the results of the first two simulation scenarios, it
can be concluded that within a certain range of terminal
distance, the influence of this algorithm on the terminal
angle error is very small. Fig. 5(c) shows the distance
error. It can be concluded that considering the simultane-
ous change of terminal height constraint and terminal late-
ral constraint, the distance error value of the corrected
trajectory does not simply increase with the increase of
oh, and ¢z,, but presents an elliptical range on the error
plan, as shown in the yellow part of Fig. 5(d). This shows
that when the terminal height constraint and terminal bias
constraint change at the same time, the influence of A,
and 0z; on the accuracy of this algorithm is not linear

superposition.
5. Conclusions

The trajectory online correction-regeneration strategy is
designed to provide a new idea for the research of trajec-
tory online generation. A neighborhood optimal trajec-
tory correction algorithm considering terminal time varia-
tion is studied, and the simulation results show that the
algorithm can effectively solve the problem of trajectory
online correction for small-scale maneuvering of targets.
Through the Monte Carlo simulation experiment of this
algorithm, the adaptability of this algorithm is analyzed,
and the relevant conclusions are as follows.

(1) The online correction algorithm cannot effectively
solve the problem of terminal constraint change caused
by target maneuver in any case, and it has a limited appli-
cation range.

(i) The influence of terminal lateral constraint on the
error of corrected trajectory is greater than that of termi-
nal height constraint.

(iii)) When the terminal lateral constraint and terminal
height constraint change at the same time, there is a func-
tional relationship between them on the error of cor-
rected trajectory

The above conclusions can provide assistance for the
research on the application domain of midcourse trajec-
tory online correction algorithm.
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