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Abstract: Complex  systems  widely  exist  in  nature  and  human
society.  There  are  complex  interactions  between  system  ele-
ments  in  a  complex  system,  and  systems  show  complex  fea-
tures  at  the  macro  level,  such  as  emergence,  self-organization,
uncertainty, and dynamics. These complex features make it diffi-
cult to understand the internal operation mechanism of complex
systems.  Networked  modeling  of  complex  systems  is  a  favor-
able means of understanding complex systems. It  not only rep-
resents complex interactions but also reflects essential attributes
of  complex  systems.  This  paper  summarizes  the  research
progress  of  complex  systems  modeling  and  analysis  from  the
perspective  of  network  science,  including  networked  modeling,
vital node analysis, network invulnerability analysis, network dis-
integration  analysis,  resilience  analysis,  complex  network  link
prediction,  and  the  attacker-defender  game  in  complex  net-
works.  In  addition,  this  paper  presents  some points  of  view on
the  trend  and  focus  of  future  research  on  network  analysis  of
complex systems.
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 1. Introduction
The  complex  system  theory  has  experienced  two  break-
throughs,  which  provide  strong  theoretical  support  for
people to understand complex systems. The achievement
of the first theoretical breakthrough is usually called SCI
theory,  which  specifically  includes  the  systems  theory
[1], cybernetics [2], and information theory [3]. The theo-
retical  achievement  of  the  second  breakthrough  is  usu-
ally called DSC theory, which specifically includes dissi-
pative  structure  theory  [4],  synergetics  [5],  and  catastro-

phe [6]. A system is an organism, which is not a mechani-
cal combination of each component, and it  possesses the
overall  features  that  elements  do  not  have  in  their  iso-
lated state. Complex system [7] is an advanced academic
concept in the field of system science. It was proposed in
the 20th century and gained prominence in the 21st cen-
tury.  A  complex  system  is  composed  of  many  compo-
nents [8], and there are direct or indirect nonlinear inter-
actions  between  the  components.  At  present,  there  is  no
clear  academic  definition  of  complex  systems,  but  com-
plex  systems  share  many unique  features,  such  as  emer-
gence  [9,10],  self-organization,  uncertainty,  and  dyna-
mism.  There  are  many  complex  systems  in  nature  and
human society [11]; for example, the global climate sys-
tem, organisms, the human brain, the power grid, infras-
tructure  systems,  complex  software  and  electronic  sys-
tems,  social  and  economic  organizations,  ecosystems,
cells, and even the universe, can be regarded as complex
systems [12,13].

Complexity means that the behavior of the system can-
not  be  easily  inferred  from  its  attributes.  Therefore,  the
best way to research the features and behavior of a com-
plex system is to represent and analyze the complex sys-
tem through system modeling  [14].  However,  accurately
modeling  a  complex  system  is  difficult  because  of  the
complex interaction between the system and the environ-
ment.  Popular  modeling  methods  for  complex  systems
include the agent-based method [15], meta-model method
[16],  Petri  network  method  [17],  and  system  dynamics
method  [18].  The  agent-based  method  considers  that  a
system  is  composed  of  several  independent  agents,  and
these  agents  can  interact  with  each  other  to  promote  the
spontaneous  behavior  tendency  of  the  system.  These
agents update their state according to internal micro-inter-
actions  and  make  the  macro  state  of  the  system  evolve.
The  meta-model  method  extracts  the  meta  relationships
of each subsystem by obtaining the interaction within the
system, and it summarizes the meta elements with differ-
ent attributes. The meta-model method is a basic method
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for researching complex systems. It is a representation of
the  interactions  within  the  system,  but  it  can only  repre-
sent interactions between simple metadata. The Petri net-
work is a theory concerning dynamic features of the sys-
tem  that  mainly  uses  graphics  to  represent  the  system
structure and is widely used in studies of system science.
The  system  dynamics  method  introduces  the  dynamics
theory  into  the  complex  system.  The  system  dynamics
method  assumes  that  all  kinds  of  systems  have  similar
dynamics  properties.  It  introduces  the  dynamics  theory
into  the  complex  system  and  establishes  the  mathemati-
cal  models.  This  method  can  not  only  effectively  repre-
sent the composition of a complex system but also accu-
rately  depict  the  system  structure.  However,  as  this
method  is  suitable  for  static  modeling  and  cannot  be
dynamically  adjusted  according  to  external  constraints,
the method cannot accurately represent the complexity of
the system.

The  complex  network  theory  [19,20]  provides  a  new
modeling method for complex systems. The complex net-
work is a special kind of network structure that abstracts
elements  in  a  complex  system as  nodes  and  interactions
between elements as edges. Compared with classic meth-
ods,  the  complex  network  method  offers  great  advan-
tages  in  not  only  allowing for  directly  depicting  interac-
tions  between the  elements  of  complex  systems but  also
studying the features of complex systems, such as emer-
gence,  self-organization,  and  nonlinear  dynamics  of  the
network structure [21,22].  The complex network method
can  reveal  the  behavior  and  essential  attributes  of  com-
plex systems, and it has become a mainstream method of
complex system modeling and analysis. In this paper, we
summarize  the  research  progress  of  complex  systems
modeling  and  analysis  from  the  perspective  of  network
science and prospects  for  a  future research direction and
focus.

The paper proceeds as follows. Section 2 reviews a few
basic  concepts  of  networked  modeling  of  complex  sys-
tems. Section 3 discusses vital node analysis of complex
systems.  Section  4  discusses  network  invulnerability
analysis of complex systems. Section 5 provides a discus-
sion  of  network  disintegration  analysis  of  complex  sys-
tems. Section 6 introduces the resilience analysis of com-
plex  systems.  Section  7  demonstrates  the  link  prediction
of  complex  systems.  Section  8  discusses  the  attacker-
defender  game  in  complex  networks.  Section  9  con-
cludes the paper with an outlook on future research.

 2. Networked modeling of complex systems
The  complex  network  provides  an  effective  method  to
model and describe the internal components and relation-
ship  characteristics  of  complex  systems.  By  abstracting

the  elements  in  complex systems as  nodes,  and relation-
ships between nodes as edges, researchers construct inter-
connected complex network models to analyze the inter-
nal  structure  and  explore  the  interactions  between  ele-
ments  in  complex  systems  [23].  The  complex  network
theory  has  been  widely  used  in  research  involving  com-
plex  system  modeling  in  many  fields,  including  natural
resource  systems,  Internet  systems,  transportation  sys-
tems, energy systems, social systems, global climate sys-
tems, and brain neural systems, among others.

According  to  the  practical  characteristics  of  various
fields of application, researchers have used different com-
plex networks to model complex systems, including sim-
ple  networks,  heterogeneous  networks,  multilayer  net-
works,  and  dynamic  networks.  In  the  following,  the
research  on  complex  system  modeling  based  on  various
networks is reviewed.

 2.1    Complex system modeling based on simple
networks

G = (V,E) V (G) = V
E (G) = E

N(N , 0)
V = {v1,v2, · · · ,vn}

E = {e1,e2, · · · ,eW} W
{vi,v j} V

viv j v jvi W ⩽ N(N −1)/2
viv j ∈ E vi

v j

A simple complex network model can be seen as a mathe-
matical graph, which is a set of nodes and edges, usually
represented by , where  represents the
node set and  represents the edge set. If the net-
work contains  nodes,  then the node set  can be
expressed  as .  Similarly,  the  set  of
edges  contains   edges,  and  each
edge is a two-element subset  of the set , which is
generally recorded as  or , where .
When the subset ,  we consider  that  nodes  and

 are  adjacent;  otherwise,  they  are  considered  not  adja-
cent.

In  the  research  involving  complex  system  modeling
based on simple networks, a complex system is generally
regarded  as  a  simple  combination  of  many  interrelated
components.  The  definitions  of  nodes  and  edges  in  the
network are diversified depending on the specific applica-
tion background.

For  example,  Wu  et  al.  [24]  introduced  the  complex
network theory into the modeling of river systems. They
proposed that positions with significant hydraulic charac-
teristics can be regarded as nodes and the routes of rivers
as  the  edges  between  nodes.  Moreover,  they  demon-
strated  through  a  case  study  that  the  complex  network
model  is  feasible  for  the  modeling  and  analysis  of  river
systems.

Another  typical  example  is  gene  regulatory  networks.
Genes in organisms constitute a complex system, and the
mechanism  controlling  gene  expression  is  complicated.
By taking genes as nodes and their interactions as edges,
researchers construct the gene regulatory network, which
entails  powerful  abstractions  of  biological  systems  with
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widespread  and  increasing  applications  in  biomedical
research [25].

Simple  network  modeling  has  been  applied  in  many
fields, including transportation systems [26], communica-
tion  systems  [27],  and  ecosystems  [28],  among  others.
However,  with  the  deepening  of  research,  researchers
found  that  many  complex  systems  in  reality  have  more
complex characteristics, such as heterogeneity, hierarchy,
and  time  variance.  Apparently,  these  characteristics  are
difficult  to  model  with  simple  networks.  Therefore,
researchers have carried out more diversified research on
network  modeling  of  complex  systems,  as  discussed
below.

 2.2    Complex system modeling based on
heterogeneous networks

In  practical  applications,  the  components  and  connec-
tions in complex systems may have different characteris-
tics, while the simple network model will cause inevitable
information  loss  under  these  circumstances.  Compared
with a simple and homogeneous network model, a hetero-
geneous  network  model  involves  specific  information
about  the  attributes  of  nodes  and  edges  that  are  of  great
significance for the modeling, analysis,  and optimization
of complex systems.

G = (V,E)
φ : V → K

ϕ : E→ L v ∈ V
φ (v) ∈ K e ∈ E

ϕ (e) ∈ L
|A| > 1

|L| > 1

As mentioned above, a complex network model can be
abstracted  as  a  graph .  Suppose  there  is  an
entity type mapping function  and an edge type
mapping function . Each entity  belongs to
a  specific  entity  type ,  and  each  edge 
belongs  to  a  specific  relationship  type .  If  the
number  of  entity  types  or  the  number  of  edge
types , the network is regarded as a heterogeneous
network, as shown in Fig. 1.
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Fig. 1    Diagram of a heterogeneous network
 

Taking  the  academic  information  network  as  an  illus-
tration,  there  are  four  types  of  nodes  in  the  network,
namely,  Author  node,  Paper  node,  Journal  node,  and
Term  node.  The  connections  between  different  nodes
have  different  meanings.  There  are  four  types  of  edges,

A→ P
T → P

P→ P P→ V

namely,  papers  published  by  authors  ( ),  papers
containing  terms  ( ),  citations  between  papers
( ), and papers published in a journal ( ) [29].

Here, we give some examples of complex system mo-
deling based on heterogeneous networks to illustrate.

The  combat  system  is  a  typical  heterogeneous  com-
plex  system.  Xing  et  al.  [30]  reviewed  the  research  on
joint  operation  system  modeling  based  on  complex  net-
works. In the combat process, there are different types of
equipment  and  pairwise  operational  relationships.  The
research on modeling combat systems regards the equip-
ment  in  combat  systems  as  nodes  and  the  operational
relationships between equipment as edges. On this basis,
the combination of the OODA (Observe, Orient, Decide,
Act)  combat model  and the complex network theory has
become the main idea underpinning joint combat model-
ing  research.  The  central  idea  is  that  the  basic  combat
process  is  a  loop  composed  of  observe,  orient,  decide,
and act operational entities.

Many other complex systems in reality also have typi-
cal  heterogeneity,  such  as  social  systems,  disease  sys-
tems,  and  ecological  systems.  Heterogeneous  network
models  are  applied  in  many  studies  in  these  fields.  For
example,  Li  et  al.  [31]  built  a  heterogeneous  network
model of social systems for discovering characteristics in
social networks, including centrality and clustering. Letha
et  al.  [32]  provided  a  fractional-order  Ebola  virus  epi-
demic model with delayed immune response in heteroge-
neous  complex  networks.  Bancal  et  al.  [33]  studied  the
dynamical  process  of  the  forest  fire  model  in  heteroge-
neous networks by developing the corresponding hetero-
geneous  mean-field  theory  and  solving  it  in  its  steady
state.

 2.3    Complex system modeling based on
multilayer networks

For  complex  systems  with  hierarchical  characteristics,
simple  network  models  cannot  describe  these  special
properties.  In  comparison,  the  multilayer  network  model
can  describe  the  hierarchical  characteristics  of  complex
systems by separately modeling the internal structure and
inter-layer relationships of each network layer.

M = (G,H) G
H

G n
G = {Gα|α ∈ {1,2, · · · ,n}} Gα = (Nα,Eα)
Nα α

Eα α

The multilayer network model can be expressed as the
set ,  where  denotes  different  network  lay-
ers,  and  denotes  the  inter-layer  edges  between  net-
works. Suppose  contains  single-layer networks, then

,  where .  Node  set
 denotes the nodes in network layer . The intra-layer

edge set  denotes the edges in network layer :

Eα =
{(

N i
α,N

j
α

) ∣∣∣N i
α,N

j
α ∈ Nα; i , j

}
. (1)
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H denotes the inter-layer edges of nodes:

H =
{
Hαβ
∣∣∣α,β ∈ {1,2, · · · ,n};α , β}. (2)

Hαβ Gα
Gβ

 denotes the inter-layer edge set between layers 
and :

Hαβ =
{(

N i
α,N

j
β

) ∣∣∣∣α,β = {1,2,3,4} ;α , β} . (3)

Multilayer  network modeling has been widely used in
the research on modeling and analysis of practical hierar-
chical  complex  systems,  including  the  power  system,
financial  system  and  transportation  industry.  To  effec-
tively  detect  the  vulnerability  of  smart  grids  (electric
power systems), Alonso et al. [34] modeled the smart grid
system  as  a  two-layer  network  model  consisting  of  two
interconnected networks,  that  is,  the physical  power net-
work  model  and  the  information  and  communication
technology (ICT) network model. The hidden interdepen-
dence of power and ICT networks is highlighted, includ-
ing the  interaction  between the  two systems.  Chen et  al.
[35]  built  a  three-layer  weighted  undirected  network  for
Chinese  stock  markets,  which  characterizes  different
forms  of  dependencies  among  financial  time  series  and
considers  the  dependency  types  simultaneously.  In  addi-
tion, obvious clustering features are found in the network.
Yang  et  al.  [36]  built  the  multilayer  network  model  for
the  Chinese  air  transportation  system  and  proposed  a
multilayer-based  passenger  rescheduling  method  and  a
multilayer  cooperation  approach  to  improve  the  effi-
ciency of network traffic under random failures.

 2.4    Complex system modeling based on
temporal networks

The static network is the focus of traditional complex net-
work  research,  but  many  complex  systems  are  highly
dynamic and time-varying in practical applications, and it
is  difficult  for  static  models  to  effectively  describe  the
formation  and  evolution  of  these  networks.  In  addition,
many  practical  applications  pay  special  attention  to  the
temporal  and  dynamic  characteristics  of  complex  sys-
tems,  especially  in  sociology,  infectious  disease,  and
industrial production research, such as rumor spreading in
social systems, disease spreading among people, and cas-
cading failures  of  power  systems.  In  these  cases,  it  is  of
great  significance  to  build  the  temporal  network  model
with  time series  data  and highlight  the  dynamic changes
of  the  network,  which  can  help  in  predicting  the  future
trend of the complex system and provide theoretical sup-
port for decision-makers.

Previous  research  has  proposed  various  temporal  net-
work models for studying the dynamic process of forma-
tion,  generation,  and  development  of  network  topology.
Hanneke  et  al.  [37]  proposed  the  temporal  exponential

random  graph  model  (TERGM),  a  family  of  statistical
models, for studying social network evolution over time.
Jiang et al. [38] proposed a temporal network model, the
nodal attribute-based temporal exponential random graph
model (NATERGM), for dynamic network analysis. The
model  is  used  to  study  the  formation  mechanisms  of
social  media  systems  and  comprehensively  consider  the
impact of network temporal patterns and nodal attributes
interaction  on  the  dynamic  development  of  networks.
Zeno  et  al.  [39]  proposed  a  temporal  graph  generative
model  from  a  higher-order  network  perspective,  using
temporal motifs as building blocks, to study the temporal
transfer between various motifs in time series data of dif-
ferent dynamic networks in reality.

There  are  also  studies  investigating  the  status  transi-
tion of nodes to predict the dynamic evolution and disso-
lution  process  of  networks.  In  a  complex  system  with
many  interconnected  units,  the  behavior  of  an  entity  is
not limited to itself but will lead to a chain change among
its  neighbors  in  the  network  model.  Therefore,  it  is
impossible  to  infer  the  evolution  of  the  whole  system
simply by the attributes and behaviors of a few elements.
Complex network propagation dynamics can describe the
propagation  and  diffusion  between  entities,  and  the  sys-
tem deduction can be effectively carried out to predict the
development  and  evolution  direction  of  the  system.
Specifically, according to the dynamic mechanism of net-
work  propagation,  the  evolution  trend  of  the  existing
complex network structure can be analyzed, and then the
deduction results of the complex system can be obtained.
For example, researchers first set the state space and state
transition  probability  of  nodes  and  then  infer  the  node
state change process according to the network topology to
infer the evolution process of the whole network.

Representative  network  propagation  models  are  epi-
demic dynamics models, such as the susceptible-infected-
susceptible (SIS) and susceptible-infected-recovered (SIR)
models. The SIR model defines the state of individuals as
the  susceptible,  the  infected,  and  the  recovered.  Deter-
mining the transition probability of  various states  allows
for deducing the network propagation and diffusion based
on  the  network  topology.  At  present,  the  epidemic
dynamics  models  are  still  developing[40−42]  and  have
huge  application  value  in  various  fields,  such  as  epi-
demic  control  [43],  public  opinion  control  [44,45],  pro-
duction  safety  control  [46],  and  science  of  science
research [47].

 2.5    Future prospects of complex system modeling

In  the  future,  higher-order  networks  will  become  one  of
the emerging and vital methods for complex system mo-
deling. With the deepening of the research, complex sys-
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tems in practical applications are developing in the direc-
tion  of  more  individuals  and  more  complex  interactions.
Researchers  have  found  that  there  are  complex  interac-
tions  involving  multiple  individuals  in  the  real  system.
Traditional pairwise edges are not suitable for describing
these relationships,  which will  lead to the inapplicability
and  incompleteness  of  system  modeling.  Higher-order
network theory takes the interaction of multiple individu-
als  as  the  basic  modeling  unit  and  can  get  new  insights
into  complex  systems  from  a  higher-order  perspective,
which is getting more research attention and will become
an  important  research  direction  of  complex  system  mo-
deling in the future.

 3. Vital nodes analysis of complex systems
Vital  nodes  of  a  complex  network  are  a  special  kind  of
nodes  that  can  greatly  influence  the  structure  and  func-
tion  of  the  network.  The  precise  identification  of  vital
nodes  in  a  network  can  enable  effective  control  of  the
network  at  minimal  costs,  such  as  facilitating  informa-
tion dissemination,  discovering essential  proteins  in  pro-
tein  networks,  identifying  successful  scientists,  control-
ling the outbreak of epidemics, suppressing the spread of
rumors,  and  preventing  large-scale  network  disruptions.
In  the  era  of  the  information  explosion  and  the  conse-
quent  surge  of  information  load  of  the  system,  how  to
obtain critical information at a lower cost has become an
urgent problem to be solved. Therefore, it is of high theo-
retical  and  practical  significance  to  study  effective  vital
node identification algorithms.

According  to  incomplete  statistics  from  the  Centis-
erver  platform  (https://www.centiserver.org/)  of  Tehran
University  of  Medical  Sciences  [48],  403  algorithms  for
vital node identification have been proposed by previous
authors as of 2021; only articles published in English are
counted.  As  the  principles,  advantages,  and  applicability
of various algorithms are different, there is a need to dif-
ferentiate various types of node identification algorithms.

This section will proceed with the following structure.
First,  classical  single-layer  network  node  identification
algorithms  are  introduced  and  classified.  Second,  new
methods  based  on  classical  algorithm  improvements  are
introduced. Third, the current measures for evaluating the
strengths  and  weaknesses  of  the  algorithm  are  listed.
Finally,  future  research  directions  of  current  vital  node
identification algorithms are proposed.

We  will  introduce  the  development  and  progress  of
node  evaluation  methods  from  simple  to  complex.  This
section  will  proceed  with  the  following  structure.  First,
classical  single-layer  network  node  identification  algo-
rithms  are  introduced  and  classified.  Second,  new meth-
ods based on classical algorithm improvements are intro-

duced.  Third,  the  current  measures  for  evaluating  the
strengths  and  weaknesses  of  the  algorithm  are  listed.
Finally,  future  research  directions  of  current  vital  node
identification algorithms are proposed.

 3.1    Classical vital nodes identification algorithm

The  importance  of  nodes  can  be  viewed  from  two  per-
spectives:  location  in  the  network  and  network  propaga-
tion dynamics [49]. Starting from the topology of the net-
work,  Lü et  al.  classified node importance ranking algo-
rithms  for  single-layer  networks  into  three  categories
according  to  the  number  of  neighbors,  paths,  and  eigen-
vectors of the adjacency matrix of nodes [50].

(i)  Node-neighborhood-based ranking methods are  the
simplest  and  most  intuitive  methods:  degree  centrality
examines the number of direct neighbors of a node [51];
semi-local centrality measure considers information about
the node’s 4-level neighbors [52]; and k-shell decomposi-
tion can be regarded as an extension of degree centrality,
which  defines  the  importance  of  a  node  according  to  its
position  in  the  network,  considering  that  the  closer  the
node is to the core, the more important it is[53]. This type
of  algorithm mainly  examines  local  information  and  has
low time complexity.

(ii)  Path-based  ranking  methods  simulate  the  flow  of
information  in  the  network.  Some  portray  the  global
information  of  the  network  from  propagation,  and  the
corresponding  time  complexity  increases.  For  example,
closeness  centrality  calculates  the  average  distance
between a node and all other nodes in the network as the
average  propagation  time  of  information  in  the  network
[54]; betweenness centrality portrays the importance of a
node  by  the  number  of  shortest  paths  through  the  node
[55];  and  subgraph  centrality  [56]  considers  the  path
through a node as a closed loop, counting the number of
closed  loops  with  the  node  as  the  first  and  the  last,  and
the  smaller  the  path  length  of  the  closed  loop,  the  more
convenient the loop information exchange and the closer
the connection between the nodes, the greater the contri-
bution to the centrality of the node.

(iii) Algorithms that converge with the eigenvectors of
the adjacency matrix due to the iterative process in calcu-
lating  node  centrality  are  summarized  as  eigenvector-
based approaches. The classical PageRank algorithm [57]
is  used to identify the importance of webpages by simu-
lating the process  of  users  browsing webpages online so
that  the  score  of  a  node  increases  along the  access  path,
but  the  random jump  probability  of  a  webpage  needs  to
be  defined.  The  LeaderRank  algorithm  [58]  is  an  adap-
tive  and  parameter-free  algorithm  to  improve  PageRank
to quantify the influence of users. The hyperlink-induced
topic  search  (HITS)  algorithm  [59]  and  the  stochastic
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approach for  link-structure analysis  (SALSA )  algorithm
[60]  consider  the  authority  and  hub  of  a  node  and  that
they influence each other. These algorithms consider not
only the number of node neighbors but also the influence
of  their  quality  on  the  importance  of  nodes  and  are
mainly applicable to directed networks.

There  are  other  ways  to  determine  the  influence  of  a
node from the network function by examining the effect
of  node  contraction  or  removal  on  the  network  function
and thus the influence of the node. For example, the node
shrinkage  method  [61]  entails  shrinking  a  node  and  its
neighboring nodes into a  new node,  and if  the cohesive-
ness of the whole network changes significantly after the
shrinkage,  the  node  is  determined  to  be  important;  resi-
dual  closeness  centrality  [62]  also  evaluates  the  impor-
tance of nodes from the perspective of network functions,
which considers a node as more important  if  its  deletion
makes the network more fragile.

 3.2    Improved vital nodes identification algorithm

Local  information-based  methods  represented  by  degree
centrality are computationally simple but cannot take into
account  the  global  information  of  the  network,  while
global metrics represented by intermediate centrality and
proximity  centrality  can  identify  influential  nodes  but
cannot  be  applied  to  large-scale  networks  due  to  their
computational  complexity.  Therefore,  a  large  number  of
researchers  have  focused  on  obtaining  as  much  local  or
global  information  as  possible  and  reducing  the  time
complexity of the solution as much as possible.

Most of the scholarly research in recent years has been
based  on  network  topology  improvement  metrics.  For
example,  global  structure model  (GSM) [63],  global  and
local  structure  (GLS)  [64],  and  local-and-global  central-
ity  (LGC)  [65],  from  local  information  or  global  struc-
ture,  are  mostly  couplings  of  local  metrics  (node  degree
value or  kernel  number)  and global  metrics  (the  shortest
path  between  nodes)  with  similar  paradigms,  and  the
ranking results are affected by the parameter settings and
network  structure.  Facing  the  problem  that  the  k-shell
decomposition  method  is  not  suitable  for  evaluating
global  information,  Liu  et  al.  proposed  an  improved
k-shell  method  to  evaluate  the  node  propagation  impact
by  considering  the  shortest  distance  between  the  target
node  and  the  set  of  nodes  with  the  highest  k-core  value
[66].  Lü  et  al.  innovatively  proposed  the  H-index  and
proved that the degree of a node, the H-index of a node,
and the kernel degree can represent the initial state, inter-
mediate state, and steady state of the operator function H
during  operation,  respectively,  and  the  H-index  of  all
other  stages  can  likewise  represent  the  importance  of  a
node in a complex network [67]. Chen et al. extracted and

integrated  the  traditional  centrality  index  and  the  propa-
gation  and  proposed  spreading  influence-related  central-
ity as a fusion metric to compensate for the shortcomings
of a single algorithm by extracting and combining the tra-
ditional centrality metric and topological feature informa-
tion  of  spreading  influence  [68].  Dong  et  al.  proposed  a
localized  strategy,  considering  that  global  information  is
usually  only  available  for  the  static  structure  of  the  net-
work,  for  identifying  significant  nodes  without  global
knowledge  of  the  network,  which  nominates  the  set  of
significant  nodes  by  selecting  a  set  of  random  nodes
together  with  a  set  of  nodes  connected  to  these  nodes
through a joint nomination strategy [69]. After Tan et al.
proposed  the  concept  of  network  structural  entropy  (the
ratio  of  the  degree  of  a  network  node  to  the  sum of  the
degree  values  of  all  nodes)  [61],  later  generations
improved  it.  For  instance,  Qiao  et  al.  took  into  account
the  local  influence  and  indirect  influence  of  nodes  and
obtained local power by integrating structural entropy and
interaction frequency entropy,  followed by capturing the
indirect  influence  with  the  help  of  a  two-hop  process  of
propagation [70].

For  weighted  or  directed  networks,  the  adjacency
matrix or Laplace matrix of the network topology can be
resorted  to.  Xu  et  al.  defined  an  adjacency  information
entropy  method  by  drawing  on  the  concept  of  informa-
tion  entropy  in  information  theory  to  identify  important
nodes  in  different  networks  by  considering  the  weights
and orientations of edges in the network, and the expan-
sion  operation  of  the  adjacency  matrix  can  identify
important  nodes  in  different  network  types  (unweighted
and  undirected,  unweighted  and  directed,  weighted  and
undirected  and  weighted  and  directed)  [71].  In  a  direc-
tional  weighted  network,  Liu  used  the  degree  metric  to
characterize  the  importance  of  the  node  itself,  indirectly
reflect  the  importance  of  the  node  relative  to  its  neigh-
bors by defining the node attraction rate and node trans-
fer rate, and calculate the degree, node attraction rate, and
node transfer rate of the node using the entropy method to
obtain  a  comprehensive  evaluation  of  the  node  impor-
tance  metric.  The  algorithm  considers  both  the  weight
values of edges between a node and its neighbors and the
incoming  and  outgoing  strengths  of  its  neighbors  while
taking  into  account  its  importance  and  relative  impor-
tance  to  its  neighbors  [72].  Qi  et  al.  defined  Laplacian
energy  as  the  sum  of  squares  of  the  eigenvalues  of  the
Laplacian matrix of the weighted network G. The impor-
tance or centrality of vertex v is reflected by the decrease
of the Laplacian energy of the network in response to the
deactivation or deletion of vertices in the network [73].

Some  scholars  have  also  used  physical  laws  for
improving node importance identification algorithms. Fei
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et  al.  proposed  an  influential  node  identification  method
based on the inverse-square law, which considers that the
mutual  attraction  between  different  nodes  is  inversely
proportional  to  the  square  of  the  distance  between  two
nodes  and  then  calculates  the  sum  of  the  attraction
between  all  node  pairs  in  the  network  to  determine  the
node  importance  [74].  Similarly,  Ma  et  al.  proposed  a
gravitational  centrality  metric  to  identify  influential  dif-
fusers  in  complex  networks,  inspired  by  the  gravity  for-
mula, using the k-shell value of each node as its mass and
the  shortest  path  distance  between  two  nodes  as  its  dis-
tance [75]. Qiu et al. realized that percolation clusters are
dominated  by  local  connections  in  the  subcritical  phase
and  by  global  connections  in  the  supercritical  phase.  A
competing  percolation  process  based  on  the  Achlioptas
process was proposed to identify important nodes, which
expands  the  possibility  space  of  optimal  solutions  by
exploiting the randomness of the percolation process and
is of importance in practical applications [76].

In  large-scale  networks,  vital  node  identification,  also
called vital node mining, is an NP-hard problem (NP, non-
deterministic  polynomial  time).  In  some  schools  of
thought,  vital  node  identification  is  considered  an  opti-
mization  problem,  and  the  core  idea  is  to  first  establish
the  objective  function  as  the  spread  of  influence,  then
achieve optimization to maximize the influence, and then
identify  vital  nodes.  Some  studies  have  focused  on  con-
nectivity  to  determine  the  set  of  nodes  whose  removal
minimizes  the  network  connectivity  according  to  some
predefined connectivity metrics. Such optimization prob-
lems  can  be  solved  using  exact  solution  algorithms,
greedy  algorithms,  heuristic  algorithms,  reinforcement
learning algorithms, etc [77].

The greedy algorithm is applied primarily to solve top-
k vital nodes with the following idea. First, note that there
are two sets of nodes: the set of vital nodes S, which must
satisfy  the  constraint  |S| ≤ k ,  and  the  set  of  remaining
nodes V\S ,  which  must  have  minimal  pairwise  connecti-
vity.  The  two  sets  are  initialized  and  then  we  iteratively
remove  a  node  from  one  set  and  add  it  to  the  other  set
until the number of removed nodes satisfies |S| ≤ k  [78].
Ren  et  al.  proposed  a  so-called  reverse  greedy  method
based  on  the  greedy  algorithm,  where  the  preference  is
given to the least important nodes to make the size of the
largest  component  in  the  corresponding  induced  sub-
graph as small as possible [79]. Regarding heuristic algo-
rithms, previous authors have explored the application of
simulated  annealing  and  population-based  incremental
learning  methods  for  vital  node  identification  in  large-
scale  networks  [77].  Some  scholars  have  also  grounded
the  optimization  problem in  reducing  the  time  complex-
ity of global node ranking methods. Zhong et al. mapped

the  vital  node  identification  problem  to  an  optimization
problem  based  on  global  information  about  the  network
structure  and proposed an almost  linear  time complexity
confidence propagation and node reinsertion method (via
belief  propagation  and  node  reinsertion)  that  takes  find-
ing  the  minimum  set  of  feedback  vertices  as  the  vital
solution problem [80].

 3.3    Methodology for evaluating ranking results

To  date,  most  of  the  studies  evaluating  node  identifica-
tion algorithms have used network models to evaluate the
effectiveness  of  various  algorithms  [63−65].  One  ap-
proach is to use a network propagation dynamics model,
such  as  the  susceptible  infective  (SI)/SIS/SIR  model,  to
calculate  the  propagation  influence  of  nodes.  The  spe-
cific ideas of the evaluation are as follows. First, the vital
node  identification  method  that  can  best  promote  the
transmission  of  the  “disease”  is  better  if  the  same num-
ber of the most important node group is the initial source
of infection. Second, the vital node identification method
that  can  best  prevent  the  transmission  of  the  disease  is
better  if  the  same  number  of  the  most  important  node
group is the immune group.

There is also an attack method to determine the change
in network performance to establish the importance of the
node  size  [50].  There  are  three  implementation  options.
One  way  is  to  separately  measure  the  network  perfor-
mance when the node is not deleted and the network per-
formance after the node is deleted, and then compare the
difference  between  the  two.  The  greater  the  difference
between the two, the greater the impact of the node on the
network performance, but this also indicates that the more
important  the  node  is,  the  better  the  performance  of  the
identification  method  is.  The  second  way  is  to  set  the
threshold value of  the network performance and observe
the proportion of nodes to be deleted to reach the thresh-
old value. If the proportion of nodes required is smaller, it
means  that  the  nodes  have  a  greater  impact  on  the  net-
work performance and the performance of the identifica-
tion method is better. The third way is to remove nodes in
the network in order of importance until  all  nodes in the
network have been removed, and the result measures the
change in network performance after the individual nodes
are  removed  in  turn.  If  the  change  of  network  perfor-
mance  is  large,  it  means  that  the  nodes  are  more  impor-
tant and that the performance of the identification method
is good.

For  some  special  real  networks,  such  as  citation  net-
works [81], established impact evaluation metrics can be
used as reference values to verify the validity of the algo-
rithm.
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 3.4    Perspectives on vital nodes identification
algorithms

In the future, complex changes to systems and updates to
network  modeling  approaches  will  not  stop.  Vital  node
identification algorithms for  more complex network mo-
deling approaches, such as supernetworks, multilayer net-
works,  and  temporal  networks,  have  been  partially  stu-
died, but there is still considerable room for progress. For
some specific real systems, how to consider specific node
properties or edge properties and then perform vital node
identification  is  also  a  problem that  must  be  considered.
How  to  efficiently  extend  the  recognition  algorithms  of
static  structures  to  dynamic  systems  is  another  real  and
urgent  problem  for  rapidly  changing  complex  systems
that  can  no  longer  be  satisfied  with  the  acquisition  of
static local information only.

 4. Network invulnerability analysis of
complex systems

The  network  in  which  we  live  is  becoming  larger  and
more  complex.  However,  accidents  are  also  becoming
increasingly frequent, which confronts us with a series of
serious problems. At the end of 2015, the power grids in
many regions of Ukraine were attacked by hackers, lead-
ing  to  large-scale  power  outages  in  the  country.  It  was
also the first large-scale power outage event triggered by
information  attacks  in  the  world.  How reliable  are  these
networks?  Will  some  insignificant  potential  accidents
lead  to  the  collapse  of  the  entire  network  system?  Can
these networks function normally in the event  of  serious
natural disasters or sabotage by hostile forces? These are
the  problems  that  the  invulnerability  research  on  com-
plex  networks  must  face.  With  the  rise  of  complex  net-
work  research  as  one  of  the  most  important  research

issues  concerning  complex  networks,  the  invulnerability
of complex networks has become an extremely important
and challenging frontier topic in scientific research [82].

At  present,  invulnerability  has  different  definitions  in
different research fields, but in general, network invulner-
ability  considers  the  network’s ability  to  continue  to
maintain functions after node or edge failures under cer-
tain destruction strategies. This kind of damage may orig-
inate from a random failure within the network or from a
deliberate attack outside the network. To clarify the prob-
lem,  we  give  the  following  definition  of  network  invul-
nerability.
Definition  1　Network  invulnerability  broadly  refers

to  the  network’s ability  to  maintain  its  functions  when
nodes or edges in the network experience natural failures
or are subject to intentional attacks.

There  may be  many factors  that  affect  network  invul-
nerability, such as the reliability of network components,
the  number  of  backups,  the  number  of  tasks  undertaken
by  the  network,  the  routing  strategy  of  the  network,  the
maintenance  and  support  capability  of  the  network,  and
the  efficiency  of  network  operation  and  management.
However, the most fundamental factor affecting network
invulnerability is topology. We can then define it as nar-
row invulnerability.
Definition 2　Network invulnerability narrowly refers

to  the  ability  of  network  topology  to  maintain  connecti-
vity when nodes or edges in the network fail naturally or
are attacked intentionally.

 4.1    Measurement of network invulnerability

Network invulnerability research is mainly based on three
theories: graph theory, statistical physics, and characteris-
tic spectrum. Common metrics in different directions are
shown in Table 1.

 
 

Table 1    Measurement of network invulnerability in three theories

Category Indicator Review

Graph theory

Connectivity
Toughness
Integrity
Tenacity

Scattering number
Coefficient of expansion
Algebraic connectivity

Graph theory-based network invulnerability usually has high
computational complexity. It is unrealistic and unscientific to
measure the invulnerability of complex networks with huge scales
and uncertain connection relationships.

Statistical
physics

Network invulnerability of different attack strategies
Seepage problems in generalized stochastic networks
Network invulnerability with the repair mechanism

Network invulnerability considering degree correlation condition
Network invulnerability of the local world evolution model

While adapting to the current situation of the huge scale of network
complexity, it also greatly expands the vision of the research on the
resistance of complex networks, and relevant achievements are
concentrated in the research fields of network learning, network
propagation, network synchronization, etc.

Characteristic
spectrum

Natural connectivity
Helmholtz free energy of network

Physical implications of natural connectivity

It contains a lot of network topology information. Derivation and
analysis of the network characteristic spectrum are helpful to deepen
our understanding of some properties and behaviors of the network.

550 Journal of Systems Engineering and Electronics Vol. 34, No. 3, June 2023



Graph  theory  is  one  of  the  most  active  branches  of
combinatorics,  and there are many graph invariants used
to depict the invulnerability of a graph. Among them, the
node connectivity and edge connectivity of a graph is the
first  invulnerability  parameters  used  to  carve  a  graph.
They  are  the  minimum number  of  points  and  edges  that
need to be removed to make a graph disconnected or tri-
vial.  However,  they  only  consider  the  difficulty  of  net-
work destruction and not  the  degree of  network destruc-
tion.  To overcome this  deficiency,  many indicators  have
been put forward.

The toughness of graphs was first proposed by Chvátal
[83]  to  study  the  Hamilton  property  of  graphs.  The
integrity of graphs is inspired by communication interrup-
tion  [84].  It  not  only  considers  the  difficulty  of  network
destruction  but  also  the  scale  of  the  largest  communica-
tion  chip  after  destruction.  Graph  adhesiveness  [85]  not
only  considers  the  difficulty  of  network  destruction  but
also the scale of the largest connected piece and the num-
ber  of  connected  pieces  after  the  network  is  destroyed,
which  is  a  more  detailed  invulnerability  measure  [86].
Scattering  numbers  were  originally  proposed  by  Jung  to
study  maximum  non-Hamilton  graphs  [87],  which  is  a
variation of  toughness.  Zhang et  al.  [88]  proved that  the
calculation  of  scattering  numbers  is  an  NP-complete
problem. The expansion graph was first proposed by Bas-
salygo  and  Pinsker  [89]  in  1973,  and  then  Pinsker  [90]
proved  the  existence  of  the  expansion  graph.  The  initial
motivation for proposing the expansion graph is to build a
robust network (telephone network or computer network)
with  economy  and  no  bottleneck.  Fiedler  found  that  the
minor  eigenvalue  of  the  Laplace  matrix  can  be  used  to
measure  the  connectivity  of  the  network,  and  thus  it  is
called algebraic connectivity [91]. However, these indica-
tors are NP-complete problems, which usually have high
computational complexity [92].

In recent years, the focus of network research has gra-
dually  shifted  from  studying  the  precise  properties  of
small-scale  simple  networks  to  studying  the  statistical
properties of  large-scale complex networks.  Many meth-
ods  of  statistical  physics  have  been  widely  used  in  the
research  on  complex  networks.  Cohen  et  al.  [93]  trans-
formed the network invulnerability problem into the seep-
age problem in the generalized random network [94] and
studied  the  invulnerability  of  the  complex  network  ana-
lytically  [95]  by  using  the  seepage  theory,  that  is,  the
node  normally  corresponds  to  the  node  occupied  in  the
seepage problem, and the node failure corresponds to the
node  vacancy  in  the  seepage  problem.  Chi  [96]  studied
the  critical  removal  ratio  of  the  Barabasi-Albert  (BA)
scale-free  network  model,  Watts-Strogatz  (WS)  small

world network model, and Erdos-Renyi (ER) random net-
work  models  under  the  repair  mechanism and the  topol-
ogy changes of complex networks before and after repair.
Vazquezl  et  al.  [97]  studied  the  invulnerability  of  com-
plex  networks  considering  degree  correlation  and  pro-
posed a new critical  condition for  network collapse con-
sidering  degree  correlation.  Sun  et  al.  [98]  also  studied
the  invulnerability  of  the  local  world  evolution  model.
The method based on statistical physics has injected new
vitality  into  the  research  on  the  destructibility  measure-
ment of complex networks, which not only adapts to the
present situation of the huge complexity of networks but
also  greatly  expands  the  vision  of  the  research  on  the
destructibility of complex networks.

In  addition  to  the  above  two  research  methods,
researchers  began  to  focus  on  using  the  characteristic
spectrum  information  of  the  network  to  describe  the
topology of the network and estimate some functions and
behavioral attributes of the network, which also accumu-
lates a certain number of research results. The character-
istic  spectrum  information  of  the  network  is  used  to
describe  the  topology  of  the  network  and  estimate  some
functions  and  behavioral  attributes  of  the  network.  The
derivation and analysis of the network characteristic spec-
trum will help us deepen our understanding of some pro-
perties and behaviors of the network. Among them, natu-
ral connectivity proposed by Wu et al. [92] is a new net-
work  invulnerability  measurement  method  based  on  the
network  adjacency  characteristic  spectrum,  which  has
attracted wide attention due to its clear physical connota-
tion, simple mathematical form, low computational com-
plexity, and stable problem adaptability.

 4.2    Cascading effect and its impact on
invulnerability

Under the influence of  various internal  and external  fac-
tors, huge networks are very prone to failure. Due to the
complexity of network structure and function,  these fail-
ures are likely to cause cascading effects that will lead to
disastrous  consequences.  Some  examples  are  the  power
outage in the United States on August  14,  2003, and the
power network collapse in southern China in 2008. Simi-
lar  catastrophic  events  occur  frequently  in  infrastructure
networks.  With  the  rapid  development  of  the  economy
and  society,  the  loss  resulting  from  such  catastrophic
accidents will become serious.

Cascading  effect  refers  to  the  failure  of  some  nodes
due  to  the  coupling  between  them and  the  initial  failure
node,  which  eventually  leads  to  the  collapse  of  a  consi-
derable  number  of  nodes  in  the  network,  even the  entire
network. In the real world, most networks will bear a cer-
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tain load, including material, energy, or information. This
requires  nodes  (edges)  to  have  a  certain  load  processing
capacity.  If  the  load  allocated  to  nodes  (edges)  exceeds
their  processing capacity,  the nodes (edges) will  fail  due
to  overload.  The  load  on  the  failed  node  (edge)  will  be
reallocated  to  other  good  nodes  (edges)  according  to  a
certain  allocation  strategy,  which  may  lead  to  a  new
round  of  node  (edge)  overload  failures.  This  process  is
called cascading failure, and it continues until the load on
the  network  is  stable.  At  present,  the  main  models  for
studying network cascading failures, include the sandpile
model,  CASCADE  model,  ORNL-Pserc-Alaska  (OPA)

model, and load capacity models. In these models, at the
initial time, each node (edge) will be given a certain load
and  maximum  load  handling  capacity  (also  known  as
capacity),  and  the  load  of  the  failed  node  will  be  redis-
tributed according to the corresponding theoretical princi-
ples.  The  preliminary  analysis  of  the  cascading  failure
model will reveal that there are three main factors affect-
ing  the  cascading  failure,  namely,  the  initial  load,  capa-
city,  and  load-sharing  strategy.  Reasonable  modeling  of
these  three  points  is  the  key  to  studying  cascading  fail-
ures. The model of network cascading failure is shown in
Table 2.

 
 

Table 2    Cascading failure model

Cascading failure model Brief introduction

Load capacity model
When encountering some accidental failure or intentional damage, a node in the network will exceed the limit capacity
and cause failure, which will then lead to the overload increase of other nodes or connections and cause failure until the
entire network is restabilized [99].

Sandpile model
Assume that for sand in the sand pile, the sand surface gradually becomes steeper with the gradual increase of sand and
the probability of a large area collapse of the sand pile increases [100].

OPA model

This model is based on the power grid with increasing energy demand. It can summarize the dynamic evolution process
of the power grid, the engineering response process of system failures, and the continuous updating process of
generation capacity. At the same time, it defines two types of cascading failure types, each with different dynamic
characteristics [101].

CASCADE model
The model has two assumptions: for the nodes, the initial load is given randomly, and each node fails according to
random probability; when the load of a node exceeds the limit capacity, it causes the node to redistribute its load so that
other nodes in the network can obtain an equal amount of load [102].

 

Cascading effects in complex giant systems can affect
the invulnerability of those systems. In recent years, with
the  robustness  of  these  systems  becoming  increasingly
important,  the  research  related  to  the  invulnerability  and
vulnerability  of  complex  networks  has  developed  vigor-
ously  [103−105].  Cascading  effects  play  a  more  impor-
tant role in the study of destructiveness measurements in
dynamic  processes.  Albert  [106]  proposed  the  node
importance  evolution  model  under  the  overload  mecha-
nism. In this model,  the node importance evolves gradu-
ally  as  the  load  redistribution  caused  by  node  failure  in
the network leads to a constant change in node load. The
importance of the node is measured by the average vibra-
tion  degree  of  the  surrounding  node  load  caused  by  the
node failure within the load redistribution range.
 4.3    Main methods for invulnerability

optimization research
The  ultimate  goal  of  studying  complex  anti-destruc-

tive problems is to guide and assist the topological struc-
ture  design  of  real-world  networks  and  improve
the  anti-attack  capability  of  network  systems.  Destruc-
tibility optimization of complex networks is used to solve
this  problem.  Based  on  an  effective  evaluation  of  net-
work  destructiveness,  to  significantly  improve  the  des-
tructiveness  of  spatial  information  networks,  many
researchers  have  established  a  destructiveness  optimiza-
tion  model  based  on  new  destructiveness  measures,
solved  the  model  using  intelligent  algorithms,  and
obtained  a  more  robust  network  structure.  There  are
many  ways  to  study  invulnerability  optimization,  which
can  be  divided  into  three  categories:  constructing  the
optimal  network  by  analysis,  optimizing  invulnerability
by edge augmentation, and optimizing invulnerability by
edge  reconnection.  The  relevant  studies  are  shown  in
Table 3.

 

Table 3    Typical research on three kinds of optimization methods

Optimization method Typical research

Constructing the optimal
network by analytical

method

Valente et al. [107] studied the optimal destructive network under random failure and intentional attack strategies. They
analytically deduced the critical removal ratio and concluded that the optimal destructive network in the face of random
failures or intentional attacks is a bimodal network with a fixed number of network edges (i.e., only two degrees for all
nodes in the network).
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An  optimal  network  is  constructed  by  using  an  ana-
lytic method. Due to its rigorous mathematical derivation
process and clear theorem, the invulnerability of the opti-
mized  network  obtained  by  this  method  is  usually  opti-
mal.  However,  the  disadvantage  is  that  the  analytic
method  often  requires  making  numerous  necessary  sim-
plification assumptions about the network, and the mathe-
matical  derivation  is  more  difficult  and  unsuitable  for
application  and  popularization.  Yet  reconstructing  a  net-
work  is  not  suitable  for  the  topological  design  of  a  real
network  because  large-scale  complex  network  systems,
such as the Internet, have evolved over a long period and
cannot be completely redesigned. It is also impossible to
build a real network entirely on the principle of optimum
destructibility  while  ignoring its  other  functional  proper-
ties.

Optimization  by  adding  edges  is  finding  the  optimal
edge addition strategy based on given resources to maxi-
mize the destructibility of existing networks. However, in
practical  applications,  adding  edges  often  incurs  a  high
cost. Furthermore, this optimization method does not help

us  find  the  topological  characteristics  of  the  optimal
destructive network.

Structural  adjustment  using  edge  reconnection  is  also
an important means of optimizing network destructibility.
Edge  reconnection  optimizes  network  invulnerability.  In
short,  it  maximizes  network  invulnerability  by  adjusting
network connectivity without changing network averages
based on a given network. The average degree of a fixed
network  is  essentially  the  number  of  edges  in  the  net-
work as a resource constraint. Destruction optimization is
the  only  way  to  find  the  topological  information  that
maximizes network destructibility.

The  nodes  and  edges  in  a  network  can  be  considered
cost  resources  for  building  the  network,  and considering
the  carrying  capacity  of  nodes,  changing  the  degree  of
nodes  in  a  network  often  costs  more  than  changing  the
network’s connectivity.  Analytic  methods  are  not  suit-
able for popularization and the results may not match the
reality. Edge-adding methods often increase costs in real
life. Therefore, it is of great theoretical and practical sig-
nificance  to  study  network  structure  optimization  based

Continued

Optimization method Typical research
Paul et al. [108] also studied the robustness of networks with varying degrees of distribution. They analyzed and
compared the critical removal ratios for scale-free, bi-power, and bimodal networks, and concluded that the best
network with both random failures and intentional attack resistance is one with a bimodal distribution.
Tanizawa et al. [109] studied the robustness of networks when random failures and deliberate attacks work together.
They stated that a network attack is usually an “attack wave” composed of random failures and intentional attacks, and
controlled the proportion of random failures to deliberate attacks by adjusting parameters.

Optimizing destruction by
edge enhancement

Beygelzimer et al. [110] studied network invulnerability optimization results under different edge addition strategies.
They found that moderate edge augmentation can effectively improve the vulnerability of scale-free networks to
intentional attacks, especially when fewer nodes are attacked. When the number of attacked nodes is too large, the edge-
increasing strategy has little impact on destructiveness.
Zhao et al. [111] determined whether new edges are added between nodes with a high or low degree of traffic by
adjusting the size of parameters and compared the results of the corresponding network invulnerability optimization.
They found that adding a new edge at a small degree node can effectively improve the network’s ability to resist
intentional attacks.
Cao et al. [112] studied an edge-increasing strategy for network invulnerability optimization considering cascade
failures. They found that both high-median and low-polarization edge-increasing strategies can effectively improve the
network against cascade-invalid network attacks.

Optimizing destruction by
edge reconnection

Non-guaranteed reconnection optimization

Liu et al. [113] studied the effect of network node degree
value on network invulnerability in non-guaranteed
reconnection optimization.
Netotea et al. [114] used a genetic algorithm to optimize the
robustness and efficiency of the network for heavy
reconnection.
Priester et al. [115] studied the trade-off optimization of
network resilience against random failures and intentional
attacks without guaranteed reconnection optimization.

Guaranteed reconnection optimization

Peixoto et al. [116] optimized the seepage properties of a
classical network based on a block model and found that the
“core-periphery” structure of the network helps to improve
the network’s ability to resist random failures.
Herrmann et al. [117] studied the topological structure of
the optimal destructive network obtained by optimizing the
measure with preserved reconnection.
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on edge-reconnection methods.
Network  invulnerability  analysis  can  help  analyze  the

impact of various behaviors on the network from the per-
spective of network structure, or provide evaluation crite-
ria for improving network robustness. In the next section,
the  network  disintegration  process  and  optimal  strategy
will  be  analyzed  from  the  perspective  of  attackers,  and
the  network  invulnerability  can  be  used  as  one  of  the
indicators to evaluate the disintegration effect.

 5. Network disintegration analysis of
complex systems

Complex  network  theory  has  been  continuously  deve-
loped and refined and is widely used in complex systems,
such as power,  social,  transportation,  and biological  sys-
tems. In general, networks, such as transportation, power,
and  logistics  networks,  are  beneficial.  For  these  benefi-
cial  networks,  we  hope  to  ensure  the  continuous,  stable,
and  effective  maintenance  of  their  functions  using  plan-
ning and design, optimal control, defense, and protection.

However,  networks can also be harmful.  The most ty-
pical  example  is  a  terrorist  organization  network
[118−120]. Since the 1960s, international terrorist activi-
ties  have  become  increasingly  rampant,  and  terrorist
organizations  have  evolved  from  their  traditional  hierar-
chical  structure  to  a  network  structure.  How  to  effec-
tively  dismantle  a  terrorist  network  has  become  a  com-
mon  problem  that  all  countries  face.  Another  typical
example  is  a  disease  transmission  network  [121].  In
recent  years,  COVID-19,  SARS,  Ebola,  avian  influenza,
and  other  infectious  diseases  have  emerged  one  after
another,  causing  huge  loss  to  human  society.  How  to

effectively stop the propagation of infectious diseases is a
difficult task for global public health. In the military con-
text, enemy combat networks [122] are also harmful. Sys-
tem destruction warfare is the destruction of the enemy’s
entire  combat  network  by  focusing  on  the  key  nodes  of
the combat system network under the guidance of the sys-
tem  combat  ideology.  This  causes  the  disordered  struc-
ture of enemy forces and the disjointed structure of opera-
tional  procedures.  In  addition,  criminal  networks
[123,124], drug trafficking networks [125], nuclear mate-
rial  smuggling  networks  [126],  cancer  cell  proliferation
networks  [127],  rumor  propagation  networks  [128],
financial crisis networks [129], etc., are specific types of
harmful  networks.  How  to  effectively  disintegrate  these
harmful networks by means of blocking, jamming, immu-
nization,  blockade,  and  isolation  has  become  an  urgent
problem to be solved.

 5.1    Network disintegration problem

 5.1.1    Types of network disintegration

The  problem  of  network  disintegration  can  be  classified
in  different  ways.  Following  the  relevant  research  pub-
lished  so  far,  this  paper  classifies  network  disintegration
from  three  perspectives:  the  target  object  of  disintegra-
tion,  the  type  of  disintegration  network,  and  the  con-
straints  of  disintegration.  The  specific  classification  is
shown  in Table  4.  It  should  be  noted  that  the  problem
types  corresponding  to  these  three  division  perspectives
are  not  independent  of  each  other;  that  is,  one  network
disintegration  problem  will  belong  to  different  problem
types from different division perspectives.

 
 

Table 4    Classification of network disintegration problems

Perspective Type Related work

Target object of disintegration
Node-based [130−134]

Edge-based [135−138]

Type of disintegration network

For homogeneous networks [132−139]

For heterogeneous networks [130,140]

For multilayer networks [134,141,142]

Constraints of disintegration
Under the homogeneous cost constraint [130,132,135,140]

Under the heterogeneous cost constraint [133,134,140]

 

The target  object  of  disintegration can be divided into
node-based and edge-based network disintegration. Node-
based network disintegration takes a node as the object of
attack  disintegration,  where  it  is  generally  believed  that
after a node is attacked, the node and the edges related to
it  will  fail  simultaneously,  as  shown  in Fig.  2(a).  Edge-

based  network  disintegration  considers  the  edge  as  the
object  of  attack.  When  the  edge  between  nodes  is  atta-
cked, the nodes remain normal and only the edge fails, as
shown in Fig. 2(b). Due to the difficulty and high cost of
destroying  nodes,  edge-based  attacks  often  occur  in  net-
works like transportation networks and power networks. 
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(a) Node-based disintegration (b) Edge-based disintegration

Fig. 2    Network disintegration problem with different objects
 

From the perspective of network types, network disin-
tegration  can  be  divided  into  three  types:  the  disintegra-
tion of homogeneous networks,  heterogeneous networks,
and  multilayer  networks.  From  the  previous  review,
research  based  on  homogeneous  networks  is  relatively
mature  from  the  perspectives  of  disintegration  strategy
and network robustness  [143].  Yet  there  is  relatively  lit-
tle  research  on  heterogeneous  network  disintegration.
Heterogeneous networks are usually regarded as homoge-
neous ones, ignoring the heterogeneous characteristics of
nodes and links to facilitate the direct application of exist-
ing  methods  in  the  analysis  and  evaluation  of  networks,
resulting  in  the  loss  of  network  information.  The  same
situation has occurred in research on multilayer networks.
A  multilayer  network  can  model  complex  systems  with
hierarchical  structures.  The  existing  research  on  multi-
layer networks has mainly focused on the structure char-
acteristics, dynamics mechanism, cascading failure mech-
anism,  and  so  on,  and  has  been  gradually  applied  to  the
social  and  economic  systems.  In  general,  both  heteroge-
neous networks and multilayer networks have broadened
research prospects.

Regarding  the  constraints  of  disintegration,  network
disintegration can be divided into homogeneous cost con-
strained and heterogeneous cost constrained network dis-
integration.  Network  disintegration  with  homogeneous
cost constraints considers that the costs of destroying dif-
ferent nodes are the same to achieve the lowest cost and
lowest  network  efficiency  simultaneously.  However,  the
difficulty of attacking nodes is often different, resulting in
different costs. Besides, the resources that can be invested
are  limited.  Therefore,  it  is  more  realistic  to  study  the
problem  of  network  disintegration  under  resource  con-
straints.  This  kind  of  network  disintegration  problem  is
the  network  disintegration  problem  with  heterogeneous
cost constraints.

In  addition  to  the  types  of  problems  outlined  above,
there  are  a  few  other  types  of  network  disintegration
problems. For example, Bellingeri et al. [144] has carried
out attack disintegration of weighted networks, Yan et al.
[145]  proposed  disintegration  strategies  for  supernet-
works, and Deng et al. [146] studied network disintegra-
tion strategies with spatial information.

 5.1.2    Mathematical representation

The core of the network disintegration problem is how to

determine  the  set  of  nodes  (edges)  to  be  removed  under
specific constraints and various disintegration objectives,
that is, to find the key of the network system. Its mathe-
matical essence is a combinatorial optimization problem.

G = (V,E) V =
{v1,v2, · · · ,vN} E = {e1,e2, · · · ,eW} ⊆
V ×V N = |V |

W = |E|

V̂ ⊆ V Ê ⊆ E
Ĝ = (V\V̂ ,E\Ê)

X = {x1, x2, · · · , xN} xi = 1 vi ∈ V̂
xi = 0

Y = {y1,y2, · · · ,yW} y j = 1 e j ∈ Ê
y j = 0

I = (X,Y) ∈ Ω Ω
Φ(I)

 denotes  the  target  network,  where 
 is  the  set  of  nodes, 

 is the set of edges,  is the number of nodes,
and  is the number of edges. The network disinte-
gration  entails  node  removal  and  edge  removal.  Let

 be  the  set  of  nodes  to  be  removed,  be  the
set  of  edges  to  be  removed,  and  be  the
network  after  disintegration.  In  general,  we  assume  that
all  edges  associated  with  a  node  are  removed  after  the
node  is  removed.  The  node  disintegration  strategy  is
denoted as , where  when ,
or  otherwise.  The  edge  disintegration  strategy  is
denoted as , where  when ,
or  otherwise.  The  network  disintegration  solution
is  denoted  as ,  where  presents  the  con-
straints.  is the objective function of network disinte-
gration.  Therefore,  the  network  disintegration  problem
can  be  described  as  the  following  general  mathematical
model:

max(ormin)Φ(I)
s.t. I = (X,Y) ∈ Ω. (4)

The  optimal  network  disintegration  strategy  differs
depending  on  the  disintegration  objectives  [147,148].  In
addition,  the  choice  of  objective  function  directly  deter-
mines the computational complexity. After the network is
disrupted,  several  subgraphs  are  usually  formed.  A  sub-
graph  can  be  called  a  component  if  it  contains  a  link
between  any  pair  of  nodes.  Common  network  disinte-
gration  objective  functions  include  the  following  mea-
sures:

(i)  The number of connected pieces after network dis-
integration [149−151]:

maxΦ(I) = L; (5)
(ii)  Size  of  the  maximum  connected  slice  after  net-

work disintegration [152−156]:
minΦ(I) =max {n1,n2, · · · ,nL} ; (6)

(iii) Herfindahl-Hirschman index after network disinte-
gration [149]:

minΦ(I) =
L∑

l=1

(nl

N

)2
; (7)
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(iv)  Information  entropy  after  network  disintegration
[157,158]:

maxΦ(I) = −
L∑

l=1

nl

N
ln

nl

N
; (8)

(v)  The  efficiency  between  node  pairs  after  network
disintegration [153]:

minΦ(I) =
1

N(N −1)

∑
i, j

1
di j

(9)

di j

vi v j

where  presents the shortest path length between nodes
 and ；

(vi)  Natural  connectivity  degree after  network disinte-
gration [133]:

minΦ(I) = ln

 1
N

N∑
i=1

eλi

 (10)

λiwhere  is the characteristic root of the adjacency matrix
after network disintegration.

 5.2    Network disintegration methods

Network  disintegration  has  been  proven  to  be  an  NP-
complete problem. Due to its importance and challenges,
it  has  been  widely  studied  in  operations  research,  net-
work science, computer science, and other disciplines and
has  made  important  progress.  Early  studies  on  network
disintegration mainly started from the perspective of solv-
ing mathematical programming models. Since the end of
the  last  century,  with  the  rise  of  complex  network
research,  network  disintegration  methods  based  on  the
centrality  index  and  heuristic  algorithm  emerged.  In
recent  years,  the  latest  achievements  of  evolutionary
algorithms and reinforcement learning have been applied
to  the  study  of  network  disintegration.  Next,  this  paper
summarizes  the  research  progress  of  complex  network
disintegration from the aspects of mathematical program-
ming, centrality index, heuristic algorithm, reinforcement
learning, and so on. The typical approaches at each stage,
along with the pros and cons, are shown in Table 5.

 
 

Table 5    Classification of network disintegration methods and their typical methods

Classification Typical method Advantages and disadvantages

Methods based on
mathematical programming

.

.

.

Branch and bound method
Mixed iterative rounding method

Univariate decomposition
Dynamic programming

The optimal network disintegration scheme can be obtained. It has high
requirements for the objective function and constraint conditions and is not

applicable to large-scale networks.

Methods based on the
centrality index

.

.

.

Degree centrality
k-core centrality

Intermediate centrality
Proximity centrality

Simple and easy to implement, but the important node set under a single
index is not necessarily the optimal node removal set.

Methods based on heuristic
algorithms

.

.

.

Tabu search algorithm
Genetic algorithm

Simulated annealing algorithm
Random greedy adaptive search algorithm

A good network disintegration scheme can be obtained that has high
robustness and wide applicability. The time complexity is high.

Methods based on
reinforcement learning .

.

.

Q-learning
Deep Q-network (DQN) It has nothing to do with specific knowledge and rules and is applicable to

all kinds of problems; it is not interpretable.

 

 5.2.1    Network disintegration method based on
mathematical programming

As the nature of  the network disintegration problem is  a
combinatorial optimization problem, we can find the opti-
mal network disintegration strategy by solving the mathe-
matical programming model. Arulselvan et al. [159] pro-
posed  a  linear  integer  programming  model  to  solve  the
network  disintegration  problem,  taking  the  number  of
connected  node  pairs  as  the  objective  function.  On  this
basis,  Di Summa et al.  [160] used the branch-and-bound

O
(
n3)

O
(
n2)

method to make the model solvable in polynomial time. It
is  worth  noting  that  the  complexity  of  the  triangle
inequality  constraint  in  the  integer  programming  model
above  is ,  restricting  its  use  to  small-scale  net-
works.  To  overcome  this  limitation,  Veremyev  et  al.
[161] proposed a compact constraint form, which reduces
the  complexity  to .  Based  on  mathematical  pro-
gramming,  the  optimal  network  disintegration  scheme
can  be  obtained.  However,  it  has  high  requirements  for
the objective function and constraint conditions and is not
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applicable to large-scale networks.

 5.2.2    Network disintegration method based on
centrality index

Evaluating the importance of nodes is a key task in com-
plex  network  research.  According  to  the  scale  and
research purpose of the network, an index can be defined
to quantitatively measure the importance of each node in
the  network.  Common  indicators  of  the  importance  of
nodes  include  the  static  indicators  of  a  network,  such  as
the  degree  of  nodes,  betweenness,  and  clustering  coeffi-
cient.  Holme et  al.  [162]  handled  network  disintegration
based on initial degree (ID) network disintegration based
on  initial  betweenness  (IB),  a  recalculated  degree  (RD)
attack  based  on  the  current  network  node  degree,  and  a
recalculated betweenness (RB) attack based on the num-
ber  of  nodes  in  the  current  network.  In  addition,  some
scholars  have  proposed  more  targeted  node  importance
indicators  [163].  Node  importance-based  disintegration
strategy ranks the importance of nodes and gives priority
to  attack-important  nodes  in  the  network.  This  kind  of
disintegration  strategy  has  strong  applicability,  and  can
quickly identify the attack sequence of nodes, and the dis-
integration  effect  is  significantly  better  than  a  random
disintegration strategy.

 5.2.3    Network disintegration method based on
heuristic algorithm

The  disintegration  strategy  based  on  the  heuristic  algo-
rithm  first  numbers  the  nodes  of  the  network  and  uses
binary string to represent the current state of the network.
Next,  the  network  capability  evaluation  index  is  used  as
the  objective  function  of  algorithm  optimization.  Then
the specific parameters and termination conditions of the
algorithm are set.  Finally,  according to the optimal solu-
tion  of  the  algorithm  output,  the  network  disintegration
strategy  is  obtained.  Common  heuristic  algorithms
include the genetic  algorithm, the tabu search algorithm,
and  the  particle  swarm  optimization  algorithm.  These
algorithms have good global optimization ability and uni-
versality  and  can  be  used  to  solve  large-scale  network
disintegration  problems.  Yu  et  al.  [164]  proposed  a
directed  network  disintegration  strategy  based  on  a  tabu
search algorithm, which can effectively disrupt terrorists’
social  networks.  Lozano et  al.  [165] proposed a network
attack  strategy  based  on  an  artificial  bee  colony  algo-
rithm, which showed obvious advantages compared with
other  methods.  Faramondi  et  al.  [166]  used  evolution
algorithms  to  find  key  nodes  in  the  network,  providing
decision support for the protection of network infrastruc-
ture.  However,  the  heuristic  algorithm-based  disintegra-
tion  method  often  consumes  large  computing  resources
and takes a long time to calculate, and the superiority of
the algorithm is difficult to guarantee. In addition, the cal-

culated disintegration strategy can only identify the node
set that needs to be attacked and cannot obtain the disin-
tegration order of nodes in the set.

 5.2.4    Network disintegration method based on
reinforcement learning

With the rapid development of artificial intelligence tech-
nology,  a  combinatorial  optimization  method  based  on
reinforcement  learning  has  been  widely  applied  to  all
kinds  of  problems,  showing  such  advantages  as  rapid
solution  speed  and  strong  model  generalization  ability
[167].  Some  scholars  have  studied  the  network  disinte-
gration  strategy  through  reinforcement  learning.  Yan  et
al.  [145]  described  the  disintegration  problem  of  hyper-
network as a node sequence decision problem. The author
first proposed a representation learning method of hyper-
network,  where  nodes  and  hypernetworks  are  repre-
sented by vectors  as  action and state  space in deep rein-
forcement learning. Then a series of small-scale supernet-
works are simulated and their disintegration strategies are
explored  in  the  deep  reinforcement  learning  model.
Finally,  the  optimized  model  is  applied  to  hypernetwork
disintegration  in  the  real  world.  Fan  et  al.  [168]  effec-
tively  solved  the  disintegration  problem  of  large-scale
random networks by introducing a virtual node and using
the  vector  representation  of  the  virtual  node  as  the  state
vector of the current network for training in the deep rein-
forcement  learning  model  based  on  network  representa-
tion learning. The key to this kind of disintegration stra-
tegy  is  to  represent  the  current  state  of  the  network  and
the disintegration action of the network as the data type,
which is convenient for the input model to learn, and then
establish  a  deep  reinforcement  learning  environment
according to the evaluation index of the network disinte-
gration. However, this approach lacks interpretability.

 5.3    Directions for further research

Although complex network disintegration is  not  new for
us, and considerable research has been accumulated, there
are  still  many  problems  that  need  to  be  further  studied
and  solved  in  the  description  and  research  of  complex
systems  in  reality.  The  future  research  direction  will  be
discussed  according  to  the  network  type  and  disintegra-
tion model.

 5.3.1    Network type

In the future, the network of research will go from undi-
rected  to  directed,  from  unweighted  to  weighted,  from
single-layer  to  multilayer,  and  it  will  include  considera-
tion of spatio-temporal properties.

First,  the  research  on  network  disintegration  has
mainly  focused  on  undirected  networks  and  has  seldom
considered the influence of directed edges on the disinte-
gration  effect.  In  fact,  many  networks  in  the  real  world
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are  directed,  such  as  one-way  streets  in  the  traffic  net-
work and accusatory relationships in the combat network.
Within such research, how to effectively identify the key
nodes  (edges)  in  the  directed  network  according  to  the
distribution  of  directed  edges  in  the  network  remains  a
noteworthy  problem.  Second,  the  research  on  network
disintegration  has  also  focused  primarily  on  unweighted
networks and thus assumed that all nodes or edges in the
network  are  homogeneous.  In  fact,  networks  in  the  real
world  are  usually  weighted  networks.  For  example,  dif-
ferent nodes in a terrorist network have different degrees
of harm, and the traffic flow of different roads varies in a
traffic  network.  Third,  complex  relationships,  such  as
coupling,  dependence,  and  cascading,  among  multilayer
networks  are  rarely  considered.  Multilayer  network  is  a
hot  topic  in  complex network research.  However,  owing
to  the  complex  structural  correlation  between  the  layers
of  multilayer  networks,  the  disintegration  of  multilayer
networks  will  remain  a  challenging  problem  worth  pay-
ing attention to in the future. Fourth, the research on net-
work  disintegration  is  assumed  to  be  static  and  determi-
nistic,  and  the  geospatial  location  of  nodes  (edges)  is
rarely  considered.  However,  many  networks  in  the  real
world  are  geospatial  networks,  which  are  dynamic  and
time-varying. However, many networks in the real world
are  geospatial  networks,  which  are  dynamic  and  time-
varying.  For  example,  the  failure  of  a  power  network  is
related to  the  shortest  path  change caused by geographi-
cal  distribution,  and  the  network  structure  of  an
unmanned aerial  vehicle  (UAV) cluster  will  evolve  with
the change of relative position over time.

 5.3.2    Disintegration model

In the future, the network disintegration model will move
from a single objective to multiple objectives, from sim-
ple  constraints  to  complex  constraints,  from  structure  to
function,  and  from  a  unilateral  perspective  to  multiple
perspectives.

First,  it  is  a  challenging  problem  to  find  an  effective
network  disintegration  strategy  considering  multiple
objective  functions  simultaneously,  such  as  topology
indicators  or  performance  indicators.  Second,  we  must
consider  time,  cost,  information,  or  other  specific  con-
straints  when  formulating  a  network  disruption  plan.
Third, in addition to damaging the network structure, the
purpose  of  disrupting  the  network  can  also  be  achieved
by  interfering  with  the  dynamic  behavior  of  nodes  or
edges,  for  example,  by  inducing  signal  interference  to
destroy  the  synchronization  of  the  enemy  UAV  cluster.
Fourth,  both  sides  participate  in  the  network  disintegra-
tion process, and its effect is not only related to the disin-
tegration strategy but  also to the defense strategy.  In the
game of attack and defense, the original optimal strategy
may become suboptimal or completely unfeasible.

In this section, we focus on how to attack a malicious
network  from the  perspective  of  an  attacker.  In  the  next
section, we will evaluate the performance of the network
from  the  overall  process  from  destruction  to  recovery,
that is, the resilience analysis of complex systems.

 6. Resilience analysis of complex systems
The  complex  system  is  a  kind  of  comprehensive,  dyna-
mic,  and  chaotic  nonlinear  system.  However,  internal
failures and external events are inevitable during its ope-
ration, which has a strong negative impact on the normal
operation of the complex system, causing occasional inter-
ruptions [169]. Hence, a natural question is how to reduce
the impact  of  disturbances,  ensuring that  a  complex sys-
tem can continue operating when disturbances occur and
restore the system to a normal and stable state in time.

A  common  property  of  many  complex  systems  is
resilience,  that  is,  the  ability  of  the  system  to  react  to
internal failures and external events by resisting, absorb-
ing,  and/or  reorganizing  to  maintain  its  functions  [170].
According to existing research, the resilience concept can
deal  with  these  issues  by  providing  a  new  indicator  to
analyze  the  ability  of  complex  systems  to  provide  reli-
able  services,  which  includes  the  system  performance
before and after a disturbance. The word resilience can be
traced  back  to  the  17th  century  from  the  Latin  term
resiliere.  In  1973,  Holling  introduced  the  concept  of
ecosystem resilience (trend to multiple  balance)  [171] to
define the characteristics of the stable state of the ecosys-
tem,  indicating the  ability  of  the  ecosystem to  withstand
damage or maintain balance in the face of changes in the
external  environment.  Subsequently,  the  concepts  of
engineering  system  resilience  (trend  to  single  balance)
[172]  and  social-ecological  resilience  (trend  to  adaptive
cycle)  [173]  were  put  forward.  Currently,  the  fields  of
resilience  include  cities  [174],  infrastructure  [175,176],
disaster  reconstruction  [177],  economics  [178],  manage-
ment  [179],  and  military  [180].  Resilience  has  now
become  a  tool  for  advanced  development  concepts  and
planning  research  regarding  complex  systems.  In  other
words, it is an important indicator for measuring sustain-
able development in various fields.

As one of the most powerful tools for analyzing large-
scale complex systems, the complex network is an effec-
tive  method  for  describing  complex  systems.  Complex
networks originated from graph theory and topology, and
then  Erdos  [181],  Watts  [182],  Barabasi  [183],  and  oth-
ers further deepened this concept, resulting in a series of
research achievements  in  different  disciplines.  The com-
plex network theory and methods can describe the inter-
nal  structure  of  complex  systems  and  their  interrelation-
ships  in  detail,  making  them  the  most  likely  theory  and
methods,  respectively,  to  break  through  the  analysis  of
complex system resilience.
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This section introduces the research hotspots in analyz-
ing  the  resilience  of  complex  systems  with  the  help  of
complex  networks.  To  better  describe  the  resilience
research of complex systems, this paper proposes a four-
part  (4E)  framework  within  the  concept  of  the  complex

network:  establishing  the  dimension  of  complex  system
resilience,  evaluating  the  resilience  of  complex  systems,
electing  the  key  nodes  or  links  for  complex  systems
resilience,  and  enhancing  the  resilience  of  complex  sys-
tems. The 4E framework is shown in Fig. 3.
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 6.1    Establishing  the  dimension  of  complex  system/
network resilience

The first step of complex systems resilience research is to
accurately  analyze  the  resilience  characteristics  of  com-
plex systems and establish the dimension of complex sys-
tem/network resilience.  The main  purpose  of  this  step  is
to solve the problem of determining the resilience charac-
teristics  of  complex  systems.  As  different  complex  sys-
tems  have  different  characteristics,  the  dimensions  for
evaluating their  resilience are different.  The following is
an  introduction  to  the  dimensions  of  the  resilience  of
complex  systems  from  the  organizational,  social,  eco-
nomic, and engineering system domains [184]. The emer-
gence  of  organizational  resilience  is  mainly  aimed  at
meeting the needs of companies, governments, and other
institutions  to  respond  to  changes  in  the  work  environ-
ment.  According  to  Lengnick-Hall  [185],  the  three  core
elements for developing organizational resilience are spe-
cific  cognitive  abilities,  behavioral  characteristics,  and
contextual conditions. The emergence of social resilience
mainly concerns changes in individuals, groups, and com-
munities under extreme events. Bruneau [186] proposed a
conceptual  framework  to  define  community  resilience
including three dimensions: reduced failure, reduced con-
sequences  of  failure,  and  reduced  time  to  recovery.  The
emergence  of  economic  resilience  mainly  regards  fully
capturing the possible reactions of regional economies to
major  recessions  [187].  Martin  [188]  believed  that  the
study  of  regional  economic  resilience  must  consider  the
five  dimensions  of  vulnerability,  shock,  resistance,
robustness,  and  recoverability.  The  scope  of  engineering
resilience  is  relatively  extensive  in  comparison  to  other
domains.  Woods  [189]  explained  and  defined  the
resilience of systems around four basic concepts—bound,
robust,  progressive  extensibility,  and  architectures  for
sustainable  adaptability —to  solve  the  problem  of  what
resilience  is  and how to  engineer  it  in  complex adaptive
systems.

To  sum  up,  if  a  breakthrough  is  made  in  establishing
the dimension of complex system/network resilience, it is
necessary  to  have  a  deep  understanding  of  the  internal
mechanism  of  the  complex  system.  Specifically,
researchers  should  explore  its  relationship  with  typical
resilience  characteristics,  such  as  resistance,  recovery,
and  adaptability,  and  give  a  clear  definition  of  the
resilience of the complex system.

 6.2    Evaluating the resilience of complex systems/
network resilience

The second step of complex system resilience research is
to adopt appropriate methods to evaluate the resilience of

complex  systems  based  on  the  above  resilience  dimen-
sions.  The  existing  research  has  mainly  evaluated  the
resilience of complex systems from two aspects: the net-
work  topology  and  the  network  performance  within  the
concept  of  complex  networks.  Research  concerning  net-
work  topology  has  mainly  been  based  on  the  statistical
indicators  or  their  variants  in  complex  network  theory
and different network structures to evaluate the resilience
of  complex  systems.  Gao  et  al.  [190]  argued  that  the
research  on  network  resilience  is  mainly  based  on  three
factors:  network  structure,  network  dynamics,  and  the
failure  mechanism.  Meng  et  al.  [191]  used  link  density,
algebraic connectivity, and the aggregation coefficient to
measure  the  number  of  links,  fault  tolerance,  and redun-
dancy  of  the  network  to  evaluate  the  resilience  of  the
power  system.  Based  on  the  topological  structure  of  an
urban water distribution network, Pandit et al. [192] pro-
posed  a  resilience  metric  that  integrates  six  network
attributes:  the  network  diameter,  characteristic  path
length,  dominance,  critical  collapse,  algebraic  connecti-
vity,  and  the  network  coefficient.  Then  he  conducted  a
resilience  evaluation  of  the  urban  water  distribution  net-
work.  Research  concerning  network  performance  has
referred  to  dividing  the  process  of  assessing  resilience
into different stages and states according to changes in its
performance. Omer et al. [193] defined the resilience of a
submarine communication cable network by conducting a
comparison  of  the  flow  of  information  transmission
before  and  after  the  network  is  damaged  or  interfered
with. Pan et al.  [194] constructed a modeling framework
based  on  the  origin  destination-grid  network  and  pro-
vided a brand new performance metric for transportation
network  resilience  analysis  based  on  grid  capacity  and
also  developed  two  resilience  assessment  models  based
on performance recovery, recovery time, cumulative per-
formance recovery,  and cumulative performance without
precise recovery time.

To  sum up,  existing  research  has  often  evaluated  sys-
tem resilience based on the network structure or the net-
work performance,  but  topology parameters  cannot  fully
reflect  the  actual  quality  of  complex  systems/networks.
At  the  same  time,  performance  parameters  cannot  com-
prehensively  reflect  the  network’s ability  to  withstand
and recover from attacks or disturbances. In future work,
both  network  topology  parameters  and  performance
parameters  need  to  be  considered  to  evaluate  complex
systems/networks comprehensively and effectively. Only
in this way can we effectively provide an objective func-
tion  for  complex  system/network  resilience  optimization
and thus support the design of resilience of complex sys-
tems/networks.
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 6.3    Electing the key nodes or links for complex
systems resilience

The third step of complex system resilience research is to
allocate  limited  resources  to  nodes  or  links  that  have  a
significant  impact  on  system  resilience.  Therefore,  the
impact  of  changes  to  the  state  of  nodes  or  links  on  the
system performance must be considered in complex sys-
tem resilience design, that is, the key nodes or links must
be selected. The concept of key nodes/links was first pro-
posed  by  Birnbaum to  define  reliability  importance,  key
importance, and structure importance [195]. This content
has been extensively studied in the field of complex sys-
tems resilience. The following is an introduction to elect-
ing the key nodes or links for complex systems resilience
from the  organizational,  social,  economic,  and  engineer-
ing system domains. For the organizational system, Ruiz-
Martin et al. [196] represented people as nodes in the net-
work and their communication relations as links and then
studied  what  happens  in  the  communication  structure  of
the organization if a person disappears or if only commu-
nications are broken, which provides a cost-effective way
to  analyze  organizational  resilience.  For  the  social  sys-
tem, Blagojevic et al. [197] advanced a method based on
Sobol’s indices  and  a  heuristic  upper  and  lower  bound
search  to  measure  the  importance  of  vulnerability  and
recoverability  of  components  for  disaster  resilience  of
communities.  For  the  economic  system,  Ye  et  al.  [198]
applied the network analysis to evaluate the resilience of
the  economic  network  in  Guanzhong  Plain  City  Cluster
and  examine  the  impact  of  network  structural  properties
on  economic  resilience.  The  results  showed  the  differ-
ence  between  core  and  peripheral  cities  and  suggested
that  strengthening  the  connection  between  the  two  can
improve  economic  resilience.  For  engineering  systems,
considering  the  dynamic  properties  of  road  traffic  and
day-to-day  disruptions,  Gauthier  et  al.  [199]  proposed  a
methodological  approach  based  on  resilience  stress  test-
ing and a dynamic mesoscopic simulator,  the purpose of
which is to identify and rank the links that are most criti-
cal to the overall performance of the road network.

To  sum up,  research  on  the  selection  of  key  nodes  or
links to achieve the resilience of complex systems is still
at the preliminary stage. At present, it focuses on the per-
formance  loss  and  recoverability  of  single  or  combined
factors.  Hence,  the  next  step  is  to  consider  the  overall
resilience  measurement.  In  addition,  the  dynamics  of
complex  systems/networks  are  a  factor  that  cannot  be
ignored.  In  future  research,  key  nodes/links  should  be
selected in a dynamic context, because the importance of
nodes/links may be different at different time points.

 6.4    Enhancing the resilience of complex systems

When  multiple  nodes  or  links  of  a  complex  system/net-
work  are  disturbed,  the  first  problem to  consider  is  how
determining  an  appropriate  recovery  sequence  to  make
the  system  performance  recover  quickly  and  effectively
will enhance resilience [200]. As the optimization goal in
the  study  of  complex  system/network  resilience  is  often
unknown,  it  is  essentially  a  multi-objective  optimization
problem.  At  present,  multi-objective  optimization  algo-
rithms based on evolutionary algorithms [201,202], parti-
cle swarm optimization [203,204], and their variants have
been  successfully  applied  in  various  fields,  and  they  are
all  committed  to  finding  a  more  accurate  and  uniform
Pareto  optimal  solution  set.  To  reduce  the  cost  of  the
algorithm,  relevant  scholars  have  tried  to  refine  and
reduce  the  Pareto  optimal  solution  set,  for  example,  by
designing corresponding recovery strategies [205].

To  sum  up,  the  current  idea  of  complex  system/net-
work  resilience  enhancement  is  to  formulate  optimiza-
tion  objectives,  determine  multi-objective  optimization
algorithms,  reduce  solution  set  space,  and  determine  the
recovery order. However, the process of complex system
operation  is  extremely  complex,  and  its  resilience
enhancement  should  be  staged.  In  the  next  step  of  the
work,  we  should  not  limit  ourselves  to  the  optimization
goal of maximizing resilience. For example, in the emer-
gency  recovery  phase  of  the  equipment  system-of-sys-
tems  in  the  case  of  strong  confrontation,  priority  should
be given to enhanced robustness rather than performance.
Only in  this  way can we meet  the  operational  reality.  In
addition,  developing  efficient,  fast,  and  low-cost  multi-
objective  optimization  algorithms  is  another  important
research direction.

 7. Link prediction of complex systems
If  the  resilience  of  networks  is  an  important  way  of
defense, the offense is also essential in complex systems,
in which link prediction is a typical method.

 7.1    Introduction and background

Complex network is a common way to represent connec-
tions in a complex system. These connections can be rep-
resented  graphically  as  a  network  where  each  node  is  a
separate  entity  and  each  link  denotes  a  partnership  or
association between relationships. Due to the difficulty in
obtaining a large amount of information within the com-
plex network, there are many hidden relationships among
entities that must be uncovered in real applications, espe-
cially in many biological scenarios. In addition, complex
networks  are  dynamic;  many  nodes  can  be  added  to  the
complex  network,  which  usually  applies  in  social  net-
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works.  Complex networks consequently become incredi-
bly  sophisticated  and  dynamic.  To  deal  with  the  afore-
mentioned problems, we discuss a particular issue known
as  link  prediction.  Link  prediction  is  a  method to  evalu-
ate the probability of generating a link between two nodes
by analyzing the known network structure.

G (V, E) V
E

U
n (n−1)

2
n = |V |
(|U | − |E|)

We  denote  as  an  undirected  graph,  where 
represents  a  node  set  and ,  a  link  set.  A  universal  set

 contains  a  total  of  links  (total  node  pairs),
where  denotes  the  number  of  total  nodes  in  the
graph.  links are denoted as non-existing links,
and  some  of  these  links  may  appear  in  the  near  future
[206].

We  propose  a  review  of  previous  approaches  for  link
prediction on complex network graphs based on the pre-
vious review [207]. We divide these approaches into vari-
ous categories [208]. One of them calculates a similarity
score  between  node  pairs,  where  having  higher  scored
pairs  implies  links  between  them.  Another  type  of  algo-
rithm  is  based  on  probabilistic  approaches,  such  as
Bayesian  and  relational  models.  Dimensionality  reduc-
tion  approaches  based  on  embedding  and  factorization
have been grouped into one category, and several applica-
tions have also been researched.

 7.2    Similarity-based models

S (x, y)
x y S (x, y)

Similarity-based  metrics  are  the  most  basic  metrics  in
link prediction,  calculating a similarity score  for
each pair  and . The score  is determined by the
structural  or  node properties of the node pair  under con-
sideration. Non-observed relationships are scored accord-
ing  to  their  similarity.  The  higher-scoring  pair  of  nodes
represents  the  predicted link between them. The similar-
ity  measures  between each  pair  may be  calculated  using
many network properties, one of which is structural pro-
perty. Scores based on this property can be grouped into
several categories, such as local or global.

In  general,  local  indices  are  computed by using infor-
mation about common neighbors and node degree. These
indices  take  into  account  a  node’s immediate  neighbors.
Examples  of  such  indices  are  common  neighbor  [207],
preferential  attachment  [208],  Adamic/Adar  [209],  and
resource allocation [210]. Global indices are computed by
using the complete topological information of a network.
The  computational  complexities  of  such  methods  are
higher and seem infeasible for large networks [211,212].
Quasi-local  indices  have  been  introduced  as  a  trade-off
between local and global approaches or performance and
complexity.  These metrics are as efficient  to compute as
local indices. Some of these indices extract the complete
topological  information  of  the  network.  The  time  com-

plexities  of  these  indices  are  still  fewer  than  those  of
global  approaches.  Examples  of  such  indices  include
local  path  index,  local  random  walk  index  [213],  and
local directed path (LDP) [214].

 7.3    Probabilistic and maximum likelihood models

G (V, E)

(i, j)
P
(
Ai j = 1|θ)

For  a  given  network ,  the  probabilistic  model
optimizes an objective function to establish a model com-
posed of several parameters. At that point, the likelihood
of the presence of a non-existing link  is evaluated by
using conditional probability . Several proba-
bilistic  models  [215−217]  and  maximum likelihood  mo-
dels [218,219] have been proposed in the literature to infer
missing  links  in  the  networks.  In  addition  to  structural
information, the probabilistic models usually require fur-
ther  information,  such  as  information  about  the  node  or
edge attributes. It is difficult to extract this attribute infor-
mation,  and  parameter  tuning  is  important  in  these  mo-
dels,  which  restricts  their  applicability.  Since  maximum
likelihood  methods  are  complex  and  time-consuming,
these models are not suitable for real large networks [206].

 7.4    Link prediction using dimensionality reduction

The  curse  of  dimensionality  is  a  well-known  issue  in
machine learning. To solve the aforementioned issue and
use  it  in  the  link  prediction  scenario,  several  researchers
[220,221]  have  used  dimension  reduction  approaches.
Network  embedding  and  matrix  decomposition  ap-
proaches,  which  are  frequently  referred  to  as  dimension
decomposition  methods,  have  attracted  the  attention  of
many authors.

Recently,  some  network  embedding  techniques
[222−225]  have  been  proposed  and  applied  successfully
to the link prediction problem. Perozzi et al. proposed the
DeepWalk algorithm, where nodes and truncated random
walks  are  treated  as  words  and  sentences  [222].  Grover
and  Leskovec  proposed  the  node2vec  algorithm  that
learns low-dimensional representation by maximizing the
likelihood of preserving neighborhoods of nodes [224]. In
addition,  the  Laplacian  eigenmaps  [223],  Isomap
[226,227],  and  logically  linear  embedding  (LLE)  [228]
are  examples  based  on  the  simple  notion  of  embedding.
These  embedding  methods  are  highly  sophisticated  and
have  scalability  problems.  Numerous  publications  based
on  link  prediction  have  employed  matrix  factorization
[229−235]  and  recommendation  systems  [236].  Latent
features that have been extracted have often been used to
represent each node in latent space. Additional node/link
or  other  attribute  information  may  be  utilized  to  further
enhance the prediction results. In most of the works, non-
negative  matrix  factorization  has  been  used.  Some
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authors  have  also  applied  the  singular  value  decomposi-
tion  technique  [237].  With  the  development  of  deep
learning,  such  techniques  have  also  been  applied  in  link
prediction and have achieved an excellent performance.

 7.5    Applications

A recommendation system in a social network or e-com-
merce platform is a typical application of link prediction.
On the basis  of  users ’  previous browsing behavior,  such
algorithms  recommend  new  friends,  accounts  to  follow
on  social  platforms,  and  new  products  on  online  shop-
ping  portals  (e.g.,  interests,  preferences,  ratings)
[236,238−240].

Due to the huge size of a protein-protein network, it is
difficult  to  obtain  the  relationship  between  proteins  and
diseases as it is not only time-consuming but also expen-
sive  to  do  experiments  to  ascertain  those  connections.
Link  prediction  plays  an  important  role  in  this  field  to
predict relationships between proteins and diseases using
existing information [241−243].

Collaborating  author  or  reference  recommendation  is
an  essential  task  in  bibliographic  networks.  The  recom-
mendation system will predict potential co-authors or ref-
erences  for  a  researcher  according  to  previous  citations,
keywords,  or  other  information,  which  can  help  the
researcher find co-authorships [244−247].

With  the  transformation  of  the  war  system  from  net-
work-centric warfare to decision-centric warfare, the con-
cept  of  mosaic  warfare  has  been  widely  studied  and
applied. Mosaic war causes originally isolated equipment
to interact, which makes the network structure more com-
plex.  Owing  to  the  use  of  high  technology,  which  con-
ceals  equipment  and  causes  confusion,  comprehensive
access to equipment relationships becomes more difficult.
Thus, the observed network is biased, and we need to pre-
dict  the  potential  links  between  pieces  of  equipment
[130,247].

 8. Attacker-defender game in complex
networks

In  reality,  a  defender  will  not  allow  an  attacker  to  do
damage,  and  the  disintegration  and  protection  of  com-
plex systems is interactive. At this point, it is necessary to
model  the  offensive  and  defensive  problems  of  complex
systems  in  combination  with  game  theory.  Due  to  the
dependence  of  residents  on  infrastructure,  numerous
scholars  have  conducted  relevant  studies  on  complex
infrastructure systems.

In  the  following  text,  we  will  introduce  static  and
dynamic  game  models  under  complete  information  and
incomplete information.

 8.1    Complete information static game model

The  game  model  is  complete  information  when  players
hold  the  full  information  of  games,  like  strategies,
sequence, and payoff. And when the players act simulta-
neously, the game can be called a static game.

There  is  substantial  research  based  on  the  complete
information  static  game  model.  Bier  et  al.  studied  how
defensive  resources  are  allocated  in  response  to  an
attacker  [248].  Feng  et  al.  investigated  the  protection  of
multiple  chemical  facilities  by  integrating  game  theory
with  risk  assessment  [249].  Li  et  al.  [250]  developed  a
two-person  static  game  model  in  a  complex  network,
used  the  largest  connected  component  as  a  metric  func-
tion,  and  investigated  the  relationship  between  equilib-
rium  strategies  and  node  degree  values  as  well  as  the
effects  of  network  structure,  cost  constraints,  and  cost
sensitivity  on  equilibrium  outcomes,  and  validated  them
with  an  airline  network.  Smart  grid  operation  relies  on
communications  infrastructure  support  to  enable  power
management  and reliable  distribution [251,252].  Chen et
al. [253] examined the offensive and defensive strategies
for  grid  communication networks  and evaluated the  per-
formance  of  the  defense  mechanism  through  a  two-per-
son  zero-sum  game  model.  Fu  et  al.  [254]  developed  a
two-person  static  game  model  and  analyzed  pure  and
mixed strategy equilibria.  Bompard et  al.  [255]  captured
the  strategic  interactions  between  malicious  agents  who
may  be  willing  to  attack  power  systems  and  the  system
operators.  Research  based  on  the  complete  information
static game model has mainly focused on the problem of
strategy selection or resource allocation in confrontation.

 8.2    Complete information dynamic game model

The  game  model  becomes  dynamic  when  there  is  a
sequence of player actions. Some research has been based
on  the  complete  information  dynamic  game  model.
Brown et  al.  applied game theory to  military  strikes  and
homeland  defense  and  conducted  extensive  research
[256,257].  By  analyzing  examples  such  as  oil  reserves
and  electric  transportation  networks,  they  found  that  the
strategy  choices  of  attackers  and  defenders  under  the
game model differed from their intuition and emphasized
the necessity of game theory for infrastructure protection
[258].  They  studied  the  dynamic  game  model  through
two-level  and  three-level  programming  models  to  study
the dynamic game model. They also analyzed no-defense
behavior,  protection  of  critical  nodes,  and  protection  of
three-quarters  of  nodes  under  three  defense  strategies  to
determine  the  optimal  attack  strategy.  Li  et  al.  [259]
developed a  dynamic game model  based on the  Stackel-
berg game where the defender moves first and the largest
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connected component of the network is  used as a metric
function to investigate the effect of the first-mover advan-
tage  and  network  structure  on  the  equilibrium  solution.
Fu et al. [260] first protected the network through protec-
tive  or  camouflaged  behavior;  then  the  attacker  took
action  to  destroy  the  network  in  a  dynamic  game model
and  studied  the  effect  of  defenders ’  intentions  on  the
defenders using an evolutionary game approach.

 8.3    Incomplete information static game model

A game model is called an incomplete information game
when the participants do not have complete knowledge of
the  game.  Some  studies  have  also  been  based  on  the
incomplete  information  static  game  model.  Zhai  et  al.
[261]  developed  an  offense-defense  game  model  consi-
dering the utility of different attackers,  where the payoff
function of the defender over the attacker is uncertain. On
the  basis  of  a  static  model  with  complete  information,
Feng et al. [262] considered chemical plant protection in
the presence of multiple types of attackers. Powell [263]
studied a game model when the attacker’s preference for
the  target  is  uncertain.  Zhang  et  al.  [264]  proposed  a
game model for plant security management.

 8.4    Incomplete information dynamic game model

Lastly,  some research  has  been  based  on  the  incomplete
information  dynamic  game  model.  Li  et  al.  [265]  hid
some of the node information to model a dynamic game
in which the state moves first and the terrorists move se-
cond.  Zeng  et  al.  [266]  established  the  concept  of  infor-
mation  gap  for  the  first  time  using  a  Starkelberg  game
model  between attackers  and defenders  with asymmetric
information.  Zhang  et  al.  [267]  studied  the  offense-
defense  game  with  deceptive  targets  that  can  be  used  to
mislead attackers. Liu et al.  [268] used uniform distribu-
tion to change the degree values of nodes and the degree
values  of  nodes  as  asymmetric  information to  model  the
defender-first  offense-defense  game.  Strictly  speaking,
the above two studies had complete information about the
elements in the game model although the participants had
incomplete  information  about  the  game.  Tambe  [269]
studied the airport security problem via a Bayesian Stack-
elberg  game  model.  Gu  et  al.  [270]  built  a  Bayesian
Stackelberg game model in the face of attackers with dif-
ferent utility functions and analyzed the effect of type dis-
tribution  on  the  equilibrium  solution.  Zeng  et  al.  [271]
developed  a  Bayesian  dynamic  game  model  with  two
types  of  attackers —global  and  local —where  the  global
attacker  is  concerned  with  the  connectivity  of  the  whole
network and the local attacker is concerned with the effi-
ciency  of  node  removal.  Jiang  et  al.  [272]  developed  a
Bayesian Stackelberg game model to study the water sup-

ply  network  protection  problem  including  four  cases  of
private information.

In  addition,  there  have  been  studies  on  the  offensive
and defensive problems of infrastructure based on multi-
ple  game  perspectives.  Baykal-Guersoy  et  al.  [273]  stu-
died  the  strategy  of  infrastructure  security  under  two
game models, namely, static defense and dynamic patrol,
by using the number of people affected or the occupancy
level of critical infrastructure as a metric of attack. Guan
et  al.  [274]  developed  static  and  dynamic  game  models
for  multiple  targets,  where  the  defender  defends  aga-
inst attackers’ attacks by allocating resources. In the static
game  model,  the  attacker  and  defender  act  simultane-
ously, and in the dynamic game model, the defender acts
first.  The  results  showed  that  an  increase  in  defense
resources can reduce the attacker’s probability of attack-
ing.

 9. Summary and outlook
Complex  network  theory  is  an  excellent  system  model-
ing  method  that  can  not  only  reveal  the  behavior  of  a
complex  system but  also  reflect  the  essential  features  of
the  complex  system.  There  is  considerable  literature  in
this field and many interesting results have been obtained.
In  this  paper,  we  provide  a  survey  of  the  complex  sys-
tems  and  network  science  focused  on  seven
aspects—namely, networked modeling, vital node analy-
sis,  network invulnerability  analysis,  network disintegra-
tion  analysis,  resilience  analysis,  complex  network  link
prediction,  and  the  attacker-defender  game  in  complex
networks. For future work, there are many emerging top-
ics worth studying in this field. Therefore, we summarize
four topics for future research.

 9.1    Temporal network analysis of complex systems

In  practice,  the  structure  of  complex  systems  is  not
immutable, and the nodes or edges will change over time.
Therefore, it is possible to model complex systems based
on  temporal  networks.  Temporal  networks  are  generally
divided into two forms. One is expressed by a multi-layer
network in which each layer represents  a  timestamp; the
other  is  based  on  the  activity-driven  model,  which
describes  the  interaction  between  nodes  in  the  network
through the activity  potential  function.  Compared with a
static  network,  a  temporal  network can capture  temporal
information,  which  includes  the  interaction  order  of
nodes, enabling it to more accurately depict the dynamic
process of a complex system. Modeling complex systems
based  on  temporal  networks,  including  the  identification
of vital nodes, measurement of node centrality, and mea-
surement  of  topology,  is  an  important  future  research
topic.
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 9.2    Dynamic network analysis of complex systems

Network dynamics  offer  an important  method for  study-
ing complex systems. Dynamic processes mainly include
five  categories:  random  walk,  inert  random  walk,  self-
avoiding  walk,  tourist  walk,  and  epidemic  spread.  By
introducing  the  feedback  mechanism,  network  dynamics
can  determine  the  cause  of  system  complexity.  In  the
future,  the  frontier  of  network  dynamics  can  focus  on
multi-layer networks and metric graphs.

 9.3    Adaptive network analysis of complex systems

Different  from a  classic  complex  network,  adaptive  net-
works  focus  on  the  coevolution  of  nodes.  The  attributes
of nodes and interaction between nodes will change with
the local  network structure.  Therefore,  we can use adap-
tive  network  modeling  to  study  the  game  and  coopera-
tion  between  nodes  as  well  as  the  emergence  of  swarm
intelligence.

 9.4    Higher-order network analysis of
complex systems

Classic network modeling only focuses on the interaction
between  node  pairs,  and  it  is  difficult  to  describe  the
group interaction that commonly exists in social, biologi-
cal,  and  technological  systems.  A  higher-order  network
considers  the  interaction  between  multiple  nodes.  It  is  a
frontier  topic  of  network science that  can describe  inter-
actions  between  multiple  agents  in  an  endogenous  way
and yield  a  more  concise  model.  The typical  representa-
tives of higher-order networks are simplicial complex and
hypergraph.
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