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Abstract: The distributed hybrid processing optimization prob-
lem of non-cooperative targets is an important research direc-
tion for future networked air-defense and anti-missile firepower
systems. In this paper, the air-defense anti-missile targets
defense problem is abstracted as a nonconvex constrained
combinatorial optimization problem with the optimization objec-
tive of maximizing the degree of contribution of the processing
scheme to non-cooperative targets, and the constraints mainly
consider geographical conditions and anti-missile equipment
resources. The grid discretization concept is used to partition
the defense area into network nodes, and the overall defense
strategy scheme is described as a nonlinear programming prob-
lem to solve the minimum defense cost within the maximum
defense capability of the defense system network. In the solu-
tion of the minimum defense cost problem, the processing
scheme, equipment coverage capability, constraints and node
cost requirements are characterized, then a nonlinear mathema-
tical model of the non-cooperative target distributed hybrid pro-
cessing optimization problem is established, and a local optimal
solution based on the sequential quadratic programming algo-
rithm is constructed, and the optimal firepower processing
scheme is given by using the sequential quadratic programming
method containing non-convex quadratic equations and inequa-
lity constraints. Finally, the effectiveness of the proposed
method is verified by simulation examples.

Keywords: non-cooperative target, distributed hybrid process-
ing, multiple constraint, minimum defense cost, sequential
quadratic programming.
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1. Introduction

Since defense resources are scarcely compared to the
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complex types and huge number of defense tasks, it has
become an urgent problem to coordinate and schedule the
limited defense resources to achieve the optimal utiliza-
tion of resources and maximize the satisfaction of defense
tasks. The defense system is a typical nonlinear time-
varying system with numerous parameters affecting the
final effectiveness of the system, which cannot be mathe-
matically given as a closed-form analytical solution [1].
In practical engineering applications, the optimization of
the non-cooperative target distributed hybrid processing
method is often carried out by means of Brute Force,
which requires a large number of solutions during the
operation, especially when the number of intercepted
attacking pipelines is large, and the computation is huge
and slow when the range of processing points is selected,
which adversely affects the time-sensitivity of the defense
system [2].

Network flow theory was discovered and applied to the
description of the combat defense system, which was
established in the 1950s and has been widely applied in
many fields [3], such as transportation network optimiza-
tion, oil and gas transportation pipeline network construc-
tion, communication system information flow, and finan-
cial system cash flow. Network flow mainly contains
start, middle, and end nodes, and the link path between
nodes is called “edge”. Because the carrying capacity of
each link path is limited, the essence of solving the maxi-
mum flow problem from the starting point to the end-
point is how to find the optimal solution to meet the per-
formance target based on the maximum carrying capa-
city of network nodes and link paths. In network flow
theory, “feasible flow” refers to a path from the source
node to the end node through the appropriate link path,
which have two characteristics. The first is capacity limi-
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tation, which is the upper limit of the capacity of each
edge in the network; the second is the equilibrium condi-
tion, that is, the total input of the intermediate node is
equal to the total output. Under these two constraints, the
total output of the source node should be equal to the total
input of the end node, and the value is defined as the total
flow of the network. For a network, a feasible flow
always exists. The maximum flow problem is to find the
feasible flow with the maximum total flow under the
restriction condition [4]. The essence of the simple maxi-
mum flow problem is actually a linear programming
problem.

For solving the problem of optimal processing of
incoming noncooperative targets by a distributed defense
system, the “threat streams” of one or more potential
threat adversaries against multiple defended targets are
mixedly processed after the processing of the equipment’s
mating system is given, which is similar to but different
from the traditional network flow problem, which is
reflected in the fact that the intermediate nodes of the net-
work have the characteristics of capacity limitation, and
the characteristics of the capacity limitation of each edge
and the equilibrium condition of the intermediate nodes
remain unchanged, hereafter referred to as the “defense
flow ” problem. The problem of defense flow mainly
focuses on the process of deploying firepower to handle
target groups by defense equipment clusters with differ-
ent capabilities distributed in different areas [5,6]. Usu-
ally, different defense equipment clusters (intermediate
node) lead to different defense cost for different incom-
ing target groups, and the cost function usually considers
various complex factors related to comprehensive cost.
Because different defense systems often consists of dif-
ferent kinds of weapons and equipment, through the
launch interceptor to intercept the target, the cost differ-
ence between different incoming noncooperative targets
is very distinct. Even for the same target, the number of
interceptors required in different jamming penetration
scenarios will be different [7]. In addition, different inter-
ceptors have different capabilities; for example, weapons
intercepted outside the atmosphere have a greater chance
of interception and may achieve better results with a
smaller number of interceptors compared to those inter-
cepted inside the atmosphere, but the cost per shot will
be higher, so optimization cost associated with the
defense network flow problem needs to be evaluated
in a comprehensive manner considering multiple con-
straints [8].

Based on the above observations, it is noted that the
main theoretical challenge is the modeling and solving

methods of the optimization problem for the complicated
processing scheme of defensive equipment. Specifically,
finding an effective and simplified optimization decision
algorithm is also a difficult task. The non-cooperative tar-
get distributed hybrid processing optimization problem
studied in this paper refers to finding a simple and effi-
cient optimization scheme of interception strategy under
the condition that the processing scheme of defensive
equipment is determined so that the defense cost of the
main incoming non-cooperative target group of the key
protection target and the region is minimized. The prob-
lem can be considered as an optimization decision prob-
lem under constraints. In this paper, the overall defense
strategy scheme is described as a nonlinear programming
(NLP) problem to solve the minimum defense cost within
the maximum defense capability of the defense system
network, a nonlinear mathematical model of the in-com-
ing non-cooperative target optimization processing prob-
lem is established, an optimization solution method based
on the sequential quadratic programming (SQP) algo-
rithm is constructed, and the optimal interception alloca-
tion scheme is obtained by applying the SQP algorithm
with nonlinear inequality constraints to solve the prob-
lem. A local optimal interception allocation scheme is
obtained finally by using the SQP algorithm with nonli-
near constraints and applied to the problem solution with
good results.

2. Problem description

In fact, the most important defect in the traditional mo-
deling and decision optimization algorithm for the threat
target interception missions is that the multiple con-
straints on the optimization objective are not considered
clearly for the mathematical description and solving pro-
cedures. Considering the deficiency of the traditional
threat target interception strategy optimization method,
the description method of the defense flow network in the
defense system is illustrated firstly [9], then the mathe-
matical description of the firepower equipment capability
and the constraints on the incoming non-cooperative tar-
get processing are given, and the mathematical model of
the non-cooperative target distributed hybrid processing
system is established finally.

2.1 Mathematical description of defense system

2.1.1 Mathematical description of defense flow network

The main components in the defense system, usually
including radar, launcher, command vehicle, etc., are lim-
ited by the technical indicators and equipment character-
istics, such as the power of radar, wave band, anti-inter-
ference ability, advanced command and control algo-
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rithms, computer board processing capabilities and other
factors, the defense cluster composed of different equip-
ment with multi-target defense capabilities also vary
greatly, which means that the capacity of each directed
edge of the defense network flow is different [10]. For
any intermediate node in the defense network (i.e., a
group of devices distributed in a certain geographic area),
the defense equipment that enters the scope of its strike
(interception) capability must be “responsive”. A success-
ful interception is not necessary, but not missing the pro-
cessing is required, either the interception can be success-
ful, or the former intermediate node misses it and hands it
to the subsequent intermediate nodes for capability
assessment [11]. In this paper, we improve the classical
network flow model by defining that the target flow input
to the defense network has a “threat component”, such as
a group of targets (e.g., ballistic missiles) carrying light
and heavy decoys and jammers against a defended area,
while the real threat component is the warhead. There-
fore, the threat component (TC) constraint is considered
in the improved model, and it is because of this con-
straint that the defense flow problem becomes a non-con-
vex non-deterministic polynomail (NP) problem [12].

As shown in Fig. 1, the directed defense flow graph
G = (P,V) is defined, where P and Vare all finite sets; P
denotes each node in the graph; V represents directed
connected edges; T denotes the attacking target pool, and
all types of attack weapon clusters distributed in different
regions, such nodes flow out one-way, ie., 7T, =¢,
VYt e T; Q denotes the defense weapons processing pool,
which can be divided into two levels: exo-atmospheric
interceptor weapons group and intra-atmospheric inter-
ceptor weapons group according to the processing level,
e, Q=P\(TUE), where E denotes the observation
pool, which somehow corresponds to different defensive
strongholds, with a one-way inflow of nodes of this type,
ie,Ef =¢,Ve e E; P! denotes the set of all neighboring
nodes output from node i in finite set P, and P; denotes
the set of all neighboring nodes input to node i in finite
set P; K denotes the set of threat components with com-
batant parts, such as warheads; the variable f;; denotes
the flow from node i to jand (i, j) € V; the variable w*
denotes the content of the threat component k in the
defense weapon processing pool i, i€ Q and k € K; the
constant ¢; denotes the unit cost of the edge (i, j) and
(i, j) € V; the constant d;; denotes the processing capa-
city limit of the edge (i, j) and (i, j) € V; the constant b;
denotes the capacity limit of the point i and (i, j) € V; the
constant g* denotes the content of the threat component k
in the threat set 7 and 1 € T,k € K; the constant g* denotes
the content of the threat component k in the observation
seteand ee E,ke K.

Fig.1 Distributed air-defense and anti-missile firepower systems

2.1.2  Mathematical description of firepower equipment
capability

In order to facilitate the description of the non-coopera-
tive target distributed hybrid processing mathematical
model, and to more intuitively portray the nodes of the
overall defense system, the relationships among the nodes
are characterized in the following in the form of a matrix.
The number of units of the attacking target pool, the exo-
atmospheric interceptor weapon cluster, the intra-atmo-
spheric interceptor weapon cluster, and the observation
pool in Fig. 1 are defined as I, J, M, N, and for the dis-
tributed defense system shown in Fig. 1, there is I =3,
J=2, M=2, N=2, and the corresponding parameters
of I, J, M, N are denoted by i, j, m, n, respectively.
Then, a (I+J+ M)X(J+ M+ N) dimensional matrix H
can be defined to describe the relationship between nodes
in the network, where the rows of the matrix H denote
nodes with output capability and the columns are nodes
with input capability, if there is a pathway between two
nodes, the corresponding element in the matrix H is 1,
otherwise it is 0. From Fig. 1, the dimension of H is
(B+2+2)x(2+2+2)=7x6, and the corresponding
matrix is

1l
eNeoloNeoNeol S e
—_— OO = O OO
O = = = O O O

=N NeloNe e
—_ o OO O oo

eoNeNeNeN Sl

where the nodes corresponding to the rows are
[T\,T>,T5,0,,0,,M;,M,] from top to bottom, and the
nodes corresponding to the columns are [Q;,0,, M|,
M,,E\,E,] from left to right.

In the non-cooperative target distributed hybrid
defense process, achieving interdiction success against an
attacking target requires an assessment of the deployed
fire equipment capabilities. To achieve the requirement of
describing the capabilities of firepower units as ideally as
possible, the physical description of the capabilities of the
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defense equipment is shown mathematically. The capabi-
lity of the exo-atmospheric interceptor weapon group Q
and the in-atmospheric interceptor weapon group M as
deployed fire equipment can be expressed as follows. The
number of missiles at the launch node of the attacking
target pool should be equal to the output number of fire
equipment nodes, which is used to ensure the success of
missile interception and to facilitate the description of the
required cost. The mathematical description of the fire-
power equipment capability is

3 242

Dihify= D" hifs =12 (1)

i=1 m=2+1
where £;; is the element of the matrix H, and the vari-
able f; represents the flow from point ito j with
(i, j)eV.

2.1.3 Mathematical description of non-cooperative target
distributed hybrid processing system constraint

In practice, incoming ballistic missiles usually carry mul-
tiple realistic warheads and decoys to increase penetra-
tion and difficulty in interception [13]. Therefore, this
paper considers the “threat component” in the target
stream input to the defense network (i.e., a group of tar-
gets carrying heavy or light decoys and jammers to attack
a secure location, whose real threat component is war-
head) as a class of constraints on the model in the opti-
mization problem. In order to intercept all incoming non-
cooperative targets, the number of missiles arriving in the
observation pool from the incoming non-cooperative tar-
get pool and the missile defense pool cannot be greater
than the number of defensive warheads deployed in the
observation pool, so the constraint of threat component
can be expressed as

G, frie, + Way fure, + Wig, finp, <
C]]él (frE, +fM|E|)+q]Esz:E: 2)

where the constant ¢* denotes the content of threat com-
ponents k in threat concentration ¢ and r e T (the attack-
ing target pool), k € K; the constant ¢* denotes the con-
tent of threat component k in the observation set e € E
(the observation pool), k € K; w}, and w}, respectively
denote the content of threat components k in the defense
weapons disposal pool M, and M,.

Considering the practical arrangement of air defense
and anti-missile firepower in the real environment, the
influence of many natural conditions including geograph-
ical conditions and environmental factors should be con-
sidered, and the most important factor should be the con-
straint of anti-missile equipment resources themselves [14].

The flow of each directed edge f;; in Fig. 1 is limited,
which means the processing capability of each defense
flow to the number of missiles is limited, and the con-
straint can be described as

0<f;<d; 3)

where d;; is the processing capability limitation of each
directed edge in Fig. 1.

In addition, not only the constraint of the defense flow
in the directed defense flow graph has to be considered,
but also the constraint of the defense nodes has to be con-
sidered. According to the distributed air defense and anti-
missile firepower system in Fig. 1, all nodes in the
defense process are required to be within their capacity
limits. The constraints on the capacity of the nodes are
described in two parts based on the offensive-defensive
dichotomy.

Based on Fig. 1 and the matrix H, the constraint on the
observation pool node capacity can be described as

3 342
§ hin fin + § h_in fjn +
i=1 j=3+1
34242

Z hﬂ"’lﬁﬂﬂ < bVL? n = 5?6 (4)

m=3+2+1

where b, is the upper capacity constant in the observa-
tion pool node, i.e., the number of missiles arriving at that
node must not exceed the upper limit in order to ensure
the successful completion of the defense mission [15].

Similarly, the mathematical description of the node
capacity of the attacking target and defense weapon pool
is

2 2+2 24242
Z hi_f ij + Z him.ﬁm + Z h[nf;'n < bi’ i€ [1’7] (5)
Jj=1 m=2+1 n=2+2+1

where b; is the upper capacity limit constant in the
remaining nodes after removing observations.

2.2 Mathematical model for distributed hybrid
processing of non-cooperative targets

Based on the above mathematical description of the
defense area with the quantitative description of the fire
armament capabilities and threat components with con-
straints, the flow rate f;; for each directed edge in the
directed defense flow diagram is viewed as the decision
variable, then the threat component content w¥ in the exo-
atmospheric interceptor weapons group is also treated as
an another decision variable, and the intra-atmospheric
interceptor weapons groups are used as decision vari-
ables. Furthermore, the cost minimization is used as the
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objective function, which is defined as

342 242
F= E E wihiiciifii + E E Wil C o fim ™+
=1l j=1 Jj=3+1m=2+1
3+2+2 24242 3 24242

Z Z a)m mncmnfmn + Z Z Wi hmcmﬁn

m=3+2+1n=2+2+1 i=1 n=2+2+1

34242 242
E E "-)mlhmlmzcnnmzfmlmz (6)
my=3+2+1my=2+1

where h,;; is an element of matrix H; the variable f;;
denotes the flow from point ito j; the constant c;
denotes the unit cost of edge (i,/); w; is used to deter-
mine whether there are incoming missiles launched from
the incoming target pool; w; is used to determine whether
there is a threat component in the exo-atmospheric inter-
ceptor weapon population that is subject to a threat from
the incoming target pool, and w; is zero if and only if w;
is always zero; w,, is used to determine whether there is a
threat component in the in-atmospheric interceptor
weapon population subject to an unresolved threat in the
exo-atmospheric interceptor weapon population, and they
can be expressed as

3
b= ) 0D hwi=0:j=45

J i=1 ’
1, otherwise

Wy = {O,w—O im=6,7Vj=4,5.

1, otherwise ’

The constraint on the objective function is

3 2 3 242 3 24242
S e Y S hht Y S hsi=c @)
i=1 j=1 i=1 m=2+1 i=1 n=2+2+1

where C is a constant value, which is the sum of the traf-
fic input from the incoming target pool to the whole net-
work, and its value must be less than the maximum
defense capacity of the defense system network.

3. SQP-based distributed hybrid processing
optimization method

The solution of the non-cooperative target distributed
hybrid processing problem is essentially an NLP prob-
lem for solving the minimum defense cost. To simplify
this problem, in this paper, we consider that C exceeds
the maximum capacity that the network can handle at a
given moment when there is no feasible solution for C

above a certain value. Through the established nonlinear
mathematical model of the non-cooperative target dis-
tributed hybrid processing problem, an optimization
method based on the SQP algorithm is designed, and the
local optimal defense processing solution is obtained by
applying the SQP method containing non-convex
quadratic equations and inequality constraints.

3.1 SQP solution

It can be seen from the model that the minimum defense
cost is a nonlinear optimization problem. To solve this
problem, an SQP algorithm is used below. SQP is one of
the most effective and recently developed techniques to
solve NLP problems [16—22], which is currently the best
algorithm for small-scale NLP problems. In this algo-
rithm, the original problem is transformed into a series of
quadratic programming (QP) subproblems to obtain the
optimum solution of the original problem. By taking
quadratic approximation of the Lagrange function, the
degree of approximation of the quadratic programming
subproblems is improved such that nonlinear optimiza-
tion problems can also be calculated. The SQP algorithm
is an algorithm that transforms complex nonlinear con-
strained optimization problems into relatively simple QP
problems [23]. The so-called QP problem is the optimiza-
tion problem with quadratic objective function and linear
constraint function. The QP problem is the simplest non-
linear constrained optimization problem.

The basic idea of the SQP method is to simplify the
original NLP problem into a QP problem about a certain
approximate solution and then the local optimal solution
is obtained [24]. If there is a locally optimal solution, it is
considered to be the locally optimal solution of the origi-
nal NLP problem; otherwise, a new QP problem is
replaced by an approximate solution and computational
iteration continues [25].

The nonlinear constrained optimization problem is
modeled as

min f(X)
&X)<0, u=1,2,---,p ®)
h(X)=0, v=1,2,---.m

where XeRand f(X) is the objective function;
g.(X) is the equality constraint function; A,(X) is the
inequality constraint function; p and m are positive inte-
gers.

Firstly, the objective function of nonlinear constraint
optimization problem (8) is simplified to a quadratic
function at the iterative point X* by using Taylor expan-
sion, and the QP problem can be described after the con-
straint function is simplified to the following linear func-
tion:
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1
min f(X) = 3 [X - X""VAFA(XHX - XA+
VAX'X - X]

Va.(X)'[X - X1+ g,(X) <0, u=1.2,---,p ©)

A\ VAXHTX - X ]+h(X)=0, v=1,2,---,m
where Vf(X*),Vg,(X*),Vh,(X") are the gradients of the
functions f,g,.h, at the point X*, and V2f(X*) is the se-
cond derivative of the function f. This problem is
approximate to the original constrained optimization
problem, but its solution may not be feasible to the origi-
nal problem. Then,

S=X-X~ (10)

The QP problem described in (9) is transformed into an
optimization problem about variable S, so

min f(X) = %STsz(X")S+Vf(X")TS

{Vgu(Xk)TS+g“(Xk)<0, u=12,---,p (11
A\ VAXH'S+h (XY =0, v=1,2,---,m
Define the symbols as

H=V*f(X"

C=Vf(X

A = [VA(XY), Vhy(XY), -+, VR, (XO]T (12)

A =[Vgi(X9), Vg (X, -+, Vg, (X'
By = [ (X", (X"), -+ 1, (XO)]'
B = [g:1(X"), &(X"), -+, g, (X"

By substituting (12) into (11), the general form of QP
problem can be obtained as

1
min ESTHS +C'S
{AS <B
S.t.

13
A.S = B, (13

This QP problem is further solved by taking the opti-
mal solution S* as the next search direction S* for the
original problem and performing a constrained one-
dimensional search of the objective function for the origi-
nal constrained problem to obtain an approximate solu-
tion X**! of the original constrained problem. By repeat-
ing this process, the local optimal solution of the original
problem can be obtained [26].

The solution of QP problem can be divided into the
following two situations.

(1) QP with equality constraints

min f(X) = %STHS +C'S
st AwS = Beg (14)

If the Lagrangian is zero, then

1
minL(S.0)= >S'HS + C'S + A'(4,S~By)  (15)

where S = X -X*, H=V*f(X") is the positive definite
matrix, and A is the Lagrange multiplier. Then from the
extremum condition VL(S,1) =0 of multivariate func-
tion, we can obtain

{HS+C+ACTq/l=O

16
A S—By =0 (16)

And it can be further written in a matrix form as

S P P S
Ay 0 A B,

Equation (17) is a system of linear equations with
[S,A]T as the variables. The number of variables and
equations is n +m. From the knowledge of linear algebra,
it is clear that this equation either has no solution or a
unique solution. If there is a solution, then the unique
solution of this equation can be easily found by using the
elimination transformation, denoted as [S**!, A**!]T. If the
multiplicative vector A**! in this solution is not zero, then
S is the optimal solution S* of the equation con-
strained QP problem (14), namely S$* = §**!, according to
the condition k —z.

(i1) QP with general constraints

For QP problem (13) with general constraints, we
should find out the constraints acting on iteration points
X* in inequality constraints, and form new constraints by
combining equality constraints and working constraints

min f(X) = %STHS +C"
s.t. Z Zaijsj =b, (18)
i€EUIL j=1
where E represents the set of equality constraints, and I,
represents the set of subscripts acting constraints in
inequality constraints [27].

Referring to the solution process of (14), the solution
of (18) can be found [28]. After obtaining the solution
[S¥!, AT of (18), if the multipliers corresponding to the
constraints of the original equation are not zero and the
multipliers corresponding to the parts of the functioning
constraints are not less than zero, then $**! is the optimal
solution §* of (13) for the general constraint QP problem
according to condition k—¢ [29].

3.2 Optimization solution algorithm of non-coopera-
tive target distributed hybrid processing systems

The solution steps of non-cooperative target distributed
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hybrid processing optimization based on SQP are as fol-
lows [30].

Step 1  Given the initial point X° and convergence
precision &, let H* =1 (I is the identity matrix), set
k=0.

Step 2 Simplify the original problem as the QP prob-
lem at point X*, as shown in (18).

Step 3 Solve the QP problem and let S* = S*.

Step 4 In the direction S* of the original problem,
perform the objective function-based constraint one-
dimensional search to get the solution X**!.

Step 5 If X*! satisfies the given convergence accu-
racy &, then let X* = X!, f* = f(X*'"), and output the
local optimal solution, then terminate the calculation; oth-
erwise, go to Step 6.

Step 6 Modify H**! according to the variable metric
method or quasi-Newton method in the proposed New-
ton formula, make k =k+1, and go to Step 2 to continue
iterations.

4. Simulation verifications

Given the values of the parameters of the missile defense
stream. The unit costs for different interceptor missile
defenses are given as follows. cro =2 000 for the unit
cost in the exo-atmospheric interceptor weapon group,
which is ¢ = ¢y = cn =¢3 =2000; coy =800 for the
unit cost of interception in the intra-atmospheric intercep-
tor weapon group, which is ¢, = ¢y = ¢54 = 800; in addi-
tion there is an internal mutual aid interception unit cost
of ¢y, m, = 800, which is cg = ¢73 = 800; the unit intercep-
tion cost in the observation pool includes the interception
cost from the self-defense pool, ¢z =1, that is
c¢s = Cc76 = 1, and the interception cost to the incoming
target pool, ¢y = 1, that is ¢;5 = 1; the different process-
ing capability. The incoming target pool to the exo-atmo-
spheric interceptor group is limited to dr, = 10, namely
dy = dy =dy =d3 = 10; the exo-atmospheric intercep-
tor group to the in-atmospheric interceptor group is lim-
ited to doy =15, namely dy; = dyy = dsy = 15; the inter-
ceptor group within the in-atmospheric interceptor group
is limited to dy,u, = 15, namely dg = d5; = 15; the in-
atmospheric interceptor group to the observation pool is
limited to dy; =25, namely dg =d =25, and the
incoming target pool to the observation pool is limited to
drg =10, namely d;5 =10. The capacity limit of the
nodes in the incoming target pool is by =30, that is,
b, = b, = by = 30; the capacity limit of the nodes in the
exo-atmospheric interceptor weapon group is b, = 8, that
is, b, = bs = 8; the capacity limit of the nodes in the intra-
atmospheric interceptor weapon group is by, = 8, that is,
bs = b; = 8; the capacity limit of the nodes in the observa-

tion pool is by =15, that is, b, =b, =15; the threat
component k content ¢* in the threat set ¢ is 60%; the
threat component k content ¢* in the observation set e is
10%.

4.1 Simulation example 1

When the non-cooperative target defense situation is
shown in Fig. 2, where one node of the incoming non-
cooperative target pool launches missiles to the observa-
tion pool, then the mathematical description is as follows:

@=4¢,=0
q§¢0$w1=w3=0

CL)2=CL)4=0.)5:0.)6:0J7:1

oo o

Fig. 2 Schematic diagram of air defense and anti-missile fire sys-

tem when the incoming target is 1

The objective function is

F=cyfo+cnfntcnfutcufut
Csq fsa + Ces fos + Cr6.f76-
Combined with the established model and simulation
parameters, the corresponding constraint conditions can

be obtained.
(i) Network flow constraint is

f‘z] +ﬁ2 = C.

(i1) Processing capacity constraints are

Do+ oo < bas fis + faa < by fs4 < bs;
Jos < bs; f16 < b7; fos < bt fr6 < beo.

(iii) Ability balance constraints are
01 far = fis+ fass
Oy fo = foas
M, : fiz = fes;
M, : fsi+ fas = fre-

(iv) Constraint of threat component is
dsfos + d5.Fre < 44, fos + @, fro -

To facilitate the solution, the ability balance constraint
is substituted into the objective function F and the con-
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straint conditions (1), (2) and (4) are further simplified.
The objective function is

F = (e + sy +36) oo + (Caz + Co1 + Co5) faat
(Caa + €21 +C36) faa-

Network flow constraint is

S+ fis+ fu=C.

Processing capacity constraints are

Jaz + faa < by; fro < bs; faz < bgs oo + faa < b7

Threat component constraint is

Gefus+ @5 (fa + fur) < G5, fus + G, (fo + fua) -

In the simulation example 1, the value of C is set as 8.
According to the proposed SQP-based optimization
method, simulation verification is carried out. By calling
the fmincon function in Matlab toolbox and setting the
corresponding simulation parameters to solve the prob-
lem, the local optimal solution of simulation example 1
can be derived. As the total traffic input to the defense
system network increases, the minimum defense cost
increases, as shown in Fig. 3, where the abscissa C and
the ordinate F' denotes the value of the total flow input to
the defense system network and the minimum defense
cost respectively. Furthermore, to verify the effective-
ness of the algorithm, a defense scenario is considered in
this paper, assuming that the variation of the flow C sent
to the defense system network satisfies a quadratic func-
tion as time ¢ varies, the equation is

C =-0.082+1.6t, t€][0,10].

4
26 x10

241

221

L 20F

l16r

1.4 ' : :

Fig. 3 Minimum defense cost varying with the value of total flow
C input to the defense system network (example 1)

Using the algorithm and optimization process pro-
posed in this paper, the variation curve of the minimum
defense cost is given, as shown in Fig. 4, where ¢, C, F

coordinate denotes the time, the value of total flow input
to the defense system network and the minimum defense
cost respectively, and it can be seen that the algorithm is
able to give all optimal solutions within the defense capa-
bility.

x10%
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~1.0

0.5
0
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00 !

Fig. 4 Curve of minimum defense cost after time and traffic

changes (example 1)

4.2 Simulation example 2

The missile defense situation is shown in Fig. 5, where
two nodes of the incoming target pool launch missiles
to the observation pool, then the mathematical descrip-
tion is

q;#0

g #0

¢=0=>w;=0

W) =Wy =Wy =Ws =Wg =Wy =

T
CANCE

Fig. 5 Schematic diagram of air defense and anti-missile fire sys-

e
@

tem when the incoming target is 2

The objective function is

F=cyfiitcisfis+cufut+enfot
Ca3 faz + Cag fas + Csa fs4 + Cos fos + Cr6 fr6-

Combined with the established model and simulation
parameters, the corresponding constraint conditions can
be obtained.

(i) Network flow constraint is

futfis+tfut+fn=C

(i1) Processing capacity constraints are

Siot fis b for + oo < bos fuz + fas < by
Ssa < bs; fos < be; fr6 < b7; fis + fos < bet; fr6 < bea.
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(iii) Ability balance constraints are

Q1 fu+fu = fu+ fass
O for = fas
M, : fiz = fes:

M, : fsq+ faa = fre-

(iv) Constraint of threat component is

) fis + g fos + C]’;fmqf1 (fis + fos) + C]’;f76~

To facilitate the solution, the ability balance constraint
is substituted into the objective function and the con-
straint conditions (i), (ii) and (iv) are further simplified.
The objective function is

F =(cii—cn) fir +eisfis +(€n+css+C16) frot

(Ca3 + Ca1 +Co5) faz + (Caa + €21 + C36) faa.
The network flow constraint is

fistfot+fut+fu=C

Processing capacity constraints are

Sutfis<bisf+ fut fuo—fii <by;
Sus + faa < by; foo < bs; faz < by;
S+ faa < by fis+ fis < b,y

The threat component constraint is

d\ fis +qs Sz + ¢ (fr + far) <
@ (fis+ o)+, (fo+ fu).

In the simulation example 2, the value of C is set as 16.
According to the proposed SQP-based optimization
method, simulation verification is carried out. By calling
the fmincon function in Matlab toolbox and setting the
corresponding simulation parameters to solve the prob-
lem, the local optimal solution of simulation example 2
can be derived. As the total traffic input to the defense
system network increases, the minimum defense cost
increases, as shown in Fig. 6, where the abscissa C and
the ordinate ' denote the value of total flow input to the
defense system network and the minimum defense cost
respectively. To verify the effectiveness of the algorithm,
a defense scenario is considered in this paper, assuming
that the variation of the flow C sent to the defense sys-
tem network satisfies a quadratic function as time ¢
varies, the equation is as follows:

C=-0.167+3.2t, t€[0,10].

4
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Fig. 6 Minimum defense cost varying with the value of total flow
C input to the defense system network (example 2)

Using the algorithm and optimization process pro-
posed in this paper, the variation curve of the minimum
defense cost is given, as shown in Fig. 7, where ¢, C, F
coordinates denote the time, the value of total flow input
to the defense system network and the minimum defense
cost respectively, and it can be seen that the algorithm is
able to give all optimal solutions within the defense capa-
bility.

%10
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5

0 0 t

Fig. 7
changes (example 2)

Curve of minimum defense cost after time and traffic

4.3 Simulation example 3

The missile defense situation is shown in Fig. 1, where
three nodes of the incoming target pool launch missiles to
the observation pool, then the mathematical description is

q+0

g #0

¢=0=>w;=0

W =W =Wy =Ws =We =W =

The objective function is

F=cyfiitcisfistcufo+cnfntcnfntcsfuat

Cus faa + Csa fsa + Cou fou + Cos Jos + €73 13 + C6 fr6-
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Combined with the established model and simulation
parameters, the corresponding constraint conditions can
be obtained.

(i) The network flow constraint is

Jutfist i+ fotfn=C

(i1) Processing capacity constraints are

Lfir + fis < by for + foo < ba; fro < b3
Ju3+ faa < by fsu < bs; foa + fos < b;
Jis+ fr6 < b3 fis + fos < bers fr6 < bea
(iii) Ability balance constraints are

O fu+fu = fos+ faas

Qs foo+ fr2 = foas
M, fis+ fr3 = fea t+ Joss
M, : fu+ fsat foa = fr3+ fre

(iv) The constraint of threat component

4 fis + s fos + @5 fro < 4t (fis + fos) + 45, foe-

To facilitate the solution, the ability balance constraint
is substituted into the objective function F and the con-
straint conditions (i), (ii) and (iv) are further simplified.
The objective function is

F =cisfis+(ca—cn) for + (€ + €54+ Cr6) fro+
(C32+Css+C76) far +(Cas + €11+ Cos) faat
(Ca1 + €11 +C76) faa + (Coa + €16 — Co5) foat

(c73 + Ces = €76) fr3-

The network flow constraint is

Sis+ ot fiut fiatfu=C.

Processing capacity constraints are

Ji+ fu+ fis— fou <bi o+ fro < b fro < bs;
Sz + faa S by foo + fr2 < bs; faiz + fr3 < b
fo+ fo+ fut fa <bs; fis+ fis+ f13— foa < bers
S+ fot fut fo— fr3 < ba.

The threat component constraint is

@ fis+dfis + @5 (o + fua) < &5 (fis + fia) +
q, (o + fi) (¢ = @) fis + (g6 — ) firt
(45— gt ) (f + fua) <O

In the simulation example 3, the value of C is set as
15. According to the proposed SQP-based optimization
method, simulation verification is carried out. By calling
the fmincon function in Matlab toolbox and setting the
corresponding simulation parameters to solve the prob-
lem, the local optimal solution of simulation example 3

can be derived. As the total traffic input to the defense
system network increases, the minimum defense cost
increases, as shown in Fig. 8, where the abscissa C and
the ordinate ' denote the value of total flow input to the
defense system network and the minimum defense cost
respectively. To verify the effectiveness of the algorithm,
a defense scenario is considered in this paper, assuming
that the variation of the flow C sent to the defense sys-
tem network satisfies a quadratic function as time ¢
varies, the equation is

C =-0.15¢ +3t, t€[0,10].
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Fig. 8 Minimum defense cost varing with the value of total flow C

input to the defense system network (example 3)

Using the algorithm and optimization process pro-
posed in this paper, the variation curve of the minimum
defense cost is given, as shown in Fig. 9, where ¢, C, F
coordinates denote the time, the value of total flow input
to the defense system network and the minimum defense
cost respectively, and it is seen that the algorithm is able
to give optimal solution within the defense capability.
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Fig. 9 Curve of minimum defense cost after time and traffic

changes (example 3)

5. Conclusions

In this study, the problem of distributed hybrid process-
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ing of non-cooperative targets in networked defense sys-
tems is investigated, i.e., finding a reasonable and effi-
cient fire interdiction strategy optimization scheme that
allows for the least costly defense of key protection tar-
gets and the main group of incoming non-cooperative tar-
gets in the area. Compared with other types of missile
defense optimization network mathematical models, the
mathematical model established in this paper takes into
account more comprehensive constraints and is more suit-
able for practical engineering applications. In addition,
the method proposed in this paper is universal and can
solve the same type of optimization problems. The main
conclusions are as follows:

(1) The grid discretization concept is used to partition
the defense zone into network nodes, abstract the dis-
tributed hybrid processing scheme for non-cooperative
targets into a NP problem that solves for the minimum
defense cost, and solve for the defense zone node defense
capability of the defense system against incoming non-
cooperative targets in different directions according to the
basic constraint requirements for intercepting non-coop-
erative targets in networked defense systems.

(i1) A distributed hybrid processing optimization model
for non-cooperative targets with minimization of defen-
sive fire resources as the objective function is established,
a SQP-based optimization solving method is constructed,
and the optimal interception strategy scheme is obtained
by applying the SQP method containing nonconvex
quadratic equations and inequality constraints to solve the
problem. Finally, the effectiveness of the proposed
method is verified by simulation examples.

In this paper, under the complicated multiple con-
straints, the optimization result is a local optimal solution,
but it can meet the non-cooperative target distributed
hybrid processing optimization requirements in engineer-
ing. In future, the deep learning-based global optimiza-
tion method [31] will be studied for solving the problem
of distributed hybrid processing of non-cooperative tar-
gets in networked defense systems.
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