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Two-Stage Constructions for the Rate-Compatible
Shortened Polar Codes

Chunjie Li, Haiqiang Chen�, Zelin Wang, Youming Sun, Xiangcheng Li, and Tuanfa Qin

Abstract: In this paper, we propose the two-stage constructions for the rate-compatible shortened polar (RCSP)

codes. For the Stage-I construction, the shortening pattern and the frozen bit are jointly designed to make the

shortened bits be completely known by the decoder. Besides, a distance-greedy algorithm is presented to improve the

minimum Hamming distance of the codes. To design the remaining Stage-II frozen bits, three different construction

algorithms are further presented, called the Reed-Muller (RM) construction, the Gaussian Approximation (GA)

construction, and the RM-GA construction. Then we give the row weight distribution numerical results of the

generator matrix after the Stage-I and Stage-II constructions, which shows that the proposed constructions can

efficiently increase the minimum Hamming distance. Simulation results show that the proposed RCSP codes

have excellent frame error rate (FER) performances at different code lengths and code rates. More specifically,

the RM-GA construction performs best and can achieve at most 0.8 dB gain compared to the Wang14 and the

quasi-uniform puncturing (QUP) schemes. The RM construction is designed completely by the distance-constraint

without channel evaluation thus has the simplest structure. Interestingly, it still has better FER performance than the

existing shortening/puncturing schemes, especially at high signal noise ratio (SNR) region.

Key words: polar codes; rate-compatibility; Reed-Muller codes; Hamming distance; shortening

1 Introduction

Polar codes are the first family of codes which
have been proven to achieve the capacity of any
symmetric binary-input discrete memoryless channel
(B-DMC)[1]. However, the error performance of polar
codes with short and medium code length under
successive cancellation (SC) decoding algorithm do
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not perform well. An improvement to the SC decoder,
called successive cancellation list (SCL) decoder was
introduced in Ref. [2], which could achieve the error
performance of maximum likelihood decoder. Polar
codes have good structural characteristics and low
encoding and decoding complexity. At the end of
2016, polar codes were selected as the candidate
coding scheme for the fifth-generation (5G) mobile
communications, and were finally adopted as the coding
standard for the uplink/downlink channel control[3].
Polar codes can also find applications for the secure
transmission over parallel relay channels[4] and the 5G-
based maritime communications[5].

However, the length of polar codes are limited to
powers of 2 due to the original Kronecker power
construction, which restricts their flexible applications
in practice. Polar codes with arbitrary lengths and rates
can be mainly obtained by puncturing, shortening and
repetition, resulting the rate-compatible polar codes.
These rate-compatible schemes are also recommended
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in 5G new radio[6]. Besides, the multi-kernel techniques
can also construct polar codes with any length[7].

Punctured polar codes are first proposed in Ref. [8],
where random puncturing and stopping-tree puncturing
were both analyzed and compared. Niu et al.[9] proposed
an efficient puncturing scheme, in which the puncturing
positions are designed to be quasi-uniform distribution
after bit-reversal permutation, thus called the quasi-
uniform puncturing (QUP). The QUP has better row
weight property than random puncturing and can achieve
excellent decoding performances, especially at low code
rates. The traditional shortening scheme was discussed
in Ref. [10], where a simple shortening method was
given, called the Wang14 scheme in this paper. The
Wang14 scheme suggests that the last Np coded bits,
whose values are completely determined by the frozen
bits, are shortened to form the rate-compatible shortened
polar (RCSP) codes. Another similar shortening scheme
is proposed in Ref. [11], which performed bit-reversal
permutation on the encoded bit and then shortened the
last Np coded bits.

It is shown that the minimum Hamming distance
has a significant impact on error performance of the
polar codes[12]. Thus, constructing polar codes with
large minimum Hamming distance to improve decoding
performance becomes possible. Similar work can be seen
in Ref. [13], where the minimum Hamming distance is
increased by joint optimization of the shortening pattern
and the set of frozen symbols. Li et al.[14] proposed
the Reed-Muller (RM)-Polar codes, which have better
distance property than the conventional polar codes
and thus show better performance. Another way to
increase the minimum Hamming distance for polar
codes is cascading with other codes[15]. Examples
can be found in Refs. [16, 17], where the polar codes
are concatenated with cyclic redundancy check (CRC)
codes. In Ref. [18], Arikan gave a theoretical analysis
of such schemes. Moreover, concatenating polar codes
as inner codes and parity-check codes as outer codes[19]

can also significantly increase the minimum Hamming
distance. The concatenated polar codes can outperform
other competing codes such as low density parity check
codes[20–22] and turbo codes[23].

However, neither the QUP nor the Wang14 shortening
scheme considers the distance property in their
constructions and this may cause potential performance
degradations. Actually, polar codes can be seen as
a generalization of RM codes[24, 25] and they share a
common generator matrix[26]. This enable us to jointly

optimize the distance property of the RCSP codes under
the row weight constraint of RM codes.

In this study, we investigated the construction of the
RCSP codes with flexible code length and code rate
under different constraints. The constructed RCSP codes
are able to employ the same polar encoding/decoding
structure without any other change. First, we presented a
general construction algorithm which is jointly designed
by the shortening pattern and the frozen bit positions.
Similar to the Wang14 scheme, the shortened bits are
designed to be uniquely correlated with the frozen bits
such that they can be completely known by the decoder.
Such frozen bits form the Stage-I frozen set in this
paper, whose cardinality is required to be minimum
under the Weight-1 constraint. Second, we presented
an algorithm to construct the the Stage-I frozen set
with the RM code-aided. The presented algorithm is
designed to be distance-greedy, aiming to construct
codes that have large minimum Hamming distance.
Note that, part of the work for Stage-I construction
is discussed in BROADNETS 2021. It is shown that
the total frozen bits of the RCSP code are generally
greater than the Stage-I frozen bits, which indicates that
there still have another part of frozen bits needed to be
designed. Such part of frozen bits form the Stage-II
frozen set. Then three different construction algorithms
are presented to determine the Stage-II frozen bits: (1)
The RM construction, which is completely designed by
the distance constraint and has the simplest structure;
(2) the RM-Gaussian Approximation (GA) construction,
which considers both distance and channel reliability
and has the best performance; (3) the GA construction,
which is a simplified version of the RM-GA construction.
The row weight property of the generator matrix after the
Stage-I and Stage-II constructions is further analyzed.
Numerical results show that the proposed construction
schemes can efficiently increase the minimum Hamming
distance of the corresponding codes. Finally, we gave
the performances of the RCSP codes under the three
constructions above with various lengths and rates.
Simulation results show that, the RM-GA construction
performs best, e.g., it can achieve about 0.8 dB gain
compared with the conventional Wang14 and QUP
schemes, for the code with N D 256 and rateD 0:25, at
the frame error rate (FER) of 10�3. Moreover, the RM
construction has the simplest implementation without
the complicated GA channel evaluation. Interestingly, it
still has a close performance to the RM-GA construction
and can outperform the conventional schemes, e.g., it
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achieves about 0.30 dB and 0.35 dB gains compared with
the Wang14 and the QUP schemes, respectively, for the
code withN D 512 and rateD 0:75, at the FER of 10�3.
The GA construction has a comparable performance with
the conventional puncturing/shortening schemes.

The rest of the paper is organized as follows. In
Section 2, we provide a short background on RM
codes and polar codes, and introduce the system model
of the proposed RCSP code. The proposed two-stage
construction algorithm is demonstrated in details in
Section 3, and an outline is given at the end. Section 4
gives the row weight property analysis of generator
matrix and computational complexity analysis, then
the simulation results compared with the conventional
Wang14 and QUP schemes are presented. Section 5
concludes the paper.

2 Background

2.1 RM codes

This subsection uses the Kronecker construction method
to describe RM codes. Since RM code is a linear block
code, which can be constructed by a generator matrix.
Let RM.n; n/ denote the n-th order RM code, and let
GN be the N -dimension generator matrix with N D 2n,
which can be defined as

GN D F˝n (1)

where F D

"
1 0

1 1

#
, F˝n is the n-th Kronecker power

of F. The r-th order RM code RM.n; r/ can then be
defined as the linear code with a submatrix of GN , which
is obtained by selecting rows of GN with Hamming
weights > 2n�r .

The row weight of the generator matrix GN has
the following constraint with the row index. Let i
denote an integer, i 2 f0; 1; : : : ; N � 1g, and ���.i/ D
Œbn�1 bn�2 � � � b1b0� is the binary representation of
i over n bits. Let wt .i/ represent the Hamming weight
of ���.i/. The Hamming weight of the i-th row can be
calculated by wr.i/ D 2

wt .i/.
Since the RM code is a linear code, each row

of the generator matrix can be regarded as a legal
codeword. Therefore, the minimum row weight of
the generator matrix corresponds to the minimum
Hamming distance of the RM code. Actually, an RM
code is equivalent to a special polar code which has
the maximum row weight constraint. For example,
an r-th order RM code RM.n; r/ is equivalently a
polar code with the frozen set Ac that satisfies the

distance constraint Ac D fi jwr.i/ < 2
n� rg. With this

constraint, the minimum Hamming distance of the
polar code is dmin D minfwr.i/ji 2 Ag, where A is the
complementary set of Ac , called the information set.

2.2 Polar codes

Given a B-DMC W W X ! Y , where X 2 f0; 1g and
Y denote the input and output alphabet, respectively.
The channel transition probabilities can be defined as
W.yjx/, y 2 Y , x 2 X . Let aN�1

0 denote a row
vector .a0; a1; : : : ; aN�1/, and aj

i D .ai ; aiC1; : : : ; aj /

denote a subvector, 0 6 i 6 j 6 N � 1. After channel
combining and splitting operation on N independent
uses of W , we get N successive uses of synthesized
binary input channelsW .i/

N , i 2 f0; 1; : : : ; N�1g, which
can be defined by the transition probabilities as follows:

W
.i/

N

�
yN�1

0 ; ui�1
0 jui

�
DX

uN�1
iC1
2XN� i�1

1

2N�1
WN

�
yN�1

0 juN�1
0

�
(2)

The N independent subchannels can be divided into
two parts. One part of channels with capacity tends
to be 1, called “noiseless channel”, and the other part
of channels with capacity tends to be 0, called “full
noise channel” . The reliability of each subchannel can
be computed by using the Bhattacharyya parameter[1],
density evolution[27], GA[28] or polarization weight[29].
TheK most reliable subchannels with indices in A carry
information bits and the rest subchannels in Ac are set
to be fixed values, such as all zeros. For an .N;K/
polar code with K message bits and N coded bits, the
encoding process can be defined as

cN�1
0 D uN�1

0 GN (3)

where uN�1
0 D .u0; u1; : : : ; uN�1/ is the source

information vector and cN�1
0 D .c0; c1; : : : ; cN�1/ is

the polar codeword. As mentioned above, polar codes
can be seen as a generalization of RM codes and both
of them are defined by the same generator matrix GN .
However, they select the information bits according
to different constraints. In particular, the Hamming
distance is considered in the RM codes construction,
which can be exploited to optimize the proposed RCSP
codes in this paper.

2.3 System model

The system model of the proposed RCSP codes
construction is depicted in Fig. 1. In the transmitter,
a K-bit information block is input into the polar encoder.
After polar encoding, we get the N -bit polar codeword.
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Fig. 1 System model.

To match arbitrary code length, the output polar code
needs to be adjusted by shortening some bits from the
N -bit encoded block, resulting in theM -bit RCSP codes.
Then the RCSP codes with length-M are fed into the
channel. In the receiver, we performed the opposite
operation to get the corresponding estimated bits. Note
that, the proposed RCSP codes are jointly designed with
the encoding unit. The row weight constraint of RM
codes are employed to maximize the Hamming distance
in the code construction. This is quite different from the
traditional shortening scheme.

3 Proposed Two-Stage Constructions for
Rate Compatible Shortened Polar Codes

3.1 Recursive construction algorithms for the
Stage-I frozen bits and shortened bits

Let gi;j denote the element in the i-th row and j-th
column of GN . Then we define the index set for each
column as follows

Mj D fi j0 6 i 6 N � 1; gi;j ¤ 0g;

where 0 6 j 6 N � 1. Obviously, Mj is the non-
zero positions for the j-th column. Let p D .p0;

p1; : : : ; pN�1/ be the shortening pattern with pi 2

f0; 1g, where the ones imply the shortened positions.
For a binary vector a, let Q.a/ denote the index set of
the non-zero positions in a. Then the shortened positions
can be represented asQ.p/. Let cj be a code bit of cN�1

0 ,
which can be defined by

cj D
X

i2Mj

˚ui (4)

Assume that cj is selected as a shortened bit, then all
the elements i 2Mj are designated to be the frozen-
bit positions. This is the key step to ensure that cj is
completely determined by the frozen bits, thus is known
by the decoder.

Note that these frozen bits are only determined by the
shortening pattern, but not the subchannel reliabilities,
which is quite different from the conventional polar
construction. Such frozen bits can be defined as the

Stage-I frozen bits in this paper. Accordingly, we define
the Stage-I frozen set Ac

S as follows:

Ac
S D

[
j2Q.p/

Mj (5)

In order to minimize the number of Stage-I frozen bits,
i.e., the cardinality of Ac

S , the Weight-1 first criterion is
introduced in Ref. [10], where the shortened positions
are always selected from the index of columns with
Weight-1. With this constraint, the number of shortened
bits is exactly the number of Stage-I frozen bits, i.e.,
Np D jAc

S j. The Stage-I frozen set Ac
S with minimum

cardinality can be determined by the following recursive
construction algorithm with Np steps. Let Ac.k/

S be the
temporary set at the k-th Step, with Ac.0/

S D ∅. Let
Q.p.k// be the corresponding shortening set at the k-th
step, with Q.p.0// D ∅. Let f .k/ be the selected Stage-
I frozen-bit position at the k-th Step, then the sets Ac.k/

S

and Q.p.k// can be recursively computed by

Ac.k/
S D Ac.k�1/

S

[
f .k/ (6)

and
Q.p.k// D Q.p.k�1//

[
f .k/ (7)

where 1 6 k 6 Np. The Stage-I frozen bit f .k/ can be
selected from the temporary Weight-1 set W.k/, which
is determined by the Stage-I frozen construction function
as follows:

W.k/
D arg

j 02N .k/

jMj 0 j D 1 (8)

where N .k/ is the index set after shortening, with N .k/ D

N .k�1/ �Ac.k�1/
S and N .0/ D f0; 1; : : : ; N � 1g.

The recursive construction algorithm for the Stage-
I frozen bits and shortened bits can be described as
follows.

Note that, after Np steps, the Stage-I frozen positions
and the shortened positions are jointly determined by the
sets Ac.Np/

S and Q.p.Np//, respectively.
Remarks 1: In each step, only one bit is allowed

to be selected from W.k/. However, the cardinality of
W.k/ is greater than 1 in most cases, which means there
exist more than one possible schemes to pick out f .k/.
Specifically, if we modify the Stage-I frozen construction
function as

W�.k/
D max arg

j 02N .k/

jMj 0 j D 1 (9)

then the Algorithm 1 is equivalent to the Wang14 scheme
presented in Ref. [10], where the last Np indices are
designated as the shortened positions and thus the frozen-
bit positions. An explicit implement can be performed
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Algorithm 1 The recursive Stage-I construction algorithm
1: Given the required shortened code length M , the mother

code length N D 2dlog2Me, the generator matrix GN and the
number of shortened bits Np D N �M ;

2: Initialization: N .0/ D f0; 1; : : : ; N � 1g, Ac.0/

S
D ∅;

3: for k D 1 W Np do
4: Update N .k/ D N .k�1/ �Ac.k�1/

S
;�

5: Compute W.k/ according to Eq. (8);
6: Select the k-th frozen-bit position f .k/ from W.k/;
7: Compute Q.p.k// according to Eq. (7);
8: Compute Ac.k/

S
according to Eq. (6);

9: end for

by successive backward shortening of Np bits of the
encoded codeword.

Example 1: Consider an RCSP code with M D 6,
then we have N D 8 and Np D N � M D 2, and
the generator matrix is G8 D F˝3. Figure 2 shows the
recursive construction process with the Stage-I frozen
construction function defined in Eq. (9). There are 2
steps to perform the construction. At the first step, only
the last column g7 satisfies the Weight-1 constraint. Thus
we have W�.1/ D f7g and f .1/ D 7. Obviously, p.1/ D

.0 0 0 0 0 0 0 1/ and Q.p.1// D f7g, Ac.1/
S D f7g,

as shown in Fig. 2a. It can be seen that Column 7
and Row 7 are deleted from G8. At the second step,
there exist 3 columns, g3; g5; g6 satisfy the Weight-1
constraint. According to Eq. (9), only the maximum
index 6 is selected, i.e., W�.2/ D f6g and thus f .2/ D 6.
Similarly, p.2/ D .0 0 0 0 0 0 1 1/ and Q.p.2// D

f7; 6g, Ac.2/
S D f7; 6g, as shown in Fig. 2b. At this step,

Column 6 and Row 6 are deleted from G8.

3.2 The recursive Stage-I construction with RM
code-aided

As discussed in the previous subsection, the Stage-I
frozen construction function W.k/ is of importance,
since the Stage-I frozen bit is determined by this function.

(a) First step (b) Second step

Fig. 2 Recursive construction of Example 1.

To guarantee the minimum number of the Stage-I frozen
bits, it is required that jAc.Np/

S j D jQ.p.Np//j D Np.
Therefore, the Weight-1 constraint is introduced for the
Stage-I frozen construction function, as shown in Eq. (8).
However, there exist more than one column with Weight-
1 at the k step when k > 1, implying that the cardinality
jW.k/j > 1 thus f .k/ may have different construction
schemes. Although the scheme according to Eq. (9)
has a simple shortening pattern, the construction does
not take the Hamming distance into account, which may
cause performance degradation.

In this subsection, we propose a distance-greedy
shortening scheme with the help of RM codes to jointly
construct the Stage-I frozen bits and the corresponding
shortened bits. Since polar code is the linear block code
obtained by the generator matrix GN , the minimum
Hamming distance is then determined by the minimum
row weight of GN . Moreover, polar codes are essentially
a generalization of RM codes, and they share a common
generator matrix GN . We can jointly optimize the
distance property of the RCSP codes under the row
weight constraint of RM codes.

Let t be an element of W.k/ at the k-th step, which is
also a candidate for f .k/. According to the row weight
property of RM codes, different index t shows different
weight for the t -th row of GN . In order to maximize the
Hamming distance, the row having the minimum weight
at each construction step is deleted first. Thus, the Stage-
I frozen bit f .k/ at the k-th step can be computed by

f .k/
D min arg

t 2W.k/

minwr.t/ (10)

Equation (10) indicates that the selected index t from
the candidates corresponds to the t-th row of GN with
minimum row weight. In other words, the shortened
bit is selected to maximize the row weight of generator
matrix and thus the Hamming distance of the resulting
RCSP codes can be improved.

The RM code-aided recursive construction algorithms
for the Stage-I frozen bits and shortened bits can be
described as follows.

Remarks 2: Different from the Algorithm 1, the
proposed recursive construction in Algorithm 2 is
designed to be distance-greedy. When the candidates
in W.k/ are greater than 1, we choose the one which
corresponds to the minimum row weight. Note that,
if the index t 2 W.k/ produces the same minimum
row weight wr.t/, then the minimum index is selected,
implying the uppermost row will be deleted.

Example 2: We construct the RCSP code with code
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Algorithm 2 Recursive Stage-I construction with RM code-
aided

1: Given the required shortened code length M , the mother
code length N D 2dlog2Me, the generator matrix GN and the
number of shortened bits Np D N �M ;

2: Initialization: N .0/ D f0; 1; � � � ; N � 1g, Ac.0/

S
D ∅;

3: for k D 1 W Np do
4: Update N .k/ D N .k�1/ �Ac.k�1/

S
;�

5: Compute W.k/ according to Eq. (8);
6: Compute the k-th pre-frozen bit f .k/ according to Eq. (10);
7: Compute Q.p.k// according to Eq. (7);
8: Compute Ac.k/

S
according to Eq. (6);

9: end for

lengthM D 12, then we haveN D 16 andNp D 4, and
the generator matrix is G16 D F˝4. Figure 3 shows the
RM code-aided recursive construction of Algorithm 2,
with the Stage-I frozen construction function defined
in Eq. (8) and f .k/ defined in Eq. (10). We have four
steps to recursively construct the shortened code. At the
first step, only the last column g15 satisfies the Weight-1
constraint. Thus we have W.1/ D f15g and f .1/ D 15.
Obviously, p.1/ D .0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1/ and
Q.p.1// D f15g, Ac.1/

S D f15g, as shown in Fig. 3a.
It can be seen that Column 15 and Row 15 are deleted
from G16. At the second step, there exist 4 columns,
g7; g11; g13; and g14 satisfying the Weight-1 constraint.
According to Eq. (8), we have W.2/ D f7; 11; 13; 14g.
It can be seen that, the indices in W.2/ produce the same
row-weight 8. According to Eq. (10), the minimum
index 7 is selected as the Stage-I frozen position, thus
f .2/ D 7, implying the uppermost Row 7 is deleted.
Then we have p.2/ D .0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 1/ and
Q.p.2// D f15; 7g, Ac.2/

S D f15; 7g, as shown in Fig. 3b.
At this step, Column 7 and Row 7 are deleted from G16.
The third step is shown in Fig. 3c. There are 3 columns,

g11; g13; and g14 satisfying the Weight-1 constraint.
Accordingly, we had W.3/ D f11; 13; 14g and thus
f .3/ D 11. Then, p.3/ D .0 0 0 0 0 0 0 1 0 0 0 1 0 0 0 1/

and Q.p.3// D f15; 7; 11g, Ac.3/
S D f15; 7; 11g. At

this step, Column 11 and Row 11 are deleted from
G16. At the fourth step, there exist 3 columns, g3; g13;

and g14 satisfying the Weight-1 constraint. Thus, we had
W.4/ D f3; 13; 14g and f .4/ D 3. Similarly, p.4/ D

.0 0 0 1 0 0 0 1 0 0 0 1 0 0 0 1/; Q.p.4// D f15; 7; 11; 3g,
and Ac.4/

S D f15; 7; 11; 3g, as shown in Fig. 3d. At
this step, Column 3 and Row 3 are deleted from G16.
Finally, the RCSP code jointly designed by the Stage-I
frozen set Ac

S D f15; 7; 11; 3g and the corresponding
shortening pattern p D .0 0 0 1 0 0 0 1 0 0 0 1 0 0 0 1/
is constructed.

(a) Delete the last column and row

(b) Delete the uppermost row and the corresponding Weight-1 column

(c) Delete the uppermost row and the corresponding Weight-1 column

(d) Delete the row with the minimum weight and the corresponding Weight-1 column

Fig. 3 RM code-aided recursive construction of Example 2.
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3.3 RM code-aided construction algorithm for the
Stage-II frozen bits

The shortening pattern p and Stage-I frozen set Ac
S are

jointly designed in Subsection 3.2. With the Weight-1
constraint, the Stage-I frozen bits are computed by the
shortening pattern recursively and we have jQ.p/j D
jAc

S j D Np. For the practical code rate requirement,
the total frozen bits of the RCSP code are greater than
the Stage-I frozen bits, i.e., jAcj > Np , which indicates
that there still have jAcj � Np frozen bits needed to
be designed. Let Ac� denote the set of the remaining
frozen-bit positions, called the Stage-II frozen set, with
the cardinality of jAc�j D jAcj �Np . The construction
of the Stage-II frozen set is of importance, since it has
a significant impact on decoding performances. The
conventional GA is used in Ref. [10], where the Stage-
II frozen bits are selected according to the subchannel
reliabilities.

To further improve the distance property of the RCSP
code, an RM code-aided construction method for the
Stage-II frozen bits is presented in this subsection.
Similarly, the construction is distance-greedy. The
remaining frozen positions are designed to maximize
the minimum Hamming distance thus the rows with the
smallest weight are prone to be deleted first.

Let GN;Ac
S

; p be the matrix after deleting Np columns
and Np rows according to the shortening pattern p and
the Stage-I frozen set Ac

S . Obviously, GN;Ac
S

; p is a
submatrix of GN. After the recursive construction in
Stage-I, Np subchannels are frozen first. Let N � denote
the index set of the remaining subchannels, where

N � D N .0/
�Ac

S (11)

Let WN� denote the set of row weights with respect to
the rows of GN;Ac

S
; p. Obviously, jWN� j D N �Np D

M. According to the RM-rule, the weight of the i-th
row can be calculated by 2wt .i/. Then the row weight set
WN� can be determined by

WN� D f2
wt .i/
ji 2 N �g (12)

Note that the minimum Hamming distance of the
constructed RCSP code is determined by the smallest
element in WN� . Accordingly, the corresponding row
index is then selected as the Stage-II frozen position.
Such construction scheme can be performed by sorting
the elements of WN� , then select the jAcj � Np

corresponding row indices with smallest weight to
construct the Stage-II frozen set. The proposed scheme
can be described as follows.

Note that, after performing the Stage-I construction,

there still exist rows with small weight in GN;Ac
S

; p,
which may decrease the average row weight and cause
the performance loss. Such rows are deleted in the Stage-
II construction and the corresponding indices are picked
out to construct the frozen set Ac�. Furthermore, the
resulting RCSP code is constructed by Algorithm 2 and
Algorithm 3 based on the distance-greedy scheme. It is
worthwhile to point out that, both of the frozen sets Ac

S

and Ac� are computed by the RM-rule constraint, i.e.,
the proposed RCSP code can be constructed without the
complicated GA method.

Example 3: We constructed the RCSP code with
code length M D 12 and message length K D 6,
then we have N D 16, Np D 4. After performing the
Stage-I construction, the Stage-I frozen set Ac

S D

f15; 7; 11; 3g and the shortening pattern p D .0 0 0 1

0 0 0 1 0 0 0 1 0 0 0 1/. The generator matrix G16;Ac
S

; p
is 12 � 12 after deleting the rows and columns of G16

with indices in Ac
S and Q.p/, respectively. Figure 4

shows the process of the RM construction for the Stage-
II frozen bits of Algorithm 3. According to Eqs. (11)

Algorithm 3 RM construction for Stage-II frozen bits
1: Given the required shortened code length M, the mother

code length N D 2dlog2Me, the information length K,
the generator matrix GN and the number of shortened bits
Np D N �M ;

2: Perform the Algorithm 2 and get the shortening pattern p, the
Stage-I frozen set Ac

S
and the submatrix GN;Ac

S; p;
3: Get N� according to Eq. (11) and get WN� according to

Eq. (12);
4: Sort the elements of WN� in an ascending order;
5: Choose the first jAc j � Np sorted elements and determine

the corresponding row indices;
6: Construct the Stage-II frozen set Ac� using the row indices

in Step 5;
7: Get Ac D Ac�

S
Ac

S
.

Fig. 4 RM code-aided construction of Example 3.
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and (12), N � D f0; 1; 2; 4; 5; 6; 8; 9; 10; 12; 13; 14g

and WN� D f1; 2; 2; 2; 4; 4; 2; 4; 4; 4; 8; 8g. Then, an
ascending order sorting of WN� is performed. The
sorted result is .1; 2; 3; 4; 6; 7; 5; 8; 9; 10; 11; 12/, which
represents the row positions after sorting. The first jAcj�

Np D 6 sorted indices in N � are selected to be the Stage-
II frozen positions. Thus, the Stage-II frozen set Ac� D

f0; 1; 2; 4; 8; 5g and the corresponding rows are deleted,
as shown in Fig. 4. Consequently, the RCSP code can
be constructed with the frozen set Ac D Ac�

S
Ac

S D

f15; 7; 11; 3; 0; 1; 2; 4; 8; 5g and the shortening pattern
p D .0 0 0 1 0 0 0 1 0 0 0 1 0 0 0 1/.

3.4 RM-GA construction algorithms for the Stage-
II frozen bits

In Section 3.3, the Stage-II frozen set Ac� is designed to
maximize the Hamming distance based on the RM-rule
only, which can greatly simplify the code construction.
However, without the GA evaluation, some subchannels
with small reliabilities are not involved in Ac�, but such
“bad” subchannels may have impact on the block error
probability, as pointed out in Ref. [10]. To solve this
problem, we present an algorithm combining both of
the RM-rule constraint and the GA tool to construct
the RCSP code in this subsection, called the RM-GA
construction. The proposed algorithm is first designed
by the Hamming distance constraint with the RM-
rule, then the remaining subchannels are determined
by the GA tool, which can further improve the decoding
performance.

For an RM code RM.n; r/ with the minimum
Hamming distance dmin D 2.n�r/, the number of rows
with weights > dmin can be calculated by

rX
iD0

 
n

i

!
(13)

Since the number of the information bits isK, to ensure
the Stage-II construction satisfying the RM constraint, we
needed to find a parameter rmin that satisfies

rmin D min

(
r j

rX
iD0

  
n

i

!
� dn; i

!
> K

)
(14)

where dn; i denotes the number of rows with weight 2n�i

in Ac
S . Equation (14) indicates that there exist at leat K

rows with weight > d�min after the Stage-I construction,
where d�min D 2

n�rmin . Let T be the number of rows in
GN;Ac

S
; p with weight > d�min, which can be calculated

as follows:

T D

rminX
iD0

  
n

i

!
� dn; i

!
(15)

Accordingly, the Stage-II frozen set Ac� can be
constructed by the following two cases: (1) For T > K,
Ac� can be constructed by selecting the positions with
row weight 6 d�min. Moreover, the corresponding frozen
subchannels must have the smallest reliabilities under the
GA evaluation; (2) for T D K;Ac� can be constructed
by selecting the positions with row weight 6 d�min=2,
since all theK positions with weight > d�min are selected
as the information set in this case. Similarly, the selected
frozen subchannels in Ac� have the smallest reliabilities
under the GA evaluation.

The proposed RM-GA construction algorithm can be
described as follows.

Remarks 3: The Stage-II construction can be seen as
an RM code with parameters .n; rmin/ for the generator
matrix GN;Ac

S
; p. Different from the conventional RM

code, the GA is also involved in the construction. For
the rows with equal weight, the ones with smaller
reliabilities are first selected as the frozen positions.

Note that, if we only considered the GA evaluation
in the construction, i.e., the first jAcj � Np positions
were selected to form Ac� in Step 6 without RM-
rule constraint, then we got a simplified variation of
Algorithm 4, called the GA construction.

Example 4: For convenience of comparisons,
we considered the construction of the RCSP code
with the same parameters as Example 3. After
performing the Stage-I construction, we had the
Stage-I set Ac

S D f15; 7; 11; 3g and the shortening
pattern p D .0 0 0 1 0 0 0 1 0 0 0 1 0 0 0 1/. The
generator matrix G16;Ac

S
; p is obtained by deleting the

rows and columns of G16 with indices in Ac
S and

Q.p/, respectively. According to Eqs. (11) and (12),

Algorithm 4 RM-GA construction for Stage-II frozen bits
1: Given the required shortened code length M; the mother

code length N D 2dlog2Me, the generator matrix GN and
the number of shortened bits Np D N �MI

2: Perform the Algorithm 2 and get the shortening pattern p, the
Stage-I frozen set Ac

S
and the corresponding generator matrix

GN;Ac
S ; p;

3: Get N� according to Eq. (11) and get WN� according to
Eq. (12);

4: Determine the rmin according to Eq. (14) and T according to
Eq. (15);

5: Perform the GA and sort the reliabilities in an ascending
order;

6: Select the first jAc j �Np positions of the sorted reliabilities
with row weight 6 d�min (for T > K ) or row weight 6 d�min=2

(for T D K ), add the corresponding indices to Ac�;
7: Get Ac D Ac�

S
Ac

S
.
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we have N � D f0; 1; 2; 4; 5; 6; 8; 9; 10; 12; 13; 14g and
WN� D f1; 2; 2; 2; 4; 4; 2; 4; 4; 4; 8; 8g. Figure 5 shows
the process of the RM-GA construction for stage-II
frozen bits of Algorithm 4. The parameter rmin D 2

according to Eq. (14) and T D 7 according to Eq. (15),
which indicates that the minimum row weight d�min D

2n� rmin D 4. Perform the GA evaluation then sort the
reliabilities in an ascending order. The sorted result is
.1; 2; 3; 4; 7; 6; 5; 8; 9; 10; 11; 12/, which represents the
positions of the subchannel after sorting. Thus, the
first jAcj � Np D 6 positions with row weight 6 4

are selected, then add the corresponding indices to Ac�

and we have Ac� D f0; 1; 2; 4; 8; 6g. The corresponding
rows with indices in Ac� are deleted, as shown in
Fig. 5. Finally, the RCSP code is constructed by the
frozen set Ac D Ac�

S
Ac

S D f15; 7; 11; 3; 0; 1; 2;

4; 8; 6g and the shortening pattern p D .0 0 0 1

0 0 0 1 0 0 0 1 0 0 0 1/.

3.5 An outline of the two-stage constructions

In this subsection, an outline of the two-stage constructions
to illustrate the main work of this paper is given.

As shown in Fig. 6, there are two stages to construct
the RCSP codes. The basic constraint of the RCSP
code is given in Algorithm 1, where the shortening

Fig. 5 RM-GA construction of Example 4.

Fig. 6 An outline of the two-stage constructions.

pattern and the frozen bit are jointly designed to
make the shortened bits be completely known by
the decoder. Thus the decoder can set the LLRs of
the shortened bits to be infinity (or minus infinity),
which can improve the performance, as pointed out
in Ref. [10]. The Stage-I frozen set Ac

S and the
shortening pattern p can be determined by the RM-
aided (Algorithm 2) proposed in this paper or the
successive backward shortening scheme in Ref. [10].
Then three methods are presented to construct the
Stage-II frozen set Ac� based on the Algorithm 2,
which are the RM construction (Algorithm 3), the GA
construction (simplified Algorithm 4), and the RM-GA
construction (Algorithm 4). If Ac� is constructed by
the GA evaluation based on the conventional successive
shortening, the resulting algorithm is equivalent to the
Wang14 scheme. Note that, the Stage-I and Stage-II
frozen sets form the set of total frozen bits, i.e., Ac D

Ac�
S

Ac
S .

4 Simulation Results

4.1 Row weight property

The minimum Hamming distance of the resulted RCSP
code can be analyzed by the row weight property of
GN; Ac; p after the Stage-I and Stage-II constructions.
In this subsection, we compared the row weight
distributions with different code lengths and code rates
for three different Stage-II construction methods, which
are the RM construction in Algorithm 3 (called RM),
the RM-GA construction in Algorithm 4 (called RM-
GA), and the GA construction in the simplified variation
of Algorithm 4 (called GA). The comparisons are
performed based on the same Stage-I frozen set Ac

S .
Consider the RCSP code with N D 256, M D 192,

Np D 64, R D 0:25, 0:50, and 0:75, respectively. After
constructing the Stage-I frozen set Ac

S , there exist M D
192 rows. Then after performing the Stage-II frozen
set Ac�, there exist 48, 96, and 144 remaining rows of
the generator matrix G256;Ac; p for the above three code
rates. Table 1 shows the distributions of the row number
with different weights of G256;Ac; p. From Table 1, we
have the following observations.
� For code rate R D 0:25, there exist 5 rows with

minimum Weight-16 for the GA; while there are 33 rows
with minimum Weight-32 both for the RM and RM-GA;
� For code rate R D 0:50, there exist 5 rows with

minimum Weight-8 for the GA; while there are 45 rows
with minimum Weight-16 both for the RM and RM-GA;
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Table 1 Row weight distributions under different
construction schemes (N DDD 256, Np DDD 64, SNRDDD 3 dB).

Scheme R
Row weight

4 8 16 32 64 128

RM
0:25 0 0 0 33 13 2
0:50 0 0 45 36 13 2
0:75 0 38 55 36 13 2

GA
0:25 0 0 5 28 13 2
0:50 0 5 40 36 13 2
0:75 2 36 55 36 13 2

RM-GA
0:25 0 0 0 33 13 2
0:50 0 0 45 36 13 2
0:75 0 38 55 36 13 2

� For code rate R D 0:75, there exist 2 rows with
minimum Weight-4 for the GA; while there are 38 rows
with minimum Weight-8 both for the RM and RM-GA;
� The RM and RM-GA have the same row weight

distributions and they can efficiently increase the
minimum row weight for different code rates.

We also consider another RCSP code with a longer
block length N D 512, as shown in Table 2. The row
weight distributions are analyzed under the following
parameters, M D 384, Np D 128, R D 0:25, 0:50,
and 0:75, respectively. We have a similar observation as
follows.
� For code rate R D 0:25, there exists one row with

minimum Weight-16 for the GA; while there are 30 and
34 rows with minimum Weight-32 for the RM and RM-
GA, respectively;
� For code rate R D 0:50, there exists one row with

minimum Weight-8 for the GA; while there are 35 and 42
rows with minimum Weight-16 for the RM and RM-GA,
respectively;
� For code rate R D 0:75, there exists one row with

minimum Weight-4 for the GA; while there are 26 and 34
rows with minimum Weight-8 for the RM and RM-GA,

Table 2 Row weight distributions under different
construction schemes (N DDD 512, Np DDD 128, SNRDDD 3 dB).

Scheme R
Row weight

4 8 16 32 64 128 256

RM
0:25 0 0 0 30 49 15 2
0:50 0 0 35 91 49 15 2
0:75 0 26 105 91 49 15 2

GA
0:25 0 0 1 33 45 15 2
0:50 0 1 42 83 49 15 2
0:75 1 33 97 91 49 15 2

RM-GA
0:25 0 0 0 34 45 15 2
0:50 0 0 42 84 49 15 2
0:75 0 34 97 91 49 15 2

respectively.
In summary, the proposed RM and RM-GA schemes

can efficiently increase the minimum row weight for
different code lengths and code rates, which show better
distance property than that of the GA-only construction
and may have a positive impact on the decoding
performance, as shown in the performance analysis in
the next subsection.

4.2 Complexity analysis

The total complexity can be divided into encoding
complexity and decoding complexity. Since decoding
an RCSP code by different constructions has the same
complexity, we only discuss the encoding complexity
here.

The encoding process consists of two steps, the Stage-
I construction and the Stage-II construction in this paper.

(1) For the Stage-I, the target is to construct the Stage-
I frozen set Ac

S , which requires Np steps. In each step,
the complexity is caused by two operations. One is to
find the Weight-1 columns and the other is to find the row
with minimum weight. We denote such complexity in
each step as CStage-I. Therefore, there requires NpCStage-I

complexity in Stage-I for the presented GA construction,
the RM construction and the RM-GA construction. By
contrast, the Stage-I frozen set Ac

S for the Wang14 is
simply constructed by selecting the last Np positions
successively. Hence, the complexity can be ignored and
we denote 0 complexity in this case.

(2) For the Stage-II, the target is to construct the
Stage-II frozen set Ac�. For the Wang14, it performs the
Gaussian approximation tool to select jAc�j positions,
which is the same as the presented GA construction.
We denote such complexity as CGA. For the presented
RM construction, it requires two steps to construct
Ac�. The first step is to compute the weights of N �
Np rows of the corresponding generator matrix. The
second step is to find the jAc�j rows with minimum
weight. The complexity caused by these two steps are
denoted by CStage-II. Obviously, for the presented RM-
GA constructions, the complexity is CGA C CStage-II.

The computational complexity for different
constructions are shown in Table 3.

Table 3 Computational complexity with different
constructions.

Scheme
Encoding complexity

Stage-I Stage-II
Wang14 0 CGA

GA NpCStage-I CGA

RM NpCStage-I CStage-II

RM-GA NpCStage-I CGACCStage-II
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4.3 Decoding performance

In this subsection, we give the FER performances of
the proposed RCSP codes. The codes are constructed
with the same Stage-I frozen set in Algorithm 2. Three
different Stage-II frozen sets are considered, which are
the RM-GA in Algorithm 4, the RM in Algorithm 3,
and the GA construction in simplified Algorithm 4. For
comparisons, we also consider the Wang14 scheme
in Ref. [10] and the QUP scheme in Ref. [9]. In the
simulations, the GA method is used for the channel
reliabilities estimation both of the Wang14 and the
QUP schemes. All the codes are decoded by the SCL
algorithm with list size L D 4 under the binary input
additive white Gaussian noise (AWGN) channel. The
total number of simulation frames is 107, and the
maximum number of error frames is 300. When the
simulation reaches the total number of frames or reaches
the maximum number of error frames, the simulation is
stopped.

Figure 7 shows the performances of the polar codes
with M D 192, Np D 64, and mother code length N D
256. The code rates are set to be R D 0:25, 0:50, and
0:75, respectively. We had the following observations.
� For code rate R D 0:25, the RM-GA construction,

the RM construction and the QUP scheme have
similar performances and they outperform the other two
schemes. For example, at the FER D 10�3, there is a
performance gain of about 0.70 dB compared with the
Wang14 scheme and the GA construction.
� For code rate R D 0:50, the RM-GA construction

Fig. 7 Performance comparisons under different rate
matching algorithms with MDDD 192.

performs slightly better than the RM construction and
both of them perform better than other three algorithms.
For example, the RM-GA construction outperforms the
Wang14 scheme, the GA construction, the QUP scheme
about 0.80 dB, 0.80 dB, and 0.50 dB, respectively, at the
FERD 10�3.
� For code rate R D 0:75, the RM-GA construction

and the RM construction almost have the same
performances and both of them perform better than other
three schemes. For example, at the FERD 10�3, there is
a gain of about 0.70 dB compared with the QUP scheme
and the Wang14 scheme, and 0.50 dB compared with
the GA construction.

Figure 8 shows the performances of the polar codes
with M D 384, Np D 128, and a longer mother code
length N D 512. Similarly, the code rates are set to be
R D 0:25, 0:50, and 0:75, respectively.
� For code rate R D 0:25, the RM-GA construction

has the best performance than other schemes. For
example, at the FERD 10�3, there is a gain of about
0.20 dB, 0.45 dB, 0.50 dB, and 0.70 dB compared
with the RM construction, the QUP scheme, the GA
construction, and the Wang14 scheme, respectively. The
RM construction performs as well as the QUP scheme,
the GA construction and the Wang14 scheme at low
signal noise ratio (SNR) region, but outperforms them at
high SNR region about 0.25 dB, 0.30 dB, and 0.50 dB,
respectively, at the FERD 10�3.
� For code rate R D 0:50, the RM-GA construction

still performs the best than other schemes. For example,
it outperforms the RM construction, the GA construction,

Fig. 8 Performance comparisons under different rate
matching algorithms with MDDD 384.
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the Wang14 scheme, and the QUP scheme about 0.25 dB,
0.35 dB, 0.55 dB, and 0.55 dB, respectively, at the
FERD 10�3. The RM construction performs slightly
worse than the GA construction at low SNR region.
However it has a steeper FER curve and outperforms the
GA construction about 0.10 dB at FERD 10�3. Both of
the RM and GA constructions have better performances
than the QUP and Wang14 schemes.
� For code rate R D 0:75, we had a similar

observation. The RM-GA construction has the best
performance than other schemes. For example, at the
FERD 10�3, there is a gain of about 0.1 dB compared
with the RM construction, 0.4 dB compared with the
Wang14 scheme, 0.45 dB compared with the QUP
scheme, and 0.6 dB compared with the GA construction.
The RM construction has better performances than other
three algorithms at the high SNR region. For example,
at the FER D 10�3, the RM construction outperforms
the Wang14 scheme, the QUP scheme, and the GA
construction about 0.30 dB, 0.35 dB, and 0.50 dB,
respectively.

The experimental simulation results above show
that the proposed three construction methods achieve
excellent FER performances with different code lengths
and code rates. The RM-GA construction combines
both of the subchannel reliabilities and the distance
property to construct the Stage-II frozen set, thus it has
the best performance. In contrast, the RM construction
determines the Stage-II frozen set only by the distance
property with the help of RM code, thus it has the
simplest structure since it can avoid the complicated
GA evaluation. Nevertheless, the RM construction still
performs better than the Wang14 and QUP schemes,
especially in high SNR region. Moreover, it is shown
that for the rate compatible polar codes, the shortening
works better for high code rates while the puncturing
works better for low code rates in general[30]. However,
the proposed RM-GA construction always shows the
best performances at different code rates.

5 Conclusion

In this study, we had proposed the two-stage
constructions for the RCSP codes with flexible code
length and code rate. For the Stage-I construction,
the frozen set and the shortening pattern are jointly
designed to enhance the minimum Hamming distance
with the RM code-aided. Then we had further presented
three construction schemes, called the RM construction,
the RM-GA construction, and the GA construction

to design the Stage-II frozen set. Simulation results
show that the proposed RCSP codes provide good
FER performances at different code lengths and code
rates. More specifically, the RM-GA construction
performs best and can achieve at most 0.80 dB gain
compared to the Wang14 and the QUP schemes. The
RM construction has the simplest structure while it still
perform better than the existing shortening/puncturing
schemes, especially at high SNR region.
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