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SPIDER: Speeding up Side-Channel Vulnerability Detection via
Test Suite Reduction
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Abstract: Side-channel attacks allow adversaries to infer sensitive information, such as cryptographic keys or private

user data, by monitoring unintentional information leaks of running programs. Prior side-channel detection methods

can identify numerous potential vulnerabilities in cryptographic implementations with a small amount of execution

traces due to the high diffusion of secret inputs in crypto primitives. However, because non-cryptographic programs

cover different paths under various sensitive inputs, extending existing tools for identifying information leaks to

non-cryptographic applications suffers from either insufficient path coverage or redundant testing. To address these

limitations, we propose a new dynamic analysis framework named SPIDER that uses fuzzing, execution profiling,

and clustering for a high path coverage and test suite reduction, and then speeds up the dynamic analysis of

side-channel vulnerability detection in non-cryptographic programs. We analyze eight non-cryptographic programs

and ten cryptographic algorithms under SPIDER in a fully automated way, and our results confirm the effectiveness

of test suite reduction and the vulnerability detection accuracy of the whole framework.
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1 Introduction

Side-channel attacks infer sensitive information, such
as cryptographic keys or private user data, by
monitoring non-functional information during program
execution. A variety of side-channel attacks target
cryptographic implementations[1–3] owing to the
valuable information they contain. Particularly, software-
based micro-architectural side-channel attacks (e.g.,
cache attacks[4–6], Dynamic Random Access Memory
(DRAM) attacks[7], and controlled-channel attacks[8])
have received extensive attention from researchers and
developers because they can be launched from the
software without the need of physical access. Currently,
a lot of these software-based attacks exploit side-
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channel information leakage to recover secret keys of
cryptographic primitives[9, 10].

To address this issue, leakage detection tools that
allow developers to identify side-channel vulnerabilities
have been proposed. Such tools can be classified
into static and dynamic approaches. Most static
analysis tools target cache attacks and use abstract
interpretation[11–13]. Although these tools try to
accurately quantify information leakages, they provide
an over-approximation of leakage[12]. By contrast,
dynamic approaches[14, 15] focus on concrete program
executions to reduce false positives. Various dynamic
approaches in detecting side-channel leakages have been
proposed[16, 17]. DATA[16] collects and cross-compares
execution traces of various inputs of target cryptographic
algorithms. Abacus[18] utilizes one execution trace and
applies symbolic execution to generate constraints, and
then estimates the number of leaked bits for each leakage
site. The two techniques perform well on cryptographic
implementations with just a subset of inputs or even one
input. This is because, in the case of cryptographic
algorithms, crypto primitives heavily diffuse secret
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inputs during processing, so testing a subset of inputs
is enough to encounter information leaks with a high
probability[16]. However, previous techniques cannot
be easily applied to non-cryptographic applications,
which have multiple program paths, because testing
just a subset of inputs may not reach a perfect path
coverage and may lose detection accuracy. Although
a few tools target side-channel vulnerabilities in non-
cryptographic applications[19], they mainly focus on
timing side-channels, which are quite different from our
target of address-based side-channels.

Based on this observation, we aim to explore
principles and techniques that automatically identify
side-channel vulnerabilities in general programs that
allow an adversary who can observe execution traces
of the control flow of a program to infer sensitive
information. To achieve our goal, we designed tool
that can tackle the following challenges: The first
challenge is how to generate enough valid sensitive
inputs of target programs to reach a high path coverage.
Current static approaches, such as symbolic execution,
are easily trapped into path explosion and require source
codes sometimes. The second challenge is how to
reduce the size of the input set while maintaining the
vulnerability detection capability. Several redundant
test cases exist, and testing all inputs and generating all
execution traces under these inputs are time consuming
and cause little enhancement on the results of the side-
channel vulnerability detection. The third challenge
is how to refine detection objects that possibly have
side-channel vulnerabilities. Previous tools hardly focus
on the size of traces generated, leading to a waste of
memory space for the storage of unimportant data. In
this paper, we address these challenges and identify side-
channel vulnerabilities in non-cryptographic programs.
More specifically, we built a tool named SPIDER
by leveraging fuzzing techniques to generate input
sets for an arbitrary program, integrating execution
profiling of basic blocks and clustering techniques to
realize test suite reduction, extracting target functions
according to cluster results finely, and identifying
side-channel vulnerabilities using trace diffing. We
tested SPIDER with eight non-cryptographic programs
and ten cryptographic algorithms and successfully
discovered numerous side-channel leakage points for
these programs with reduced consumption of time and
memory space. To summarize, the contributions of this
study are as follows:
�We target non-cryptographic programs containing

sensitive information and introduce fuzzing, execution
profiling, and clustering for speeding up the dynamic
analysis of side-channel vulnerabilities.
� We propose a novel approach reducing the test

suite while maintaining the accuracy of side-channel
vulnerability detection. We model the execution profiles
as program features and use the hierarchical clustering
method for input classification.
�We perform a comprehensive analysis of sensitive

side-channel vulnerabilities for real-world programs
more than only cryptographic algorithms. The detailed
report on leakages including corresponding trigger
inputs, source locations, and call stacks, can help
developers locate and fix vulnerabilities.

2 Background

2.1 Address-based side channels

Side channels leak sensitive information through
nonfunctional behaviors caused by shared hardware
resources in modern computer systems, such as the CPU
cache[4, 20, 21], page table[8], and DRAM[7]. If a program
jumps to different target addresses in branches or
accesses different memory addresses when it processes
different sensitive inputs, then it may be vulnerable
to address-based side-channel attacks. As shown in
Fig. 1, function dA get corrupted input( ) has a “for”
loop that enumerates every element of array x and calls
function binomial( ) if the element is not 0. The program
executes different patterns of control transfers when it
processes different sensitive inputs, indicating that it may
be vulnerable to side channel attacks.

Different side channels can be exploited to retrieve
information at various granularities. Generally, cache
side channels can extract secret information at the
granularity of the cache line, whereas controlled side
channels[8, 22] can observe sensitive information at the
granularity of the memory page.

2.2 Test suite reduction

Test suite reduction is one of the most important
techniques in the software testing domain. The goal

void dA_get_corrupted_input (dA* this, int* x, int* tilde_x, double p)
{

int i;
    for (i=0; i<this−>  n_visible; i++){
 if (x[i] == 0) {

tilde_x[i] = 0; 
}  else {

 tilde_x[i] = binomial(1, p);
    }

   }
}

1.
2.
3.
4.
5.
6.
7.
8.
9.

10.
11.

Fig. 1 Sensitive input-dependent control-flow transfers.
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of test suite reduction is to find a reduced test suite by
permanently eliminating redundant test cases according
to certain criteria while keeping their fault detection
capability similar to the original test suite. Several
reduction techniques have been proposed, such as
requirement based, coverage based, genetic algorithm,
clustering, and fuzzy logic. We focus on the clustering
technique used in test suite reduction. In Ref. [23],
the authors used the data mining approach of the
clustering technique in software testing to reduce
the test suite. In Ref. [24], previous research was
enhanced, and the number of function execution and
the sequence of functions were taken into consideration.
Clustering techniques select test cases using coverage-
and distribution-based techniques. They produce small
representative sets of test cases, saving time and cost of
software testing.

3 Overview

3.1 Threat model

We consider a powerful adversary who attempts
to retrieve secret information from side-channel
observations. We assume that an adversary shares the
same hardware platform with the target and side-channel
observations collected by the adversary are noise free.
The target program is deterministic, and the adversary
has access to the binary executable of the target program.
The adversary has no direct access to the target’s memory
or cache, but it can probe its memory or cache at each
program point. Moreover, the adversary does not only
learn the sequence of the addresses of instructions but
also the address of the operands that are accessed by
each instruction. Such a threat model can cover most
memory-based and cache-based side-channel attacks.

Not all of the side channels are of our focus in
this study. In particular, we focus on side-channel
vulnerabilities due to secret-dependent control flows.
Side channels caused by different data access patterns
are currently out of scope.

3.2 Methodology

The key objective of this work is to automatically

identify side-channel vulnerabilities in non-
cryptographic programs processing sensitive
information. Prior studies in side-channel detection
mainly consider cryptographic implementations, and
because of the high diffusion of secret keys in the
program, a few execution traces have already enabled
them to reach their goal. On the one hand, unlike
cryptographic programs, perfect detection accuracy
cannot be easily achieved by just testing a subset of
inputs in non-cryptographic but sensitive programs. On
the other hand, testing the whole input space containing
many redundant test cases is impossible and not much
use for detection accuracy improvement. For example,
DATA[16] only takes three inputs in the case of testing
symmetric algorithms, whereas in practice, we need
to use fuzzing to generate 366 inputs of the Hunspell
program of our benchmark to reach a high path coverage.
In addition, trace generation and comparison without
test suite reduction would take up more than 33 hours in
the Hunspell program, which is 3x slower than our tool.
Therefore, we aim to speed up the dynamic analysis
of side-channel vulnerabilities while maintaining
vulnerability detection capabilities through test suite
reduction.

As depicted in Fig. 2, we first fed the target program
into the fuzzing engine for high path coverage. Next,
we collected execution profiles on the top of Dynamic
Binary Instrumentation (DBI), modeled the execution
profile of basic blocks as feature vectors, and utilized the
clustering technique for the test suite reduction. Based
on the clustering results, we extracted sensitive functions
for subsequent monitoring. Finally, we conducted trace
generation and leakage detection under the reduced input
set and target functions.

4 Design

In this section, we illustrate how to detect side-channel
vulnerabilities in non-cryptographic programs through
execution profiling and the clustering technique. We use
the code snippet shown in Fig. 3 as a running example.
This program takes three types of sensitive inputs: a < 5,
5 6 a < 8, or a > 8. Accordingly, the program outputs

Target 
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 Inputs

DBI

Recording 

Execution 

Profile

Clustering

DBI

Recording 

Traces
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Leakage 
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Fig. 2 Overview of SPIDER.
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int func (int a)
{

int r;
if (a < 5), r = 0;  
else if (a < 8), r = 1; 
else  r = 2;
return r;

}
int main (int argc, char** argv){

int a, res;
a = atoi (argv[1]);
 res = func (a);
printf (“Result is %d\n”, res); 
return 0;

}

1.
2.
3.
4.
5.
6.
7.
8.
9.

10.
11.
12.
13.
14.
15.

Fig. 3 Code snippet of our running example.

three types of results: 0, 1, or 2.

4.1 Input generation

Because our approach uses dynamic analysis, it is
important to generate various concrete inputs that cover
as many input spaces as possible for high path coverage.
Sometimes, the exact type of input cannot be easily
determined. Such a problem is a concerning issue
in software testing, and many existing vulnerability
tools contribute to solving such a challenge. The
American Fuzzy Lop (AFL)[25] tool generates various
inputs through diverse mutation strategies and gray-
box evolutionary search algorithms for path coverage
enhancement. We used the AFL tool for our purpose in
the first step when designing our approach. We point out
that a user-constructed input set with high path coverage
is also acceptable.

In particular, we used the AFL to execute target
programs multiple times before starting our analysis.
The input generated by the AFL is called If uzz . When
fuzzing cannot further explore the program path or
reach the predefined timeout, we terminated the input
generation stage. During this execution stage, we
collected as many program inputs as possible, which
form a sufficiently large input set. In our simple example,
If uzz includes the entire set of integers.

4.2 Test suite reduction

There are many redundant inputs with no use for result
enhancement in the last phase, and we eliminated such
inputs to save the time and cost of testing. This goal
coincides with the idea of the test suite reduction in
software testing. We first define our problem below:

Given a test suite named If uzz , and a set of test
requirements, R1, R2, . . . , Rn, that must be satisfied to
provide the desired test coverage of the program, can we
find a reduced suite called Ireduced containing minimal

test cases from If uzz that satisfies all test requirements
Ri at least once?

The problem can be abstracted as a classification
problem or an equivalence class division problem.
We intend to apply machine learning techniques
for classification. We first need to construct vectors
representing program features under different inputs
and classify them reasonably. A program is composed
of multiple basic blocks, namely, the single-entrance,
single-exit sequences of instructions. As shown in
Fig. 4, in our example program, the basic block
information and execution profiles are quite different
under different types of inputs. When two inputs belong
to different groups, they jump to different branch
target addresses and therefore execute different basic
blocks. This condition indicates that the program may be
vulnerable to side-channel attacks. Hence, we consider
the execution sequence of basic blocks as the feature
of each input in If uzz and collect execution profiles
ri on the top of the DBI framework, i.e., Intel Pin[26].
We executed the target program on each input in If uzz

and logged the start address and end address of basic
blocks, execution sequence of basic blocks, and function
calls and returns. The execution profiles of our example
program are shown in Column 2 of Table 1. As Tabel 1
shows, inputs of the same type have the same execution
profiles. We just display six inputs of the example
program for a clear explanation. Essentially, during
our experience, there are a lot of inputs, not just the
six inputs we show in Table 1. For example, in our
benchmark, there are 185 inputs in the case of the dA
program of just 81 KB size after fuzzing.

To map observations to vectors with the same
dimensions, we first traversed all execution profiles and

BBL_0−3

BBL_4 BBL_9

BBL_5 BBL_10 BBL_11

BBL_6−8

a≥5a < 5

a < 8 a≥8

Fig. 4 Execution profile of three types of input.
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Table 1 Test suite reduction of example program.
Input under test Basic block sequence Vector representation Clustering result

a D 0
fBBL 0, BBL 1, BBL 2, BBL 3, BBL 4,

BBL 5, BBL 6, BBL 7, BBL 8g
f1,1,1,1,1,1,1,1,1,0,0,0g 0

a D 1
fBBL 0, BBL 1, BBL 2, BBL 3, BBL 4,

BBL 5, BBL 6, BBL 7, BBL 8g
f1,1,1,1,1,1,1,1,1,0,0,0g 0

a D 6
fBBL 0, BBL 1, BBL 2, BBL 3, BBL 9,
BBL 10, BBL 5, BBL 6, BBL 7, BBL 8g

f1,1,1,1,0,1,1,1,1,1,1,0g 1

a D 7
fBBL 0, BBL 1, BBL 2, BBL 3, BBL 9,
BBL 10, BBL 5, BBL 6, BBL 7, BBL 8g

f1,1,1,1,0,1,1,1,1,1,1,0g 1

a D 9
fBBL 0, BBL 1, BBL 2, BBL 3, BBL 9,

BBL 11, BBL 6, BBL 7, BBL 8g
f1,1,1,1,0,0,1,1,1,1,0,1g 2

a D 10
fBBL 0, BBL 1, BBL 2, BBL 3, BBL 9,

BBL 11, BBL 6, BBL 7, BBL 8g
f1,1,1,1,0,0,1,1,1,1,0,1g 2

constructed a complete list of basic blocks. Then, we
represented observations collected under each input as
a vector vi , where each element indicates the number
of times the corresponding basic block executed. The
vector representation of our example program is shown
in Column 3 of Table 1.

After we successfully constructed vectors representing
the execution profile under every input, we correctly
classified them using a clustering algorithm. Because we
could not decide how many clusters would be generated,
we utilized the hierarchical clustering algorithm[27]. We
considered the L1 norm distance with the tolerance
� D 1.

We designed an algorithm (Algorithm 1) to illustrate
the above process. Specifically, we first obtained all
executed basic blocks by traversing all execution profile
ri and constructed a complete basic block set s. We use
the function insert. / to insert the new record vector of
basic blocks into the set s and the function unique. /
to remove duplicate elements from the set. Then, we
traversed ri again to construct vi for every input by
counting the number of executions of basic blocks. We
use the function f ind. / to determine the index of
record vector in the set s. Finally, we passed the vectors
to the clustering algorithm and derived the label of every
input. The clustering result of our example program is
shown in Column 4 of Table 1. Inputs in each class have
the same execution profiles, so we formed the minimal
test suite Ireduced by gathering one of the inputs in each
class.

4.3 Target function extraction

In this section, we describe how unnecessary information

Algorithm 1 Clustering based on execution profile feature
Input: the record vector of basic blocks executed under every

input in jIf uzz j, r0, r1, : : : , rn�1; cluster bound K;
distanced d ; and tolerance �

Output: the label of every input in jIf uzz j, l0, l1, : : : , ln�1

1: s D f0g, r D f0g, i D 0, j D 0;
2: while i < n do
3: r D ri ;
4: s D s:insert.s:end./; r:begin./; r:end.//;
5: i CC;
6: end while
7: s D unique.s/;
8: m D jsj;
9: v0Œm�; v1Œm�; : : : ; vn�1Œm� D f0g;

10: while j < n do
11: k D 0;
12: while k < jrj j do
13: idx D f ind.s; rj Œk�/;
14: vj Œidx�CC;
15: k CC;
16: end while
17: j CC;
18: end while
19: V D .v0; v1; : : : ; vn�1/;
20: .l0; l1; : : : ; ln�1/= clustering.V;K; d; �/;
21: return l0, l1, : : : , ln�1.

can be filtered during trace generation and also describe
how the size of traces with each given input in Ireduced

which can be reduced.
Based on the clustering results in Section 4.2, we

only focused on specific sensitive functions that explain
different cluster results. We cross-compared vis between
clusters and found basic blocks that differ in vis.
The target program executes different basic blocks
when it jumps to different branch target addresses
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under different types of inputs. Hence, the functions
containing these basic blocks are susceptible to side-
channel vulnerabilities.

Because we logged the information of basic blocks
and function calls during the feature vector construction
presented in Section 4.2, we can easily track the
functions that the basic blocks belong to and construct
a function list of possible side-channel vulnerabilities.
Given that not only one basic block points to a function,
we only recorded the function name once. Moreover,
in the case of function nesting, we traced back to the
initial call function, providing accurate information on
the control flow transfers of the target program. In our
example, the program executes different basic blocks
under the input of labels 0 and 1. It executes BBL 4
under the input of label 0, while it executes BBL 9
and BBL 10 under the input of label 1. Based on the
difference of basic blocks executed, we can narrow our
detection range to a function named func. / in Fig. 3.
The algorithm is illustrated in Algorithm 2. The set C
is a set that contains the call stack of the target sensitive
functions. The variable cs temporarily stores the call
stack. We obtain a list of target sensitive functions by

Algorithm 2 Extracting list of target sensitive functions
Input: the execution trace under one input in jIreduced j, t ;

the address of basic blocks that may exist vulnerabilities,
b0; b1; : : : ; bn�1

Output: the list of sensitive functions f l
1: C D ∅, cs D f0g, i D 0, f l D 0;
2: while i < jt j do
3: if isCal l.t Œi �/ then
4: cs D cs:push back.t Œi �:addr/;
5: else if isRet.t Œi �/ then
6: cs D cs:pop back./;
7: else
8: j D 0;
9: while j < n do

10: if t Œi �:addrDDbj ^f ind.cs; C /DDfalse then
11: C D C [ cs;
12: end if
13: j CC;
14: end while
15: end if
16: i CC;
17: end while
18: k D 0;
19: while k < jC j do
20: f lŒk� D C Œk�:back./;
21: k CC;
22: end while
23: f l D unique.f l/;
24: return f l .

simulating the process of function calls.

4.4 Trace generation

We executed the program under every input in Ireduced

on Intel Pin and stored the necessary information in a
trace file. We recorded the start address and the end
address of basic blocks, instruction and target address of
branches, and address of function calls and returns for
control flow transfers construction. Then, we collected
traces of two inputs with the same label to verify whether
inputs also influence the number of loops.

To execute the program in a noise-free environment,
we first disabled Address Space Layout Randomization
(ASLR) and kept public inputs to the program fixed.
We then passed inputs in Ireduced generated in Section
4.2 and target function name extracted in Section 4.3
to the target program, and executed the program in
instrumented mode, recording data that we need for
later analysis. We ignored the deviation caused by the
recording time because it is too small compared to the
trace analysis.

We considered the func. / function in Fig. 3, assuming
that line numbers are equal to the code addresses. The
execution with two different inputs, a0 D 0 and a1 D 6,
yields two traces t0 and t1,
t0 D Œ.1; 4/; (4, 4); (4, 5); .7; 8/�,
t1 D Œ.1; 4/; (4, 5); (5, 5); (5, 6); .7; 8/�.
There are two differences in the traces; both are

marked bold. As shown in Fig. 3, the differences occur
as if in Line 4 branches to Line 4 or 5, depending on
the input a, and causes assignment operations in Lines 4
and 5 to be performed either on the variable r .

In Fig. 3, a control flow leak is characterized by its
branch point, where the control flow diverges, and its
merge point, where branches coalesce again. In this
example, the branch point is at Line 4 and the merge
point at Line 7, when the function returns.

4.5 Leakage detection

Clearly, traces do not always have the same length. We
need to align traces for more precision and determine
control flow differences. We cross-compared every
element in every two traces. Basic blocks are the same
when their start address and end address are identical,
such as .1; 4/ in t0 and t1 in Section 4.4. In this case,
we moved to the next element of two traces. A branch
point was located when the target address differs, and the
correct merge point was determined by the first identical
address in the intersection of the following address
sequences between two traces. When a branch point
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appeared, we continuously moved to the next element in
both traces until we successfully found its merge point.
The branch point in the sample program is .4; 4/ or .4; 5/
in t0 and t1, and the merge point is .7; 8/ in t0 and t1.
We constantly re-aligned traces in the same way until
the end of traces.

There is a problem when applying the trace alignment
algorithm of DATA[16] for solving context sensitivity.
They determine function returns using INS IsRet./

API provided by Intel Pin, which also contains the
interrupt return (iret). The calling depth drops below
zero when the interrupt return happens, and then the
process of finding the merge point will trap into a dead
loop. Due to the differences in the characteristics of
programs, this problem is not apparent in the case of
cryptographic programs, but it will have a significant
impact on non-cryptographic programs. We solved this
problem by pushing the loop forward when the calling
depth of two traces dropped below zero.

All discovered branch points are considered possible
side-channel vulnerabilities. Apart from each pair
of branch point and merge point, function calls
in the context, source code location, and input
pair, which can trigger the vulnerabilities, are also
reported. Consequently, developers can fix their program
selectively according to the report.

5 Implementation

SPIDER consists of 2512 lines of code in C++, 352
lines of code in Python, and 270 lines of code in
a shell script. We implemented our input generation
through the AFL tool and greatly reduced the size
of the test suite with the help of the algorithm we
designed and the clustering algorithm. We implemented
trace collection on the top of the Intel Pin framework
for analyzing x86 binaries. To reduce their size, we
utilized cluster results to extract target functions that may
have side-channel vulnerabilities and only monitored
these functions for detecting control flow leakages. We
implemented leakage detection, which condenses all
findings into leakage reports, including pairs of inputs
that can reproduce the leakage, source location of
leakage, and call stacks. We wrote a shell script to
connect every step.

6 Evaluation

In this section, we present our evaluation results. We
built the source program into a 64-bit x86 Linux

executable with GCC 7.5. All our evaluations were
performed in Ubuntu 18.04, running on the top of Intel
i5-1135G7 CPU, with 16 GB RAM.

6.1 Experimental setup

Benchmark selection. The core idea of SPIDER
is to speed up the dynamic analysis of side
channel vulnerabilities in non-cryptographic programs
without loss of accuracy. To verify the effectiveness
of our approach, we used the same benchmark
with ANABLEPS[28], which contains various non-
cryptographic programs with sensitive information. In
addition, we checked our approach on 10 finalists
of the NIST lightweight cryptography standardization
project[29] for further confirmation.

6.2 Experimental results

6.2.1 Effectiveness of the test suite reduction
We generated If uzz , the original input set of the testing
program, after running the AFL tool for 24 h. Then, we
combined execution profiling and clustering techniques
to reduce the test suite and obtain a small input set named
Ireduced . To verify the effectiveness of the test suite
reduction in our approach, we compared our work with
ANABLEPS[28]. ANABLEPS generates inputs with the
help of Driller[30], another fuzzing tool. The choice of
fuzzing tool has little influence on the generation of
original inputs, and we focus on how much our approach
can influence the reduction of the test suite.

We extracted the data of the input size and trace size in
ANABLEPS. As the size of the original input set is quite
different between SPIDER and ANABLEPS and only
the total size of all traces is given in ANABLEPS, we
calculated the average trace size for precise comparison.

Specifically, we compared the test suite size and
averaged the trace size of each testing program, and
the results are shown in Fig. 5. As shown in Fig. 5a,
SPIDER can drastically reduce the size of the input set,
ranging from 31.8% to 98.8%. This finding proves the
effectiveness of the test suite reduction. In addition, we
compared the average trace size of the two approaches
and summarized our results in Fig. 5b. Clearly, the trace
size of SPIDER is smaller than that of ANABLEPS,
and is reduced by 3.6% to 92.9%, which proves the
effectiveness of the test suite reduction and target
function extraction. They both help filter out several
unnecessary pieces of information and hence reduce
the size of the trace. Hence, our approach reduces
the size of the test suite and traces successfully and
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Fig. 5 Comparison of the test suite size and trace size.

efficiently, which speeds up the trace generation and
leakage detection.

6.2.2 Capabilities of side-channel vulnerability
detection

In this section, we try to confirm that although the size
of the input set is reduced through our design, there
is no drop in the accuracy of detecting side channel
vulnerabilities. We first tested our approach on NIST
finalists[29], which are all lightweight cryptographic
algorithms designed for constrained environments.

Because test vector generators were provided, we
utilized their design to generate the original input set
of 100 inputs for every algorithm and conduct our
experience. As a result, except Grain128-AHEAD, all
inputs of the nine finalists of the NIST lightweight
cryptography standardization project were clustered into
one class after the test suite reduction. Moreover, except
Grain128-AHEAD, nine finalists are resistant to side
channels, in line with results in two tools tested in Ref. [31].
We then presented a detailed explanation of side-channel
vulnerabilities in Grain128-AHEAD found by SPIDER.

The vulnerable code snippet of Grain128-AHEAD
is shown in Fig. 6. During the generation of the

int crypto_aead_encrypt ( )
{
 
for (unsigned long long i = 0; i < mlen; i++) {
 
for (int j = 0; j < 16; j++) {

…
if ( j % 2 == 0) {…} 
else {
        if (data.message[ac_cnt++] == 1)
              {accumulate(&grain);  }

        …
     }}}
     …
}

1.
2.
3.
4.
5.
6.
7.
8.
9.

10.
11.
12.
13.
14.
15.

Fig. 6 Vulnerable code snippet of Grain128-AHEAD.

keystream for the message (i.e., plaintext), the function
accumulate( ) is called when the bit of “message” is equal
to 1. Hence, if an adversary can observe the execution
profile of accumulate( ), then it could recover every bit
of “message”. The result of accumulate( ) is later used
for appending MAC to a ciphertext.

We then tested our approach on ANABLEPS’s
benchmark and presented the results in Table 2. Because
the detection level of ANABLEPS differs from ours,
we confirm the details of the leakages reported in our
approach with a manual check. The results in Table 2
show the possibility of side-channel vulnerabilities, and
the exploitability of vulnerabilities remains for future
works.

6.2.3 Performance overhead
We also measured the performance of our approach
and reported the execution time for each of the key
components of our approach in Table 3. Moreover,
we configured the AFL tool to run 24 h for all of the
benchmarks in the input generation phase for high path
coverage. As shown in Column 4 of Table 3, the test
suite reduction phase takes little time and plays a great

Table 2 Evaluation results.
Benchmark program Functionality under test Number of leaks

Deep learning

dA 6
SdA 3
DBN 3
RBM 2
LR 1

gsl
Sort 2

Permutation 1
Hunspell Spell checking 148

PNG Image render 2
Freetype Character render 463

Bio-rainbow Bioinfo clustering 94
Qrcodegen Generate QR Code 165

Genometools bed to gff3 convertion 265
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Table 3 Performance overhead.
Benchmark

program
Functionality

under test
Input

generation (h)
Test suite

reduction (min)
Trace

gneration (min)
Leakage

detection (min)

Deep learning

dA 24 1.35 0.07 0.03
SdA 24 18.78 1.17 3.85
DBN 24 1.02 0.15 0.25
RBM 24 0.28 0.08 0.10
LR 24 0.13 0.03 0.02

gsl
Sort 24 2.90 0.05 0.02

Permutation 24 3.03 0.05 0.02
Hunspell Spell checking 24 16.70 167.43 650.77

PNG Image render 24 0.42 1.10 0.05
Freetype Character render 24 2.05 225.15 295.30

Bio-rainbow Bioinfo clustering 24 3.33 167.18 185.97
Qrcodegen Generate QR Code 24 3.07 3.02 15.53

Genometools bed to gff3 convertion 24 5.60 656.67 306.72

role in saving the cost and time of the later analysis.

7 Related Work

Currently, approaches in detecting side-channel
vulnerabilities consist of static and dynamic
approaches.

(1) Static approach
CacheAudit[12] uses abstract domains to compute an

over-approximation of cache side channel information
leakage upper bound. While a zero leakage bound
reveals the absence of address-based side channels, a
non-zero leakage bound could introduce false positives
due to abstractions made on the data of the program.
CacheS[13] improves CacheAudit with new abstract
domains that only track secret-related code. CaSym[11]

introduces a static cache-aware symbolic reasoning
technique to cover multiple paths in a target program.
All approaches mentioned above only work on small
code snippets, making it difficult to be widely applied
in larger applications, such as the benchmark programs
used in our work.

(2) Dynamic approach
Diffuzz[19] modifies the fuzzing engine to find the

maximum timing difference in non-cryptographic
applications during program execution, but it only
detects timing side channels instead of address-based
side channels we focus on. CacheD[32] combines
dynamic trace recording with a static analysis for
avoiding false positives. However, it only tracks one
execution trace, missing leakage in other execution
paths. Moreover, CacheD cannot detect secret-dependent
control flows. Stacco[14], MicroWalk[17], and DATA[16]

detect side-channel vulnerabilities in a similar way, but

their focus of detection is different. Stacco manually
generates various inputs to the SSL libraries and
uses Intel Pin tools to detect vulnerabilities in
SSL/TSL implementations. MicroWalk introduces
mutual information between sensitive inputs and
execution traces for side-channel leakage quantification.
DATA detects address-based side-channel vulnerabilities
by comparing different execution traces under various
inputs. ANABLEPS[28] uses Intel PT to generate
execution traces with huge sizes for detecting side-
channel vulnerabilities in enclave binaries. Abacus[18]

utilizes symbolic execution and Monte Carlo sampling to
estimate the number of leaked bits for each leakage site,
but it only relies on one trace for modeling constraints.
They both set up their own vulnerability judging
rules, which are one of the necessary stages in other
vulnerability detection frameworks[33, 34]. Obviously,
current dynamic approaches mainly focus on address-
based side channels in cryptography algorithms, and
a few execution traces are enough for vulnerability
detection. Existing dynamic approaches do not extend
the side-channel analysis of crypto libraries into non-
crypto software well yet.

Hardware and software side-channel mitigations have
been proposed. Hardware countermeasures, including
partitioning hardware resources[35], randomizing
cache access[36–38], and modifying micro-architectural
components[39], require changes to complex processors
and are complex to adopt. On the contrary, software
approaches are usually easy to implement, and they
modify key-dependent control flow at the source code
level[40, 41], at the compiler level[42], and at runtime[43].
Our side-channel detection method can locate possible
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vulnerabilities and help subsequent side-channel
mitigation.

8 Conclusion

In conclusion, we designed and implemented a
software tool for automatically detecting side-channel
vulnerabilities in non-cryptographic programs with
sensitive information. Our tool is the first side-channel
vulnerability analysis tool that introduces fuzzing,
execution profiling, and clustering technique for test
suite reduction. With our tool, we have discovered
numerous side-channel leaks in our test programs. Our
tool can be used by software developers to check for
side-channel vulnerabilities in the program they write.

There are still some potentially promising directions
for future work. The current design only considers side-
channel vulnerabilities due to sensitive input-dependent
control flows. Leakages due to sensitive input-dependent
data accesses are currently out of scope. One of the
future works is to extend SPIDER in the handling
of these vulnerabilities. Although the combination of
execution profiling and clustering performs well in our
tool, there are still some kinds of techniques for test suite
reduction applied in software engineering. Moreover,
comparing the impact of various approaches for test suite
reduction on our tool and discovering better algorithms
remains for our future work. Another direction is to
extend the fuzzer with clustering techniques that can
directly reduce test cases during the input generation.
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