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Defense Against Software-Defined Network Topology
Poisoning Attacks

Yang Gao and Mingdi Xu�

Abstract: Software-Defined Network (SDN) represents a new network paradigm. Unlike conventional networks,

SDNs separate control planes and data planes. The function of a data plane is enabled using switches, whereas

that of a control plane is facilitated by a controller. The controller learns network topologies and makes traffic

forwarding decisions. However, some serious vulnerabilities are gradually exposed in the topology management

services of current SDN controller designs. These vulnerabilities mainly exist in host tracking and link discovery

services. Attackers can exploit these weak points to poison the network topology information in SDN controllers.

In this study, a novel solution is proposed to defend against topology poisoning attacks. By analyzing the existing

topology attack principles and threat models, this work constructs legal conditions for host migration to detect host

hijacking attacks. The checking of the Link Layer Discovery Protocol (LLDP) source and integrity is designed to

defend against link fabrication attacks. A relay-type link fabrication attack detection method based on entropy is also

designed. Results show that the proposed solution can effectively detect existing topological attacks and provide

complete and comprehensive topological security protection.
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1 Introduction

Software-defined networks (SDNs), originating from
the campus network of Stanford University, were
proposed to solve the bloated and inefficient problems
of traditional networks. Through the separation of the
data forwarding and routing control of the traditional
Internet in SDNs, the centralized control and distributed
forwarding of these networks can be realized. The form
of programming provides an interface to the outside
world[1, 2]. The dynamic and flexible characteristics
of SDNs have attracted widespread attention from
academia and industries. Researchers in many fields
actively use SDNs to build new systems for solving
problems, such as the limited scalability of traditional
architectures, wireless sensor networks[3], the Internet
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of Things[4], and optical networks[5]. The recent
studies on the security of the SDN topology discovery
mechanism mainly involve three aspects: design of a
security framework[6–9], construction and addition of a
new protocol[10–12], and encryption authentication[13].
TopoGuard[14] is a security extension of the SDN
controller, and it detects attacks on the SDN network
topology view by fixing the security vulnerabilities in
the controller. However, TopoGuard is unable to detect
switch-based link fabrication attacks. PolicyTopo[9]

proposes a solution to determine the link status on the
basis of the information entropy of the network delay.
Topology attacks are distinguished by the threshold
when the network delay is low. When the network delay
is high, PolicyTopo detects attacks by secure ports.
The disadvantage is that the state only depends on the
linear relationship of adjacent entropy values and the
definition of secure ports brings further burden to the
network. Reference [8] proposed a defense scheme on
the basis of a statistical analysis of link delays to detect
relay-type link fabrication attacks, but this mechanism
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can be bypassed by modifying the timestamp of the
Link Layer Discovery Protocol (LLDP) frame. Azzouni
et al.[11] improved the topology discovery method by
constructing a new protocol, reducing the controller load,
and improving efficiency and safety. However, with
the maturation of the “open-flow discovery protocol”,
the promotion of a new protocol is bound to affect
network deployment, application, standardization, etc.
The existing research work in the field of SDN topology
security has achieved progress, but most studies aim at
a certain type of security threat and are thus limited
in terms of the availability of systematic defense
methods. Some security solutions need to be modified
or added with existing mechanisms during deployment.
Consequently, system integration becomes particularly
difficult. In addition, the defense methods against relay-
type topology attacks rely heavily on the LLDP frame
delay threshold, which may thus become invalid when
the network delay is high.

On the basis of existing research results, the current
work proposes a novel solution to solve the security
problems that occur in the topology discovery process
of SDNs. This work detects host hijacking attacks by
constructing legal conditions for host migrations and
designs source and integrity checks for LLDP frames to
defend against link fabrication attacks. Then, a relay-
type link fabrication attack detection method based
on entropy is proposed. This method uses the LLDP
frame transmission threshold and entropy threshold to
detect network anomalies. Finally, the SDN simulation
environment for the design experiment is built through
the Mininet and Floodlight controllers. The results show
that the proposed solution offers effective defensive
against mainstream topology attacks and comprehensive
topology security protection.

2 Threat Model

2.1 Host hijacking attacks

Assume that an attacker has read and written permissions
to data packets in a network, the attacker can generate
data packets and send them to the SDN, and the
controller works in passive mode. In Fig. 1a, Host h2
displayed in gray is the infected host. The attacker
constructs a data packet whose source address is Host
h1 and sends it to Switch s2 by using Host h2. This
approach can make the controller think that Host h1 has
migrated to Switch s2. Then, all the data packets that
need to be sent to Host h1 are forwarded to Host h2 to
achieve host hijacking.

2.2 Link fabrication attacks

Link fabrication attacks are divided into forgery
and relay-type attacks according to the LLDP frame
generation method. Forgery means that the attacker
initiates an attack by forging LLDP frames. In Fig. 1b,
h2 is the infected host, and the attacker learns and forges
s1. According to the default flow rules, s2 is forwarded
to the controller, and the controller generates a false link
from s1 to s2 after identifying the LLDP data packet.
Relaying means that the attacker initiates an attack by
relaying real LLDP frames. Figures 1c and 1d show the
relay-type link fabrication attacks of hijacking the host
and hijacking the switch, respectively. In Fig. 1c, h1 and
h2 are the infected hosts. The attacker collects the LLDP
frames of s1 in h1 and then uses h2 to send the frames
to s2 to generate a false link from s1 to s2. In Fig. 1d,
s2 is the infected switch. s2 forwards all LLDP frames
to s3, which then forwards the frames to the controller
according to the default flow rules, thereby forming a
false link from s1 to s3.
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Fig. 1 Attack scenarios considered in this work.
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3 Defense Strategy Design

This study proposes an SDN security topology defense
solution, which aims to effectively detect network
attacks against the topology and provide accurate
and effective protection for the SDN topology view.
Therefore, this study constructs security strategies for
different types of attacks to improve the flexibility and
scalability of security mechanisms. The following is an
explanation of different topological attacks.

3.1 Strategy design for host location hijacking
attacks

A host location hijacking attack is carried out, such
that the host tracking service cannot provide real-
time verification for host migration while the SDN
controller cannot verify the legitimacy of the host
location information. Therefore, the key defense measure
is to verify the legitimacy of the host migration and the
switch ports that are directly connected so as to prevent
port reuse. The analysis of the host migration process of
the SDN reveals that two conditions are generated when
the host is migrated. First, the SDN controller receives
the port-down message from the data plane before the
host is migrated. Second, after the host migration is
completed, the previous location should no longer be
accessible. This study verifies the legitimacy of the
host migration on the basis of these two conditions. To
facilitate verification, we maintain a host mapping table,
which binds host location information and switch port
information. This table can be used to check port reuse
and set modification permissions to prevent illegal host
migration.

To ensure the source of the LLDP frame, we check
the port on which the switch accepts the LLDP frame.
As a feature of SDN link discovery is that the host does
not forward LLDP frames by default, once the LLDP
frame comes from the switch port directly connected to
the host, the corresponding LLDP frame can be regarded
as successfully relayed. Therefore, this study checks
whether the switch port receiving the LLDP frame is
connected as a host and judges the validity field of LLDP
frames.

3.2 Strategy design for link fabrication attacks

The main causes of link fabrication attacks can be
summarized as follows. First, for a link fabrication

attack, the integrity and source of the LLDP frame
cannot be ensured during the topology discovery process.
Second, for a relay-type link fabrication attack, the
compromised host can interfere with the transmission
path of LLDP frames. The following defense strategies
are discussed accordingly.

To ensure the integrity of LLDP frames, we implement
a defense mechanism by adding the “Verification TLV”
field to the LLDP frames. The field is calculated using
the DPID, port number, and sending time of the LLDP
frame to ensure the unforgeability and integrity of the
package. The expanded frame format is shown in Fig. 2,
where the “Verification TLV” field is used for integrity
checking.

To ensure the source of the LLDP frame, we check
the port on which the switch accepts the LLDP frame.
As a feature of SDN link discovery is that the host does
not forward LLDP frames by default, once the LLDP
frame comes from the switch port directly connected to
the host, the corresponding LLDP frame can be regarded
as successfully relayed. Therefore, this study checks
whether the switch port receiving the LLDP frame is
connected as a host and judges the validity field of LLDP
frames.

To solve relay-type link fabrication attacks, existing
research usually introduces a link delay to identify any
interference in the transmission path of the LLDP frame.
However, the instability of link delays can easily cause
misjudgment, resulting in a relatively high rate of false
positives. To reduce the false positive rate, this study
introduces information entropy to check the distribution
of destination IP addresses in LLDP frames in the SDN.

3.3 Relay-type link fabrication attack detection
strategy based on information entropy

The attacker constructs a false link for the SDN network
by relaying LLDP frames, which mainly cause relay-
type link fabrication attack. This action has two aspects.
On the one hand, the relay will increase the transmission
delay of the corresponding LLDP frame. On the other
hand, the false link generated by the relay-type link
fabrication attack will make the IP address of the victim
host appear more frequently within a certain range. For
the former, this paper constructs a delay threshold � 0 for
detection, and then the paper calculates the information
entropy of the destination IP and detects relay attacks
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Fig. 2 Extended LLDP frame format.
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based on the basis of the entropy threshold � .
This study sets the LLDP frame transmission delay

threshold � 0, and the threshold calculation formula is as
follows:

� 0 D 2 �

WP
iD1

Ti � Tmax � Tmin

W � 2
;

where Tmax is the maximum transmission delay, and Tmin

is the minimum transmission delay. To eliminate the
influence of network fluctuations on the delay threshold,
we remove the maximum and minimum values to
calculating the average value. Then, we increase the
average value by 2 times while considering the network
delay W , which is the number of packets through the
preset window.

Entropy was originally used to measure the disorder
of a physical system and was later described as a
measurement of system uncertainty. In 1948, Shannon
introduced the concept of entropy into information
theory and referred to it as Shannon entropy.

As entropy can measure the randomness of random
variables, this article counts the frequency of occurrences
of the destination IP address in the flow entries. By
marking the destination IP address as X , the number
of occurrences as xi , and the probability of occurrence
as pi , we derive the calculation formula for the entropy
value of the destination IP in all the traffic table statistics
item in the preset window W is as follows:

H.x/ D �

WX
iD1

pi log2pi ;

pi D
xi

W
:

According to the above equations, we calculate the
entropy value every time W data packets are passed.
Next, we discuss the value of W: If the value of W
is relatively high, the number of entropy calculations
decreases, and the time for each calculation of entropy
increases. If the value ofW is relatively low, the entropy
calculation time decreases while the number of updates
increases. On the basis of Ref. [15], this study sets the
value of W to 50. According to the statistical analysis,
when all data packets are sent to the same destination
address, the probability of the corresponding event is the
largest, the randomness is the smallest, and the entropy
value is the smallest. When all the destination addresses
occur the same number of times, all events have the same
probability of occurrence, the randomness is the largest,
and the entropy value is the largest. Therefore, this

study realizes the detection of relay-type link fabrication
attacks by calculating the corresponding entropy value
and comparing it with the attack threshold. A 95%
confidence level is used herein to calculate the entropy
threshold. The calculation is as follows:
a D Nx C z sp

N
; b D Nx � z sp

N
;

� D
�
Hmax

N
�Hmin

A

Hmax
N

�
Hmin

N
�Hmax

A

Hmin
N

�
�HA CH

MAX
A ;

where a and b represent the maximum and minimum
values of the confidence interval, respectively, Nx is the
average value of the entropy, z is the sample variance,
s is the variance of X , and N is the total value of the
entropy. For z is the statistic corresponding to a certain
confidence level, which can be obtained by looking up
the table, the z value is 1.96 at the 95% confidence level.
In the calculation formula of the entropy threshold � ,
Hmax
N represents the upper confidence limit of the normal

network, and Hmin
A represents the lower confidence limit

of the normal network. Meanwhile, Hmax
A represents the

upper confidence limit of the attacked network, andHmin
N

represents the lower confidence limit of the attacked
network, HA represents the average entropy value of the
attacked network, and HMAX

A represents the maximum
entropy value of the attacked network.

To avoid misjudgment caused by a single entropy
value (for example, because the host enters the network),
this study introduces the cumulative entropy value of the
abnormal queue counter C� and abnormal queue counter
� . The principle is that when the entropy value of �
consecutive windows is lower than the entropy threshold,
a relay-type link fabrication attack is deemed to have
occurred.

4 Defense Module Design

The defense modules in this work are embedded in the
SDN controller. They are independent of other functional
modules of the controller. The architecture is shown in
Fig. 3. The host verification module and link verification
module are designed herein and used to deal with host
hijacking attacks and link fabrication attacks. The two
modules are described in the following sections.

4.1 Host verification module design

The host verification module saves a host location
mapping table Lh, which binds the host location and the
connected switch in the form of a hash table to ensure
that the verification of the host location information
is completed in a short time. As the link verification
module also needs Lh to verify the source of the LLDP



Yang Gao et al.: Defense Against Software-Defined Network Topology Poisoning Attacks 43

Fig. 3 Location diagram of defense module.

frame, the search object is the switch information at
this time. For the key value structure of the hash table,
the time complexity of using a key query is O.1/, and
the time complexity of using a value query is O.n/.
Therefore, some researchers[16] chose to add another
switch mapping table Ls . However, maintaining an
information table separately for the two modules results
in serious consistency problems, which can easily cause
network errors. Therefore, this study only constructs a
host location mapping table, and the key uses switch
information. The host location structure is shown in
Table 1. The key of the mapping table is a complex
object composed of the switch’s unique identifier DPID
and the port number. The mapping table contains the
host’s MAC address[17].

The dynamic maintenance of the host mapping table
involves three events, namely, adding, modifying, and
removing. When the SDN is initialized or a new host
is added to the network, a new record is constructed
and added to Lh. When the host is migrated, the host
verification module searches and modifies Lh according
to the port status message generated by the switch.
When the host or switch leaves the network, the host
verification module searches for and deletes the related
records in Lh.

In a host hijacking attack, when the controller receives
the packet-in message sent by the data plane, the
host verification module extracts the host location
information in the message to match it with Lh. The
three matching results are as follows:

(1) If the MAC address of the host matches the
information of the connected switch, then the message
is legal.

(2) If the MAC address of the host matches but the
connected switch does not match, then check whether
the original path recorded by Lh is reachable. If it is

Table 1 Host location mapping table structure.
Key Value

DPID, port MAC

reachable, then the message is illegal; otherwise, the
message is legal, and Lh is modified at the same time.

(3) If the MAC address of the host does not match
the information of all connected switches, then the other
security modules (security policies) in the controller can
be called to check the legitimacy of the host.

4.2 Link verification module design

The link verification module mainly includes three
functions: verifying the integrity of the LLDP frame,
verifying the source of the LLDP frame, and detecting
whether a relay-type link fabrication attack occurs. For
the integrity check, this study modifies the LLDP frame
format by adding the “Verification TLV” field. The
field value is calculated by the md5 algorithm on the
basis of the DPID, port number, and sending timestamp
of the LLDP frame. For the source verification, the
source address of the LLDP frame is searched in the
host location mapping table Lh to check whether it is a
switch. If it is a switch, then the source of the current
frame is legal; otherwise, the frame is discarded, and a
warning is generated. In addition, the link verification
module stores a hash tableL; an abnormal queue counter
C� , and an abnormal queue counter threshold � . The
hash table L is used for the number of occurrences of the
destination IP in the network, and the abnormal queue
counterC� is used to accumulate entropy. The inspection
process is as follows:

Step 1: The switch uses the data packet to match the
flow table. If it succeeds, then it records the destination
IP address in the data packets as X and forwards it
according to the flow rule; otherwise, it sends a Packet-In
message to the controller.

Step 2: The controller extracts the destination IP
address of the data packet as X . If X exists in the hash
table, then L modifies xi to xi C 1; otherwise, it records
the number of occurrences xi as 1. Then, the sum of L
is calculated and compared with W . If L is greater than
W , then an entropy H.x/ calculation is performed in
the window; otherwise, the next step is initiated.

Step 3: The link verification module checks whether
the data packet is an LLDP frame. If it is not,
the controller calls other modules to complete the
subsequent processing; otherwise, the link verification
module performs verification on the LLDP frame. First,
to check the integrity, we calculate the signature by
using the DPID, port number, and timestamp of the
LLDP frame. Second, we compare the calculation result
with the “Verification TLV”. If they are different, then



44 Tsinghua Science and Technology, February 2023, 28(1): 39–46

the frame is an illegal LLDP frame and is discarded
by the link verification module, and Step 6 is initiated;
otherwise, the next step of verification is performed.

Step 4: The link verification module verifies the
source of the LLDP frame. It extracts the switch DPID
of the LLDP frame and the entry port number record to
match the host location mapping tableLh. If the match is
successful, then the LLDP frame is an illegal data packet
from the host, the link verification module discards the
LLDP frame, and Step 6 is initiated; otherwise, the next
check is performed.

Step 5: The link verification module checks whether
the LLDP propagation path has artificially interfered.
First, it compares the transmission delay of the LLDP
frame with the delay threshold � 0. If the delay is less
than � 0, then the LLDP frame is not relayed; otherwise,
the relationship between the calculated entropy value
of Step 2 and the entropy threshold is checked. If the
calculation result of Step 2 is greater than � , then the
module continues to wait for the arrival of the next
packet and sets the abnormal queue counter C� to 0;
otherwise, it adds 1 to C� . If C� reaches the abnormal
queue counter threshold � , then a relay-type fabrication
attack is deemed to have occurred, and Step 6 is initiated
to locate and handle abnormal nodes; otherwise, we
continue to execute other SDN functional modules.

Step 6: When the LLDP frame is found to be illegal,
the link verification module locates the abnormal node
by obtaining the entry port of the illegal data packet.
To avoid the bandwidth resource consumption problem
caused by the flooding attack, the SDN controller
generates the flow rules to discard the data packet and
reduces the number of illegal packet-in messages within
the specified time.

5 Experiment and Discussion

In this work, Floodlight is selected as the SDN controller,
and defense modules are installed in the control layer.
The data layer uses Mininet to simulate the network

environment. The switch uses the virtual machine
switch OVS. All experiments are conducted on a virtual
machine configured with 4 GB memory and an operating
system of Ubuntu 14.04. The host is configured with
a 3.6 GHz CPU and 16 GB memory. Scapy is used to
construct data packets. The test environment is shown in
Fig. 4, and the test topology is shown in Fig. 5.

In the host hijacking attack experiment, Host h4 is the
infected host. The attacker first obtains the IP address
and MAC address of Host h1 by using the ARP request
and then uses Scapy to construct a data packet whose
source address is Host h1. The attacker subsequently
sends the data packet to Switch s2 by using Host h4.
This process can simulate a host hijacking attack that
attempts to change the location of Host h1 to achieve the
purpose of hijacking traffic. The experimental results
are shown in Fig. 6. This migration does not meet the
preconditions for host migration, and the host location
information in the data packet does not match the host
mapping table. Thus, the host migration fails.

In the link fabrication attack experiment, Host h4 is
the infected host. The attacker intercepts and learns the
LLDP frame sent by target Switch s1. After forging an
LLDP data packet received by Switch s1 from the SDN
controller, the attacker uses Host h4 to send the data
packet to Switch s2. Then, Switch s2 forwards the fake
packet to the controller according to the default flow rule.
The experimental result is shown in Fig. 7. The integrity
check of the LLDP frame succeeds, but the source check
fails. Thus, the frame is discarded.

In the relay-type link fabrication attack experiment,
two relay-type attacks are constructed. Hosts h1 and

Fig. 4 Diagram of experimental environment structure
(OVS means Open vSwitch).

Fig. 5 Test topology.
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Fig. 6 Results of host hijacking attack detection.

Fig. 7 Results of link fabrication attack detection.

h13 are the infected hosts, switch s2 is an infected
switch, and the internally installed malicious flow rule
to forward LLDP frames received from Switch s1 to
Switch s3. The window size W is set to 50, and the
attacker relays the LLDP frame of Switch s1 to Switch s5
to simulate a relay-type link fabrication attack initiated
by the hijacking switch.

First, we determine the delay threshold � 0. The
experiment launches a host hijacking link fabrication
attack on the test topology. Figure 8 intercepts the
transmission delay of 15 LLDP data frames in a certain
window. We observe a significant increase in the LLDP
frame transmission after the link fabrication attack
occurs.

Second, we determine the entropy threshold � .
The experiment launches two types of relay-type link
fabrication attacks on the test topology. Before launching
attacks, we set the hosts to communicate with each other
to simulate a normal network environment. Figure 9
shows the relationship between the threshold and the
entropy according to the entropy value and threshold
calculation formula of the SDN under attack traffic and
normal traffic. The abscissa is the number of windows,
and the ordinate is the corresponding entropy value under
the window. The results show that the entropy value
drops significantly from the 20th window and is lower
than the threshold. At this time, the attacker initiates
relay-type link fabrication attacks.

Fig. 8 LLDP frame transmission delay.

Fig. 9 Test result of the target IP entropy of the victim host.

Third, we determine the value of the abnormal
queue counter threshold � . The traffic statistics and
entropy calculation of a single window cannot accurately
determine whether it is caused by a relay attack. Hence,
multiple consecutive windows should be judged, and
the appropriate abnormal queue counter threshold �
should be identified. The threshold needs to consider
two factors, namely, false positive rate and detection
performance. The experiment uses Scapy to construct
data packets to increase the communication simulation
hotspot access between the hosts. A total of ten tests are
conducted, and the results are shown in Table 2.

According to the experimental results, the false positive
rate is relatively high when the threshold is equal to 1
and 2. Meanwhile, the threshold drops to below 50%
when the threshold is 3. The false positive rate is 0 when
the threshold increases to 5. The increase in threshold
brings a decrease in false positive rate and an increase
in the detection time. In summary, we set the threshold
to 3.

Finally, the effectiveness of the defense is verified.
The experimental results are shown in Fig. 10. The LLDP
frame transmission delay timeout and the abnormal

Table 2 Impact of abnormal queue counter threshold on
false positive rate and detection time.
� False positive rate (%) Average detection time (s)
1 70 2.8
2 60 5.5
3 40 8.3
4 20 11.0
5 0 13.8
6 0 16.5

Fig. 10 Relay-type link fabrication attack detection results.
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queue counter exceed the threshold. Therefore, a relay-
type link fabrication attack is deemed to have occurred.

6 Conclusion

To solve the security problem in which the global
topology view in the SDN controller is easily tampered
with by attackers, this study designs a security solution.
First, the existing principles and threat models of
topology attacks are analyzed, and the legal condition
detection for host migration is constructed to defend
against host hijacking attacks. Second, LLDP source
check and integrity check are designed to defend
against link fabrication attacks. Third, a relay-type
link fabrication attack detection method based on
entropy calculation is defined to construct LLDP
frames. Finally, an SDN simulation environment is built
through the Mininet and Floodlight controllers. The
results verify the effectiveness of our solution against
mainstream topology attacks and indicate its capability
of providing complete and comprehensive topology
security protection.
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