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Robust Segmentation Method for Noisy Images Based on
an Unsupervised Denosing Filter

Ling Zhang, Jianchao Liu, Fangxing Shang, Gang Li�, Juming Zhao, and Yueqin Zhang

Abstract: Level-set-based image segmentation has been widely used in unsupervised segmentation tasks.

Researchers have recently alleviated the influence of image noise on segmentation results by introducing global

or local statistics into existing models. Most existing methods are based on the assumption that the distribution

of image noise is known or observable. However, real-time images do not meet this assumption. To bridge this

gap, we propose a novel level-set-based segmentation method with an unsupervised denoising mechanism. First,

a denoising filter is acquired under the unsupervised learning paradigm. Second, the denoising filter is integrated

into the level-set framework to separate noise from the noisy image input. Finally, the level-set energy function is

minimized to acquire segmentation contours. Extensive experiments demonstrate the robustness and effectiveness

of the proposed method when applied to noisy images.
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1 Introduction

Scholars have widely studied the segmentation models
of noisy images after the introduction of image
segmentation, and they have regularly proposed new
models for noisy images[1–6], including the introduction
of statistics to global or local segmentation models to
alleviate the influence of noise on local information
calculation[7–10]. These models have certain guiding
significance in the segmentation of noisy images. The
models are also based on artificial prior knowledge, and
noise is removed using filters.
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In 2011, Li et al.[11] proposed a new processing
scheme, in which the idea of an offset field was
integrated into a local segmentation model and ultimately
achieved good segmentation results for images with large
degrees of gray unevenness. However, the premise of
this model is to assume that a grayscale offset field is
continuous, smooth, and slowly changing, and noise
distribution must be a standard normal distribution with
a mean value of 0. These assumptions greatly limit the
application of the model.

In 2020, Xu et al.[12] proposed a method for
removing noise from noisy images with unknown noise
distribution. The basic idea is to treat a collected noise
image as a clean image of a supervised training model
and then superimpose a layer of noise on it as input. A
neural network is used in training to obtain a denoising
mapping relationship. This mapping relationship is
adopted to remove noise from an unknown image of
the original noise distribution.

Previously proposed noise separation models are
based on the assumption that the distribution of noise
is known for denoising, and no actual noise modeling
is performed. Although some models can model noise,
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they are based on clean inputs without noisy images.
However, real-time collected data are often difficult to
assume to be free of noise or have unobservable noise
distribution. Therefore, the current study abandons the
abovementioned assumption of previous models and
proposes an unsupervised noise separation mechanism.
First, a layer of random noise is superimposed on an
acquired noisy image. The image is used as training data
to train a convolution autoencoder to converge and obtain
a good noise separation mapping relationship. Second,
the convolution kernel obtained in training is used in
a denoising filter in a level-set framework to denoise
the original image. Finally, by minimizing the energy
function based on the level-set segmentation model, the
segmentation contour is driven to move toward the target
edge. Without relying on known noise distribution, the
abovementioned approach is relatively robust for images
acquired in real scenes.

2 Related Work

2.1 Gray-scale offset field

Wang and Pan[13] designed a correlation calculation
method based on pixel levels, and the method could
effectively avoid the influence of noise and other
defilement information on the feature extraction process
of a model. The basic idea is to calculate the correlation
between the value of a pixel and the rest of the pixels in
its field. If the correlation is too low, the pixel is different
from the rest of the pixels in the field, and the weight of
the point is reduced when calculating the energy function.
Thus, the model can drive contour evolution on the basis
of effective local information. Moreover, the model can
effectively adapt to images with gray unevenness.

Li et al.[11] proposed a method for converting an
image into digital information and then formalizing such
information into a formula to solve the segmentation
problem of images with gray unevenness. They believed
that actual processed images suffer from noise or
defilement by the offset field and thus proposed to model
images at the pixel level, as shown in Eq. (1):

I.y/ D b.y/J.y/ C n (1)

where I.y/ is the actual processed noisy image, b.y/

is the gray value of the offset field at a certain pixel
point, and J.y/ is the actual gray value of this point.
The noise at this point is denoted by n, and the noise
is assumed to be additive noise. Although Li et al.[11]

proposed modeling, they also emphasized the following
restrictions on b.y/ and J.y/:

(1) In a given image, a change in the overall offset
field b.y/ needs to follow smooth and slow conditions.

(2) The image is divided into the foreground and
background according to the gray value, and the actual
gray value J.y/ of each pixel in each region should be
regarded as a constant.

(3) The probability distribution of noise n cannot
interfere with the calculation of the average gray value
in a certain area, i.e., the mean value of the n distribution
is 0.

In Li et al.’s model[11], the offset field information
and noise information in the image are formally
applied to the model. Such formalization enables the
image segmentation model to use the uneven gray
characteristics of the image to obtain its real composition.
In this way, the model can extract the image with
defacement information and quantify the uneven change
of the image’s gray level. This idea has been widely
used in image segmentation models based on level-set
methods by later researchers, and good results have been
achieved. However, these models do not model noise
despite their good results for noise separation. When the
noise intensity is weak, the models obtain good noise
separation results. However, they fail to achieve the
same when the noise is strong. Moreover, these models
are based on input images without noise or with known
noise distribution. In sum, existing image segmentation
models have many limitations.

2.2 Denoising auto-encoder

The grayscale offset field model solves the problem of
an uneven grayscale, but it does not clearly express
the distribution of noise. Hence, it does not deface
information such as noise in the actual processed image.
It instead separates noise from the real image, thereby
increasing the difficulty of expressing the nonlinear
relationship between complex noise and the actual
defaced image being processed. The method in this
chapter considers the use of related technologies based
on deep learning to model noise. This method can obtain
an accurate noise distribution so as to separate noise
from real images.

Rumelhart et al.[14] proposed the concept of
autoencoder to process high-dimensional complex data.
As the earliest unsupervised neural network learning
algorithm, the autoencoder demonstrates strong learning
capabilities while promoting the development of neural
networks. The self-encoder has a simple steel structure
and only contains three layers of neural networks,



738 Tsinghua Science and Technology, October 2021, 26(5): 736–748

namely, the input layer, hidden layer, and output layer.
The neurons between the three layers are all fully
connected.

Figure 1 presents the schematic of the structure of the
autoencoder. The autoencoder completes the mapping of
the input image to the feature map through the first two
layers. This process is similar to the encoding process
in a fully convolutional neural network. The feature
map is then completed through the next two layers.
The mapping between output images is similar to the
decoding process in a fully convolutional neural network.
The final output result can be regarded as the prediction
of the input by the network obtained by the autoencoder
through learning. The square loss function is used as
a constraint to achieve accurate prediction results. The
form of the loss function is shown in Eq. (2):

L.x; y/ D
1

n

X
.xi � yi /

2
D

1

n

X
Œxi � g.f .xI �1/I �2/�2 (2)

where x represents the input data and y represents
the output prediction of the output autoencoder. f (x,
�1/ is the mapping relationship between the output
layer and hidden layer. g.f (x, �1/, �2/ is the mapping
relationship between the hidden layer and the output
layer, i.e., the formal expression of the output result y.
�1 and �2 represent the parameters of the neural network,
respectively.

The process of backpropagation involves keeping the
prediction output y close to the input data x through
the constraint of the loss function and then using the
loss value to continuously adjust the parameters �1 and
�2. The final result is f .x, �1/ being able to effectively
display the required feature information. At the same
time, the key information of the input data can be

Fig. 1 Diagram of the structure of an autoencoder.

retained without loss.
Considering the excellent unsupervised mapping

learning ability of the autoencoder, Vincent et al.[15]

put forward the idea of applying it to denoising by
artificially adding noise to input images so as to train
the autoencoder’s noise adaptability. The basic idea is to
train noisy input data so that the autoencoder can extract
effective noise information. Then the reconstructed data
output is obtained after the noise is removed through
encoding and decoding. Finally, the autoencoder is
guided by the difference between the output and input.
The encoder updates the parameters to optimize the
denoising performance of the model. The loss function
still adopts the square difference loss function, and the
form is shown in Eq. (3):

L.x; y/ D
1

n

X
.xi � yi /

2
D

1

n

X
Œxi � g.f .xi;noiseI �1/I �2/�2 (3)

where xi;noise represents the result of adding noise to the
input data x. m D f .xnoiceI �e/ represents the mapping
process of the autoencoder encoding the noise-defaced
data. y D g.mI �d / represents the decoding process of
the autoencoder on the encoding result m.

The proposed application of the autoencoder
maximizes the unsupervised self-learning ability of
neural networks and uses the fully connected method to
extract noisy information in the data. However, when the
input data are image data, the use of the fully connected
method to train the autoencoder yields complex results
because of the large number of parameters and low
training efficiency. Lecun et al.[16] proposed the concept
of the convolutional neural networks by replacing all
full connections with convolutional operations on the
basis of convolution kernels and successfully introducing
neural networks into the field of computer vision; the
study ultimately achieved excellent results. Herein, we
consider replacing the convolution operation with a fully
connected operation in the original autoencoder and
constructing a new convolution autoencoder for image
data. The new autoencoder is expected to effectively
extract image features and preserve image pixel spatial
information. It should also improve the model’s ability
to adapt to noise and other defaced information, reduce
the number of parameters, and improve the efficiency of
segmentation.

The structure of the convolutional autoencoder is
shown in Fig. 2. The proposed method is considered for
use in automatic noise separation. The basic principle



Ling Zhang et al.: Robust Segmentation Method for Noisy Images Based on an Unsupervised Denosing Filter 739

Fig. 2 Structure of a convolutional denoising autoencoder.

is to train the convolutional autoencoder by using the
original image and the image after the addition of noise
to obtain a mapping relationship that can separate noise.
Such mapping relationship is then used to remove the
noise in the original image.

3 Method

For the real image captured by camera and other sensors,
it is difficult to distinguish the real noise from the target.
We observe that the target intensity is usually stronger
than the noise intensity, that is to say, the observed
expected (real) noise n1 is usually far less than the target
x in the potential image, so it is difficult to get the noise
distribution directly through observation. If we train a
network that is specific to map the new superimposed
noise (n2/ image z and the real image as the original
noisy image y, the network has the ability to remove
noise n2 from the new noisy image z, then if we use the
trained network to denoise the original noisy image y,
we can easily remove the observed noise n1 and get a
good original image without noise.

For real images captured by cameras and other sensors,
distinguishing real noise from targets is difficult. We
observe that target intensity x is usually stronger than
noise intensity, i.e., the observed expected (real) noise
n1 is usually far less than the noise x in the potential
image. Hence, the noise distribution is difficult to obtain
directly through observation. If we train a network to
map a new superimposed noise (n2/ image z and a real
image as the original noisy image y, then the network

can remove noise n2 from the new noisy image z. If
we use the trained network to denoise the original noisy
image y, then we can easily remove the observed noise
n1 and obtain a good original image without noise.

On the basis of the aforementioned convolutional
autoencoder, this work designs an image segmentation
method that automatically separates noise. Training data
are obtained by artificially superimposing noise on the
original image and are then used to train the autoencoder
of a single convolutional layer together with the collected
real image. In this way, the autoencoder can learn the
distribution of noise in the noisy image and then compare
it with that in the original noisy image to obtain a noise-
free image. The parameters obtained in the process are
applied to the calculation of image segmentation on the
basis of the level-set method to separate the noise offset
field while avoiding its impact on the efficiency of image
segmentation.

The formal expression of the process is shown in
Eq. (4):

y D x C n1I z D y C n2 (4)
where y is the original collected image that can be
considered to be composed of the real target x and
additive noise n1, whose distribution is unknown.
A layer of noise n2 is artificially superimposed on
y to obtain the required training data z. We train
the convolutional autoencoder to obtain the mapping
relationship from z to y. Then the convolutional
autoencoder can be used to separate the noise n1 in y.

Figure 3 shows the structure of the proposed
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Fig. 3 Diagram of the proposed method.

segmentation model. By artificially superimposing
Gaussian noise pollution information on the input image
and then using the resulting image as the input image,
we expect that the convolutional autoencoder outputs the
image with the superimposed noise removed. During
the training process, the square difference loss function
is used to constrain the convolutional autoencoder to
update the convolution kernel parameters.

In the offset field segmentation model based on the
level-set method, the Gaussian kernel is used for feature
extraction. Generally, manual prior knowledge is needed
to set the weight of the convolution kernel[17]. In this
work, we consider using the convolution kernel weight
in the trained convolution autoencoder to calculate the
local pixel neighborhood mean of the level-set method.
This approach avoids not only the influence of noise
and other pollution information on the calculation of the
pixel neighborhood mean but also the limitation of the
artificial knowledge level in setting the weight of the
convolution kernel.

4 Experiment
To solve the noise sensitivity problem of the traditional
level-set-based image segmentation method[18], this
study designs a noise separation mechanism on the basis
of the convolution autoencoder. The convolution

kernel weight obtained in the training process is
used to calculate the local neighborhood mean in
the traditional segmentation method so as to avoid
errors in the manual design of convolution kernels and
improve segmentation efficiency. Herein, several groups
of comparative experiments are designed to describe
the proposed method and verify its effectiveness in
noise pollution information. The effectiveness of the
proposed segmentation method is further confirmed by
performing experiments on datasets of simple synthetic
noisy images and complex synthetic noisy images and
then quantifying the results.

4.1 Dataset and preprocessing

The proposed scheme uses the public image datasets
MNIST, Fashion-MNIST, and STL-10 for the
experiments. The MNIST and Fashion-MNIST datasets
contain 60 000 training samples and 10 000 test samples.
The target subjects are handwritten numerals and binary
images of common clothing. The STL-10 dataset
contains 100 000 training samples, including various
objects with complex backgrounds. As no public noisy
image dataset is currently available, noise is randomly
superimposed on the aforementioned dataset in the
experiment to obtain the original image required by the
model.
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4.2 Implement detail

The experiments are all completed in a Windows 10 (64
bit) system with Intel Core i7-9850h CPU@2.60 GHz.
The GPU is RTX 2080, and the experimental
environment is Python 3.7.4+Python 1.4.0. In the
experiment, the convolution core trained by the
automatic encoder is extracted by NumPy and imported
into MATLAB for local segmentation on the basis of the
level set. In this experiment, the learning rate of training
the convolutional automatic encoder is 0.001, and the
optimizer selects the SGD optimizer.

This study uses F1-score to evaluate the quantitative
indicators because the image segmentation problem is
the classification of each pixel, i.e., the pixel belongs to
either the target domain or the background. Therefore,
the classification results of each pixel are combined into
a total of four types: true positive (TP), in which the
pixel belongs to the target and is predicted to be the
target; false negative (FN), in which the pixel belongs
to the target and is predicted to be the background;
false positive (FP), in which the pixel belongs to the
background and is predicted to be the target; and
true negative (TN), in which the pixel belongs to the
background and is predicted to be the background.

The calculation method is shown in Eq. (5):

F1-score D
2 � TP

2 � TP C FN C FP
(5)

4.3 Denoising and segmentation result

This section first shows the experimental results of
the level-set-based offset field segmentation model for
noise-free images and noisy images to illustrate its
sensitivity to noise. Before the experiment, a series of
preprocessing should be performed to segment an image.
The operations include re-standardizing the image to
a uniform pixel size and artificially superimposing
Gaussian noise with a mean value of 0 on the noise-free
image during the comparison experiments.

Figure 4 shows the segmentation results of the noise-
free image based on the offset field model of the
level set. The first line is the noise-free image to be
segmented, the second line is the segmentation result
of the model, the third line is the original image’s
offset field separation result, and the fourth line is
the image after removing the effect of the offset field.
Through observation, we find that the offset field
segmentation model based on the level set can accurately
find the target edges for noise-free gray inhomogeneous
images and can even identify the weak edges of some
targets. By observing the separation results of the offset
field, we find that the model can accurately separate
the interference information in the image, effectively
remove the interference information, and finally obtain
a satisfactory segmentation result on the image with an
uneven grayscale distribution.

Fig. 4 Bias field in images without noise.
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The offset field model based on the level set assumes
that the mean value of the noise distribution in the
image is 0, i.e., when the mean value of the noise
distribution is 0, the influence on the calculation of
the local neighborhood gray mean value of the pixel
can be ignored. However, the experiments in this work
reveal that the influence of noise cannot be ignored in
the process of calculating the gray mean value of the
local domain. We artificially add Gaussian noise with a
mean value of 0 to the image in the above experiment.
The experimental results are shown in Fig. 5. The first
line is the defaced image superimposed with noise, the
second line is the segmentation result of the model, the
third line is the separation result of the offset field, and
the fourth line is the separation result after removing the
offset field. The experimental results show that the offset
field model is very sensitive to noise and that it cannot,
as the author expected, ignore the interference of noise
to the calculation of the gray mean value of the local
domain.
4.3.1 Simple image segmentation experiment
To demonstrate the effectiveness of the proposed method,
we perform experiments on the simple background
MNIST dataset and Fashion-MNIST dataset. Before
the experiment, the first choice is to resize the dataset

and then superimpose different intensities of noise on
the dataset, i.e., (� D 0; �2 D 0:1/; .� D 0; �2 D

0:2/; .� D 0; �2 D 0:3/; .� D 0; �2 D 0:4/; and
(� D 0; �2 D 0:5/. The convolution kernel weights
in the trained convolutional autoencoder are extracted
and used to segment the noisy image on the basis
of the noise distribution derived by the offset field
segmentation model of the level set. The proposed
method can effectively extract the parameters of the
noise distribution and model the noise image so as to
achieve a good noise separation effect.

The experiment is conducted on the MNIST dataset
with a simple background. The local binary fitting
(LBF) model[19], the migration field model based on
the level set, and the proposed model are used to
divide the polluted images superimposed with noise of
different intensities. An image is randomly selected as
the segmentation result under each noise intensity. The
segmentation performances of the models are quantified
for an intuitive comparison.

The experimental results are shown in Fig. 6. The first
line is the contaminated image after the superimposition
of noise. The second line is the noise offset field
separation result. The third line is the noise field
separation image. The fourth line is the image after noise

Fig. 5 Bias field in noisy images.
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Fig. 6 Bias field in noisy image models.

separation. The fifth line is the segmentation result of the
proposed method. The sixth line is the segmentation
result of the LBF model. The seventh line is the
segmentation of the LCK model. The eighth line is the
offset field segmentation result. The experimental results
show that when the superimposed noise intensity is
low, obvious noise pollution can be observed. However,
traditional segmentation methods cannot effectively

segment this type of polluted image, which is affected
by noise and thus leads to segmentation failure. The
proposed method can effectively extract the noise field
and obtain a noise-free image after operation. At the
same time, the trained convolution kernel weights are
applied to the level-set-based offset field segmentation
model, and good segmentation results can be obtained.

To further prove the effective segmentation of the
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proposed method for noise-stained images, we select the
Fashion-MNIST dataset, whose target is more complex
than that of the MNIST dataset. Similar to the MNIST
dataset, the chosen dataset is preprocessed and artificially
overlaid with noise. Then segmentation experiments are
performed with different segmentations.

The experimental results are shown in Fig. 7. The
first line is the defaced image after the introduction

of artificial noise. The second line is the noise offset
field separation result. The third line is the noise field
separation image. The fourth line is the image after
noise separation. The fifth line is the proposed model’s
segmentation result. The sixth line is the segmentation
of the LBF model. The seventh line is the segmentation
result of the LCK model. The eighth line is the offset
field segmentation result. The experimental results

Fig. 7 Segmentation results of the compared models with multivariance Gaussian noise.
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intuitively indicate that although the LBF model selects
local pixel information as its segmentation benchmark,
it is too sensitive to noise. Regardless of the intensity of
the superimposed noise, the model cannot effectively
achieve segmentation and obtain good segmentation
results. The LCK model based on the correlation
calculation in the local pixel domain cannot effectively
separate noise information pixels from noncontaminated
pixels when noise information exists. Hence, the model
cannot obtain accurate segmentation results. The noise
field separation mechanism based on the proposed
convolutional automatic encoder can effectively extract
the probability parameters of the noise distribution
and reconstruct the noise field by using the modified
parameters. Therefore, it can effectively separate the
influence of noise contamination information on the
segmentation process and obtain accurate segmentation
results.

The segmentation results are quantified to obtain
an intuitive understanding. The F1-score is used to
evaluate the segmentation results, and it is visualized
as an error bar graph in Fig. 8. The marked points
shown in Fig. 8 represent the F1-score of the image
showing the segmentation result. The upper and lower
short lines represent the highest and lowest scores of
the segmentation result of a certain model under noise
intensity, respectively. Figure 8 shows that regardless
of the intensity of superimposed noise, all the models,
except the proposed one, cannot effectively divide the
noisy image. Noise obviously exerts a great influence
on these models. Although the segmentation accuracy
of the proposed model declines when the noise intensity

Fig. 8 Metrics of segmentation results on a synthetic image
with Gaussian noise.

is strong, its score is still higher than that of the other
segmentation models. When the noise intensity is low,
the proposed method can obtain good segmentation
results. Although some details of the target in the original
image, such as its blurred edges, are affected when noise
is separated, the information is not enough to affect the
final segmentation results. Hence, the adaptability to
noise of the proposed method is stronger than that of the
other models.

4.3.2 Experiment of complex image segmentation
As mentioned previously, experiments are conducted
on the MNIST and Fashion-MNIST datasets with
relatively simple targets to illustrate the effectiveness
of the proposed method in the segmentation of noise-
damaged images. In this section, the STL-10 dataset, a
natural image dataset with relatively complex targets, is
selected for further experiments to further illustrate the
effectiveness of the proposed method for noise-damaged
images. Similarly, the dataset needs to be preprocessed
by resetting the size and manually adding Gaussian
noise. The noise distribution is as follows: (� D 0,
�2 D 0.1), (� D 0, �2 D 0.2), (� D 0, �2 D 0.3),
(� D 0, �2 D 0.4), and (� D 0, �2 D 0:5). The other
noise separation mechanisms are the same as those in the
previous experiments. The convolution autoencoder is
used to fit the parameters of the noise distribution so as
to reconstruct the noise image and achieve the purpose
of removing noise.

The dataset of simple images selected in the previous
section does not contain backgrounds, and the target is
relatively simple. In segmentation, attention should be
mainly paid to the gray values of pixels in the target
area. The STL-10 dataset contains complex backgrounds
and target information. In segmentation, the focus
should be not only on the feature extraction of the
target but also on the complex and diverse background
information. In addition to the artificially superimposed
noise information, high requirements are proposed for
the segmentation model in the extraction of target
characteristics and the calculation of the mean gray
value.

The results of image segmentation are shown in
Fig. 9. The first line is the contaminated image after
the superimposition of noise. The second line is the
noise migration field separation results. The third line
is the separation noise field image. The fourth line is
the image after noise separation. The fifth line is the
segmentation result of the proposed model. The sixth line
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Fig. 9 Segmentation results of compared models with multivariance Gaussian noise.

is the segmentation result of the LBF model. The seventh
line is the segmentation result of the LCK model. The
eighth line is the segmentation result of the migration
field model. The experimental results show that when the
superimposed noise intensity is weak, the segmentation
models based on the level set, such as the LBF and
LCK models, can also roughly describe the contour of
the target. However, the overall image segmentation

results indicate the existence of false segmentation,
i.e., in the case of complex backgrounds, these models
are interfered by noise and cannot easily separate
backgrounds and targets. When the noise intensity is too
high, the segmentation results of the proposed method
also show unsatisfactory regions. Nevertheless, the
segmentation results obtained by the proposed method
are excellent. When the noise intensity is low, the
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proposed method can effectively separate the noise field
and finally obtain good segmentation results.

This experiment still uses the F1-score to evaluate
the segmentation results of the model and visualizes the
results as an error bar graph shown in Fig. 10. Each
marker in the image represents the F1-score of the
image in the experiment. The upper and lower short
lines denote the highest and lowest scores of a certain
model under intense noise, respectively. Figure 10 shows
that although the segmentation accuracy of the proposed
model decreases with the increase of noise intensity, it
is still higher than those of the other models. Regardless
of the noise intensity, the other models cannot obtain
accurate segmentation results for complex images with
noise.

Through the comparative experiments, the following
conclusions can be drawn. The segmentation model
based on the traditional level-set algorithm can obtain
good segmentation results for simple images without
noise and background. When the image contains
noise, noisy pixels cannot be easily distinguished.
Segmentation failure is caused by dots and normal pixels.
When a complex image with noise is encountered, the
segmentation ability of the model is further reduced. As
for the proposed method, it can effectively separate the
noise field under different noise intensities regardless of
whether the image has a simple or complex background.
Moreover, it can obtain excellent segmentation results
despite its segmentation when the noise intensity is high.
Although the proposed method experiences a reduction
in accuracy, it can still obtain better segmentation results
than other models. The experiments in this work fully

Fig. 10 Segmentation results of compared models with
multivariance Gaussian noise.

illustrate the effectiveness of the proposed method in the
segmentation of noisy images.

5 Conclusion

The traditional offset field model cannot effectively
divide noisy images. Hence, this study proposes the
use of a convolution autoencoder to fit the noise field
distribution in noisy images. As the noise in collected
data cannot be effectively obtained by observing its
distribution characteristics, another layer of noise should
be superimposed on the noisy image to train the
convolution autoencoder in the simulation of the noisy
image and original image. The convolution autoencoder
is used to remove the noise in the original image,
and the weights of the convolution kernel trained in
the convolution autoencoder are used in the offset
field model based on the level set. This approach
improves the offset field model. While the noise
detracts from the adaptability of the image, it also
avoids the error caused by the design of the Gaussian
kernel because of artificial prior knowledge. Moreover,
the learning ability of the convolution autoencoder
is integrated into the level-set framework to further
improve the learning ability and adaptability of the
proposed model to different intensities of noise. Through
multiple sets of comparative experiments, we prove
that the proposed method can effectively adapt to noise
distribution of different intensities and effectively extract
the parameters of the noise distribution. The results of
this study can aid the model segmentation of targets
contaminated with noise.
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