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Traffic Clustering Algorithm of Urban Data Brain Based on a
Hybrid-Augmented Architecture of Quantum Annealing and

Brain-Inspired Cognitive Computing
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Abstract: In recent years, the urbanization process has brought modernity while also causing key issues, such as

traffic congestion and parking conflicts. Therefore, cities need a more intelligent “brain” to form more intelligent

and efficient transportation systems. At present, as a type of machine learning, the traditional clustering algorithm

still has limitations. K-means algorithm is widely used to solve traffic clustering problems, but it has limitations,

such as sensitivity to initial points and poor robustness. Therefore, based on the hybrid architecture of Quantum

Annealing (QA) and brain-inspired cognitive computing, this study proposes QA and Brain-Inspired Clustering

Algorithm (QABICA) to solve the problem of urban taxi-stand locations. Based on the traffic trajectory data of Xi’an

and Chengdu provided by Didi Chuxing, the clustering results of our algorithm and K-means algorithm are compared.

We find that the average taxi-stand location bias of the final result based on QABICA is smaller than that based on

K-means, and the bias of our algorithm can effectively reduce the tradition K-means bias by approximately 42%, up

to approximately 83%, with higher robustness. QA algorithm is able to jump out of the local suboptimal solutions and

approach the global optimum, and brain-inspired cognitive computing provides search feedback and direction. Thus,

we will further consider applying our algorithm to analyze urban traffic flow, and solve traffic congestion and other

key problems in intelligent transportation.

Key words: cluster analysis; intelligent transportation; quantum annealing and brain-inspired clustering algorithm;

K-means

1 Introduction

With the deepening of urbanization, certain problems are
increasingly prominent, such as difficulty of maintaining
resource dependence mode, worsening environmental
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problems, lack of sustainable economic development
potential, and simplification of urban planning and
construction mode. Therefore, urban revitalization
necessitates a strong, intelligent brain to participate in
the adjustment of the city’s “metabolism”.

IEEE Academician Xiansheng Hua has pointed out
that the urban data brain is the only Artificial Intelligence
(AI) system that can analyze the overall urban data
in real time. The urban data brain integrates multi-
source heterogeneous data, including the whole network
open data, government and public institutions data,
Internet Of Things (IOT) perception data, and others, and
further gathers these massive data resources in real time,
conducts overall real-time analysis and adjustment of the
urban state, and optimizes social public resources in a
global way. In the process of planning and construction
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of smart cities, the construction of urban data brains
will play an important role. If supply and demand are
balanced, then roads will not be congested. Urban road
traffic congestion may be due to many factors, and the
root cause is that the traffic demand of travelers continues
to grow, far exceeding the city’s existing road traffic
supply capacity. Therefore, the focus of modern urban
transportation research is how to effectively mine and
use data to improve the utilization efficiency of the road
network and make the operation of the transportation
system more rational and intelligent[1].

Data mining is an interdisciplinary subject. It reveals
the potential laws and characteristics of the interaction
between traffic data of various dimensions from
random and large amounts of database data, and
then helps decision-making[2]. The core technology
of data mining — cluster analysis, is to divide the
dataset into several clusters so that the similarity of
objects in the same cluster is higher, and the similarity
of different clusters is lower. Traditional clustering
algorithm still has some problems, such as poor
robustness, strong dependence on training parameters,
lack of cognition, and so on. Existing research on
clustering analysis can be divided into two categories:
One is to optimize and improve the original traditional
clustering algorithm to adapt to different problems; the
other is to improve and integrate various clustering
algorithms for different types of problems. Although
the aforementioned improvements have minimal effect,
they cannot fundamentally solve the limitations of the
traditional clustering algorithm, and the application is
extremely narrow in scope and does not have good
universality.

To address the defects of traditional algorithms,
we propose Quantum Annealing (QA) and Brain-
Inspired Clustering Algorithm (QABICA) based on
a hybrid data architecture of QA and brain-inspired
cognitive computing, and verify the effectiveness and
reliability of our algorithm by solving the urban taxi-
stand location problem. This location problem is
essentially a clustering problem concerning pick-up
points of taxi passengers. To effectively evaluate the
performance of our algorithm, we propose the average
taxi-stand location bias to measure the bias of clustering
results under different sample datasets in the same time
period and same region. This study further conducts
a comparison experiment with the classic K-means
algorithm. The experimental results show that the
average taxi-stand location bias of the final result based

on QABICA is smaller than that based on K-means,
and the bias of our algorithm can effectively reduce the
traditional K-means bias by approximately 42%, up to
approximately 83%, which proves that it has a better
clustering effect and stronger robustness than traditional
clustering algorithms.

Based on the hybrid architecture of quantum annealing
and brain-inspired cognitive computing, the excellent
performance of QA and brain-inspired clustering
algorithm in solving the urban taxi-stand location
problem proves that brain-inspired cognition and
quantum computing are feasible, effective, and universal
in solving current Machine Learning (ML) problems.
Therefore, we can foresee that quantum clustering
algorithm will be widely used in helping the urban data
brain to control and analyze traffic flow direction and
solve traffic congestion.

2 Cluster Analysis Based on Traffic Data
Processing

With the rapid growth of data in various fields,
clustering analysis has become an increasingly popular
research direction. Cluster analysis mainly includes
two aspects: similarity measurement and clustering
algorithm. Similarity measurement aims to calculate
the similarity between two samples. The most common
method is distance calculation, such as the method of
Euclidean distance.

2.1 Massive traffic data in cities

The modern urban transportation system is a dynamic
and open system with a complex and large structure.
The huge amount of traffic data are mainly reflected in
the diversity of data types, including multi-sector and
multi-industry heterogeneous data[3]. The realization of
smart transportation requires the construction of massive
data analysis and data management based on urban data
brains, including processing of multi-source data, such
as GPS data on vehicle driving and traffic sensor and
special event data[4]. Based on the dynamic update
frequency of data, existing traffic data can be divided
into basic and real-time types. Basic data mainly include
infrastructure data related to road traffic. Real-time data
refer to the real-time dynamic data of people, cars, roads,
and goods. The fusion of multi-source, heterogeneous,
and multi-temporal road data need to integrate all types
of data from various sources according to the needs so
that irregular data fusion can be conducted[5].

At present, the common traffic network detection data
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include fixed detector data and floating vehicle GPS
data[6]. Among them, the latter has the advantages of
wide collection area, low installation and maintenance
cost, and relatively stable data acquisition, and has been
more widely used[7]. However, much of the information
are raw and rough, which cannot be effectively organized
and utilized, resulting in the waste of traffic flow data
resources[8]. To effectively deal with historical and real-
time traffic data resources, we need to apply data mining
technology to massive traffic data. Data mining can
help to discover traffic information patterns and traffic
laws and predict future traffic development trends as
well as provide data and theoretical basis for relevant
departments to make scientific decisions and develop
intelligent transportation mechanisms.

2.2 Cluster analysis

Intelligent traffic data analysis can effectively learn
the operating characteristics and laws of urban traffic
conditions, and is an important step in establishing multi-
level theories and methods for road traffic planning,
design, control, and management[9]. With the availability
of high-dimensional and massive traffic data, selecting a
reasonable cluster analysis method to analyze the depth
information of the traffic operation state in the space-
time dimension is also a key means to adjust the traffic
operation state in the existing transportation field.

Clustering refers to the process of dividing an object
set into multiple categories: grouping samples based
on the selected similarity measure, so that the data
belonging to the same group are as similar as possible,
and the data of different groups are as different as
possible. Similarity measurement is a standard to
compare the similarity between two objects in a dataset.
According to the principle of similarity measurement,
distance can be classified into Euclidean, trajectory,
Manhattan distance, and others. Choosing a reasonable
similarity measure is one of the key steps of clustering,
in which trajectory is the most intuitive form of behavior
of moving objects, which can be directly used as the
behavior representation of moving objects. Clustering
analysis based on the similarity measure of track
distance[10] is the process of dividing tracks with similar
motion law and close distance into the same category.

Gaffney and Smyth[11] proposed a trajectory clustering
method that used a hybrid regression model to model
trajectories. Lee et al.[12] analyzed the importance of
trajectory subsegment to trajectory clustering analysis,
constructed a trajectory clustering framework based on

grouping, and proposed an effective trajectory clustering
algorithm. The trajectory clustering analysis method
proposed by Won et al.[13] proved that the method had
good clustering accuracy through clustering experiments,
but the algorithm implementation efficiency was
not high. Hwang et al.[14] noted that in certain
monitoring scenarios, the traditional European distance
was not enough to be applied to the road network
space. Therefore, an improved track similarity
measurement method was proposed, which can be
effectively applied to the data preprocessing stage of
track clustering. Li et al.[15] applied the concept of micro-
clustering to the analysis of moving target trajectory
data, and proposed a clustering analysis method for
mobile micro-clustering. In addition, many scholars
have directly applied the classic clustering method to the
clustering analysis of moving target trajectory data to
achieve the division of such data.

Based on algorithm principles, cluster analysis
methods can be roughly divided into partitioned,
hierarchical, density-based, grid-based, and model-based
clustering methods. Different clustering algorithms are
suitable for various types of data.

Partitioned clustering algorithm is the most widely
used in ML. Among them, K-means algorithm is one
of the most classical partition algorithms. Owing to
its advantages of simplicity, no prior knowledge, and
strong applicability, it has become the main application
algorithm of traffic state mining. The advantage of
hierarchical clustering algorithm is that users can clearly
express the hierarchical relationship between clusters
without specifying the number of clusters in advance.
The disadvantage is that the group formed in the
previous level cannot be adjusted, and the calculation
complexity of the method is extremely high. Density-
based clustering algorithm is used to find clusters of
arbitrary shape according to the distribution density of
sample points when there is no requirement for the
number and shape of clusters, so that noise can be
eliminated. The grid-based clustering algorithm divides
the clustering objects into grids and then clusters them.
This type of clustering algorithm can only find horizontal
or vertical clustering, and detecting the clustering of
skew boundary is difficult. The model-based algorithm
is based on the premise that the data satisfy the potential
probability distribution assumption, so it is suitable for
clustering the known data distribution. The algorithm
applies various mathematical models to the known data,
and then fits and optimizes them.
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Although many studies and applications of clustering
analysis have been conducted in the field of
transportation, the following problems are observed in
the comprehensive research:

(1) A large number of clustering methods have
limitations and deficiencies, and the algorithm itself
needs to be improved and perfected. For example, most
of the studies adopt the methods of partition clustering
and hierarchical clustering, but they do not deal with
the initial data noise reduction, which leads to the lack
of noise resistance of the algorithm and affects the
clustering results.

(2) The research on the generality, stability, accuracy,
and efficiency of clustering algorithms in the existing
research needs to be strengthened and deepened.

(3) Most existing clustering algorithms only dig out
the latent laws of urban road networks macroscopically
in the time dimension. The lack of mining depth causes
difficulty in obtaining the underlying information in the
spatial dimension.

(4) Existing research lacks the ability to assist in
decision-making on the congestion problem in intelligent
transportation. Thus, a practical, effective, versatile,
and robust clustering algorithm that can be applied to
intelligent transportation is urgently needed.

In view of the limitations of the current clustering
algorithm, such as sensitivity to initial points,
vulnerability to training samples, and poor robustness,
we propose a novel algorithm. This QA and brain-
inspired clustering algorithm is based on the hybrid-
augmented architecture of brain-inspired cognitive
computing and QA. It is applied to the layout of urban
taxi stops. Based on the taxi pick-up data provided by
the Didi platform[16], the advantages of this framework
in traffic clustering of urban data brain are verified.

The data in this study, which we use to analyze the
urban taxi-stand location problem, are based on the local
trajectory data of Xi’an and Chengdu in November 2016.
The problem entails clustering the taxi pick-up points,
so we extract the data of ride start time, pick-up latitude
and longitude, and preprocess the time stamp, coordinate
system conversion, and time and space division. The final
format of the experimental data is shown in Table 1.

Table 1 Format of experimental data.
Field Type Sample Comment

Number Int 1 Sort by time
Ride start time String 2016-11-01 7:02 Beijing time

Pick-up longitude String 104.112 25 GCJ-02
Pick-up latitude String 30.667 03 GCJ-02

To obtain the map of Xi’an and Chengdu, we load the
online Gaode map to visualize taxi pick-up points based
on QGIS software. The map of Xi’an city is divided
into 5�5 grids and that of Chengdu city is divided into
20�20 grids according to the latitude and longitude
coordinate range of pick-up points. Among them, each
grid is approximately 4 km2. By analyzing the data of
taxi pick-up points in each grid, we can obtain the layout
of taxi stops, which can greatly improve the computing
efficiency and achieve the scalability of the architecture.

The similarity measure is based on the OSMnx
software package[17] to calculate the driving distance
and measure the distance similarity between the pick-up
coordinates.

3 QA and Brain-Inspired Clustering
Algorithm

In view of the defects of the current clustering algorithm,
such as sensitivity to the initial cluster core, vulnerability
to the training samples, and poor robustness, this study
proposes a new hybrid-augmented architecture of QA
and brain-inspired cognitive computing, which consists
of QA, brain-inspired cognitive science, and classical
computing.

At present, QA and simulated annealing algorithms
have made outstanding contributions in fields, such as
cryptography[18–20]. Among these algorithms, QA, as the
core algorithm of D-Wave machine, utilizes the quantum
tunneling effects to present the tendency toward low-
energy states based on the quantum adiabatic computing
theorem[21] with the potential to approximate, or even
achieve the global optimum[22], which can overcome the
defect in which classical methods are easily trapped in
the local optimal solution in large-scale cases. Based
on the tendency of the QA algorithm toward low-energy
states, the framework further considers the introduction
of brain-inspired cognitive techniques, such as selective
attention mechanism, which provides search direction
and feedback for QA in the process of searching global
optimum and enhances the exponential search advantage
of quantum tunneling.

In this paper, we propose QABICA on the foundation
of the proposed architecture. The algorithm adopts
two-step quantum optimization for the urban taxi-stand
location problem. The first step is to initialize a cluster
core based on data density[23], and the second step is to
iterate the clustering process based on cluster center and
brain-inspired cognitive computing.
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3.1 Initialization cluster core based on data density

NASA and D-Wave[23] jointly proposed the quantum
spectrum clustering algorithm in 2012, but it was not
used to solve practical problems at the time. Inspired by
this algorithm, we use it to find the “center of gravity”
in the case of different distributions of taxi pick-ups.
The datasets can be divided into two clusters surrounded
by each other through the quantum spectral clustering
algorithm. We let the central coordinate point of the
inner cluster be the “center of gravity” in this area. Then,
we can obtain the initial cluster core by the “center of
gravity” for the next step of the algorithm.

One measure of a good partitioning is how far apart the
data points grouped together in one cluster are from each
other. Based on MAXCUT partitioning, the quantum
spectral clustering algorithm[23] aims to maximize the
distance between clusters, that is, find the maximum of
Eq. (1), X

c02C0; c12C1

d.c0; c1/ (1)

where the sum is the total distance between all pairs
of points c0 and c1, which are in clusters C0 and C1,
respectively.

Let fxig be the set of all data points. Formula (1)
can be written as a binary optimization problem, or say,
Quadratic Unconstrained Binary Optimization (QUBO)
problem, where it can be attacked by QA on a D-Wave
quantum computer. The binary membership variable qi
indicates which cluster the point xi is placed in. When
xi belongs to cluster C0, qi is 0; otherwise, qi is 1, i.e.,

qi D

(
1; if xi 2 C1I

0; if xi 2 C0
(2)

In terms of the binary variable qi , Formula (1) can be
mapped to the QUBO problem:
E.q/D�

X
i; j

dij qi .1�qj /D�
X
i

dij qiC
X
i; j

dij qiqj

(3)
where each coefficient dij is the distance between the
points xi and xj , dij D d.xi ; xj /. Here, the data points
are taxi pick-up points and dij is driving distance
between each pair of pick-up points. When this cost
function E.q/ reaches the minimum, it indicates that the
distance between clusters reaches the maximum.

According to the results of the first step, we let the
central coordinate point of the inner cluster be the “center
of gravity” in this area. In the actual setting of taxi
stands, the stands must be distributed around the center
of gravity similar to the pick-up points. Thus, the initial

cluster core can be set based on the center of gravity.

3.2 Iteration clustering process based on cluster
center and brain-inspired cognitive computing

3.2.1 Algorithm framework
Step 1 Initialization cluster core. Through quantum
spectral clustering[23], we can extract temporal and
spatial distribution characteristics of taxi pick-up points
to automatically obtain the center of gravity of the pick-
up area from a global perspective. We can determine
the initial cluster core by letting the longitude of the
center of gravity remain unchanged, and the latitude of
the center of gravity can add and subtract 0.002.

Step 2 Introduction of brain-inspired cognitive
techniques. We focus on the pick-up points in the
middle area of the cluster center by introducing
selective attention mechanism[24]. In this study, we
call these points key pick-up points to prepare for the
implementation of the QUBO model.

Step 3 QUBO model. The experimental data are
clustered by using iteration clustering model based on
cluster center and brain-inspired cognitive computing.
We can calculate the distance-based similarity between
each pick-up point and every cluster core based on the
driving distance, and use the angle measurement to
calculate the angle-based similarity between the key
pick-up points and other points. The QUBO model
is established based on the distance-based similarity
and angle-based similarity, and solved by quantum
simulation. According to the results, each pick-up point
is divided into the cluster where the cluster core is
located.

Step 4 Updating cluster core. We update the
cluster core based on the new clustering results.
According to the experimental results of Step 3, a new
cluster core can be obtained by calculating the average
value of longitude and latitude of all pick-up points in
each cluster.

Step 5 Repeating iteration until convergence. We
need to repeat Steps 2 – 4 until the clustering result
remains unchanged, and the final cluster core location is
the taxi-stand location in this area. Through experiments,
we find that the number of iterations is basically stable
within 10 times.
3.2.2 Algorithm model
Let fxig be the set of all taxi pick-up points, and the total
number of pick-up points is N , i 2 f1; 2; : : : ; N g. As in
Section 3.1, the binary membership variable qi indicates
which cluster the taxi pick-up point xi is placed in. When
xi belongs to cluster C0, qi is 0; otherwise, qi is 1, i.e.,
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qi D

(
1; if xi 2 C1I

0; if xi 2 C0
(4)

Figure 1 shows the variable diagram used in the study.
(1) Key pick-up points
Let the center of cluster C0 be ca, the center of cluster

C1 be cb , and dab be the driving distance between
the two centers. For each pick-up point xi , dia is the
driving distance between xi and ca, and dib is the driving
distance between xi and cb . When xi satisfies Eq. (5),
we put xi into set fxkg; otherwise, we put xi into set
fxng, and the total number of elements of sets fxkg and
fxng is N . Through Eq. (5), we can judge whether the
pick-up point xi is in the middle area of cluster cores
ca and cb; of course, the elements in set fxkg are key
pick-up points. 8̂̂̂<̂

ˆ̂:
dia < dab;

dib < dab;

jdia � dibj

dab
6
1

3

(5)

(2) Distance-based similarity
For any ordinary pick-up point xn, dna is the driving

distance between xn and ca, and dnb is the driving
distance between xn and cb . We let the distance-based
similarity Dna between xn and ca equal dna, and the
distance-based similarity Dnb between xn and cb equal
dnb . For the key pick-up point xk , dka is the driving
distance between xk and ca, and dkb is the driving
distance between xk and cb . We let the distance-based
similarity Dka between xk and ca equal 3dka=dab , and
the distance-based similarity Dkb between xk and cb
equal 3dkb=dab . The absolute value j3dka � 3dkbj=dab

Fig. 1 Variable diagram.

of the difference between distance-based similarity Dka
andDkb has been normalized to Œ0; 1�. The reason is that
for the key pick-up points, the proportion of distance-
based similarity decreases, and angle-based similarity
plays a more important role in the model. The smaller
the value of distance-based similarity, the higher the
similarity between the pick-up point and cluster core,
and the greater the probability that the pick-up point
belongs to this cluster.

The key pick-up points are in the middle of the two
cluster cores. The distance-based similarity between
these points and the cluster core is not obvious; thus, the
distance-based similarity is not the necessary condition
to judge which cluster these points are placed in.
Therefore, based on human intuitive experience, the
angle-based similarity is introduced to distinguish these
points from the direction to achieve the goal of traffic
diversion effect.

(3) Angle-based similarity
Case 1: Taking cluster core ca as reference point.
In set fxkg, the key pick-up point xk is selected in

turn, and dka is the driving distance between xk and ca.
For each xk , compared with each xi in set fxig, dia is
the driving distance between xi and ca, and dkia is the
absolute value of the difference between dka and dia.
When dkia is less than the threshold " (Eq. (6)), we put
xi in fxsg. Thus, we can obtain a set fxsg through each
xk .

dkia D jdka � diaj 6 "; i 2 f1; 2; : : : ; N g (6)

The threshold " aims to screen out xi with a small
gap between dia and dka. In this study, the threshold
" is related to the total number of pick-up points N ,
which aims to reduce the calculation amount properly
without affecting the overall situation, in meter (m). The
threshold " is given as

" D

8̂̂̂̂
<̂
ˆ̂̂:
150; 0 < N < 500I

120; 500 6 N < 1000I

90; 1000 6 N < 1500I

60; N > 1000

(7)

dksa is the absolute value of the difference between
dka and dsa. Each xk corresponds to a set fxsg and also
to a set fdksag. In each set fdksag, the maximum value
is max.dksa/, and the minimum value is min.dksa/.
norm.dksa/ (Eq. (8)) is normalized by dksa. We can
determine the weight of length W ksa

d
(Eq. (9)) in angle-

based similarity by norm.dksa/, which is normalized to
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Œ0; 1�. The smaller the absolute value of the difference
between dka and dsa is, the greater the weight of length
W ksa
d

is.

norm.dksa/ D
dksa �min.dksa/

max.dksa/ �min.dksa/
(8)

W ksa
d D

8̂̂<̂
:̂
1; norm.dksa/ 6 0:3I

�1:429�norm.dksa/C 1:429;

0:3<norm.dksa/61

(9)

With the cluster core ca as the reference point, �ksa is
the angle between xk and xs . According to the angle
�ksa, we can obtain the weight of angle W ksa

�
(Eq. (10))

in the angle-based similarity, which is normalized to
Œ�1; 1�.

W ksa
� D

8̂̂̂<̂
ˆ̂:
1; 0ı 6 �ksa 6 30ıI

�
1

tan.60ı/
tan.�1�90ı/; 30ı<�ksa6150ıI

�1; 150ı<�ksa6180ı

(10)

Finally, when xk and xs take ca as the reference point,
the angle-based similarity Wksa (Eq. (11)) is decided by
W ksa
d

and W ksa
�

, and the values of W ksa
d

and W ksa
�

are
set as shown in Figs. 2 and 3, respectively.

Wksa D W
ksa
d �W

ksa
� (11)

Case 2: Taking cluster core cb as reference point.
Using cluster core cb as reference point is the same as

using cluster core ca as the reference point. Similarly,

Fig. 2 Weight of length Wksa
d .

Fig. 3 Weight of angle Wksa
���

.

dkb is the driving distance between xk and cb . For each
xk , compared with each xi in set fxig, dib is the driving
distance between xi and cb , and dkib is the absolute
value of difference between dkb and dib . When dkib is
less than the threshold ", we put xi in fxtg. Thus, we
can obtain a set fxtg by each xk . We can also determine
the weight of length W ktb

d
by dktb and the weight of

angle W ktb
�

by �ktb . Finally, we obtain the angle-based
similarity Wktb between xk and xt .

(4) QUBO model
Based on distance-based and angle-based similarity,

the QUBO model is constructed. Firstly, the QUBO cost
function Obj1 obtained by the driving distance-based
similarity is shown in Eq. (12). When the coefficient
of qn or qk is greater than 0, the pick-up point xn or xk
belongs to the clusterC0; otherwise, when the coefficient
is less than 0, the pick-up point xn or xk belongs to the
cluster C1.
Obj1D

X
n

.Dna�Dnb/qnC
X
k

.Dka�Dkb/ qk (12)

Then, the QUBO cost function Obj2 obtained by
the angle-based similarity is shown in Eq. (13). The
closer the angle-based similarity is to 1, the greater the
probability that the two pick-up points are in different
clusters is; the closer the angle-based similarity is to
�1, the greater the probability that the two pick-up
points are in the same cluster is. If the angle-based
similarity is close to 1, then the angle � between the two
pick-up points is small, and the probability of meeting
when the two pick-up points go to the same taxi stand is
large. Thus, to achieve the purpose of traffic diversion,
two points should belong to different clusters and go to
different stands.

Obj2 D
X
k;s

Wksa.�qk � qs C 2qkqs/CX
k;t

Wktb.�qk � qt C 2qkqt / (13)

Finally, the global cost function Obj for the QUBO
model with iteration clustering process based on cluster
center and brain-inspired cognitive computing is given
as Eq. (14), which is solved by quantum simulation.

Obj D Obj1 C Obj2 (14)

4 Experiment

We propose QA and brain-inspired clustering algorithm
to solve the urban taxi-stand location problem, which
can improve the utilization rate of the road network
through traffic diversion and promote the development
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of intelligent transportation of the city brain. The
urban taxi-stand location problem is essentially a
clustering problem of taxi pick-up points. Therefore,
we innovatively propose the clustering algorithm, and
prove its advantages in robustness and generality
compared with the traditional clustering algorithm
through comparative experiments.

Inspired by distributed computing, we divide the
Chengdu map into 20�20 grids and Xi’an into 5�5
grids (each grid is approximately 4 km2) according to
the range of taxi pick-up coordinates to achieve efficient
computing and scalable architecture. That is, we can
determine the taxi-stand location in each grid.

4.1 Instance

In this section, we take a dataset in Xi’an as an example
to analyze the feasibility of QABICA based on the
hybrid-augmented architecture of QA and brain-inspired
cognitive computing from the specific experimental
results.

(1) Dataset
A total of 223 taxi pick-up points are found in

the designated area (longitude 108.927ı–108.946ı and
latitude 34.2280ı–34.2452ı) at 07:00:00–9:59:59 on
November 1, 2016. These points are marked as blue
in QGIS as shown in Fig. 4.

(2) Comparative experimental results based on
QABICA and K-means

We compare the method used in this study with
the K-means algorithm, one of the top 10 data
mining algorithms identified by the IEEE International
Conference on Data Mining[25]. The K-means algorithm
is widely used in clustering problems, particularly
taxi-stand location problem, which is the best-known

Fig. 4 Visualization results of taxi pick-up points.

partition clustering algorithm with simplicity and
efficiency. However, K-means as a traditional ML
algorithm has certain defects, such as sensitivity to initial
state, low robustness to noise, and strong dependence on
training data.

Based on a group of datasets of Xi’an, the feasibility
and effectiveness of our algorithm are analyzed by
comparing the experimental results. The final clustering
result based on QABICA is shown in Fig. 5a. A total of
223 pick-up points are in the selected area, among which
the yellow pentagrams are the taxi stands according
to the final clustering results. The red cluster includes
111 data points and the green cluster includes 112
data points. These data points in the cluster are evenly
distributed. The final clustering result based on K-means
is shown in Fig. 5b. Similarly, 223 pick-up points are in
the selected area, among which the yellow pentagrams
are the taxi stands in this area according to the final

(a) QABICA clustering result

(b) K-means clustering result

Fig. 5 Clustering result based on QABICA and K-means.
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clustering results. However, the red cluster includes 192
data points, and the green cluster includes 31 data points.
The distribution of data points in the cluster is extremely
uneven.

Based on the above comparative experimental results,
the following conclusions can be drawn: Compared
with the K-means algorithm, the QA and brain-inspired
clustering algorithm can divide the pick-up points into
two clusters with more uniform distribution, thereby
effectively avoiding an excessive number of pick-up
points around one taxi stop to achieve the effect of
traffic diversion and promoting research on intelligent
transportation of urban data brains.

4.2 Evaluation

Based on the QA and brain-inspired clustering algorithm,
the final taxi stops can be obtained by calculating the
datasets obtained from multiple sampling of data in the
same time period and in the designated area.

To improve the performance evaluation of our
algorithm, we propose the average taxi-stand location
bias to measure the bias of clustering results under
different sample datasets in the same time and region.
To ensure the same basic conditions, we use the classical
K-means algorithm, which applies driving distance as
the distance-based measurement. Here, we propose the
average taxi-stand location bias, which can be calculated
by clustering results of multiple datasets. The lower
the bias based on different datasets is, the higher the
robustness of the algorithm is. Otherwise, the algorithm
has a large dependence on the initial core and datasets,
and therefore cannot effectively deal with the urban taxi-
stand location problem under the distribution of complex
datasets.

excursion var D
2X
iD1

1

mi

miX
kj2ci ;jD1

dist2.ci ; kj / (15)

where i .i D f1; 2g/ is the group of clustering results,
and two groups exist. ci is the cluster i core, kj
is the data point in the corresponding cluster, j D
f1; : : : ; mig, mi is the number of data points in ci ,
and dist.ci ; kj / is the distance between kj and ci in
cluster i . excursion var represents the average distance
variance between data points in each cluster and cluster
core, in square meter (m2). The arithmetic square root
of excursion var can be quantified as the average taxi-
stand location bias of the final result, in meter (m). In
the actual experiment process, we conduct comparative
experiments based on the datasets of the designated

grid area and period in Xi’an and Chengdu, respectively.
The following is a detailed analysis of the experimental
results.

4.2.1 Xi’an datasets
A total of 4808 taxi pick-up points are in the
designated area (longitude 108.927ı–108.946ı and
latitude 34.2280ı–34.2452ı) at 07:00:00–9:59:59 during
all weekdays in November 2016. Through random
sampling method, we obtain 10 datasets, and each
dataset consists of 500 random sampling points, that
is, 5000 data points are used in this experiment.

A total of 1233 taxi pick-up points are in the
designated area (longitude 108.927ı–108.946ı and
latitude 34.2280ı–34.2452ı) at 07:00:00–9:59:59 during
all weekends in November 2016. Through the random
sampling method, we obtain 10 datasets, and each
dataset consists of 500 random sampling points, that
is, 5000 data points are used in this experiment.

(1) Comparative experimental results based on
weekday datasets of Xi’an

This experiment is based on the weekday datasets
of Xi’an given above. By calculating the average taxi-
stand location bias based on 10 datasets, we obtain the
experimental results (see Table 2).

The comparative experimental results based on the
weekday datasets of Xi’an show that the average taxi-
stand location bias of the final result based on QABICA
is smaller than that based on K-means, and the average
taxi-stand location bias of our algorithm can effectively
reduce that of the traditional K-means by approximately
42%, with higher robustness.

To show the advantage of our algorithm in the average
taxi-stand location bias more intuitively, we visualize
the experimental results. In Fig. 6, the pentagrams
represent clustering results based on 10 datasets, and
the red and green represent different clusters. The 10
groups of datasets can obtain 10 groups of clustering
results. Through the comparison in Fig. 6, the clustering
results based on QABICA are closer and the algorithm
performance is stronger. Conversely, the clustering
results obtained by K-means are scattered and greatly
affected by the training data with poor robustness.

Table 2 Average taxi-stand location bias based on weekday
datasets of Xi’an.

Algorithm excursion var (m2) Average taxi-stand
location bias (m)

QABICA 268 575.1 518.24
K-Means 785 640.4 886.36
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(a) QABICA clustering result

(b) K-means clustering result

Fig. 6 QABICA clustering result and K-means clustering
result based on weekday datasets of Xi’an.

(2) Comparative experimental results based on
weekend datasets of Xi’an

This experiment is based on weekend datasets of Xi’an
given above. We calculate the average taxi-stand location
bias based on 10 datasets to obtain Table 3.

The comparative experimental results based on
weekend datasets of Xi’an show that the average taxi-
stand location bias of the final result based on QABICA
is smaller than that based on K-means. The average
taxi-stand location bias of our algorithm can effectively
reduce that of the traditional K-means by approximately
81%, with higher robustness.

Table 3 Average taxi-stand location bias based on weekend
datasets of Xi’an.

Algorithm excursion var (m2) Average taxi-stand
location bias (m)

QABICA 16 399.84 128.06
K-Means 463 891.58 681.10

Similarly, we visualize the clustering results to obtain
Fig. 7. The preceding experimental results based on data
in the designated area of Xi’an show that compared with
the K-means algorithm, our algorithm is more effective
and superior in solving the urban taxi-stand location
problem. To further reflect the universality, reliability,
and applicability of this algorithm, we continue to
conduct the same comparative experiment based on the
experimental data in the designated area of Chengdu.

4.2.2 Chengdu datasets
A total of 30 413 taxi pick-up points are in the
designated area (longitude 104.063ı–104.082ı and
latitude 30.6504ı–30.6676ı) at 07:00:00–9:59:59 during
all weekdays in November 2016. Through the random
sampling method, we obtain 10 datasets, and each
dataset consists of 500 random sampling points, that
is, 5000 data points are used in this experiment.

A total of 8877 taxi pick-up points are in the

(a) QABICA clustering result

(b) K-means clustering result

Fig. 7 QABICA clustering result and K-means clustering
result based on weekend datasets of Xi’an.
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designated area (longitude 104.063ı–104.082ı and
latitude 30.6504ı–30.6676ı) at 07:00:00–9:59:59 during
all weekends in November 2016. Through the random
sampling method, we obtain 10 datasets, and each
dataset consists of 500 random sampling points, that
is, 5000 data points are used in this experiment.

(1) Comparative experimental results based on
weekday datasets of Chengdu

This experiment is based on the weekday datasets
of Chengdu given above. We calculate the average
taxi-stand location bias based on 10 datasets to obtain
Table 4.

The comparative experimental results based on the
weekday datasets of Chengdu show that the average taxi-
stand location bias of the final result based on QABICA
is smaller than that based on K-means, and the average
taxi-stand location bias of our algorithm can effectively
reduce that of the traditional K-means by approximately
83%, with higher robustness.

(2) Comparative experimental results based on
weekend datasets of Chengdu

This experiment is based on the weekend datasets
of Chengdu given above. We calculate the average
taxi-stand location bias based on 10 datasets to obtain
Table 5.

Similarly, the average taxi-stand location bias of
our algorithm can effectively reduce that of the
traditional K-means by approximately 57%, with higher
robustness. By combining all the experimental results
for Chengdu and Xi’an, we find that the QABICA bias
can effectively reduce the traditional K-means bias by
approximately 42%–83%. Through the average taxi-
stand location bias, we can fully show that our algorithm
is more robust and universal than the traditional ML
clustering method.

Table 4 Average taxi-stand location bias based on weekday
datasets of Chengdu.

Algorithm excursion var (m2) Average taxi-stand
location bias (m)

QABICA 14 807.05 121.68
K-Means 509 762.75 713.98

Table 5 Average taxi-stand location bias based on weekend
datasets of Chengdu.

Algorithm excursion var (m2) Average taxi-stand
location bias (m)

QABICA 98 928.88 314.53
K-Means 537 102.16 732.87

5 Conclusion

As an important branch of ML, cluster analysis is widely
used in various fields of AI. At present, the algorithm
research on clustering analysis is mainly divided into
two parts: the improvement based on the classical
algorithm itself and the combination and fusion of
different algorithms, which cannot fundamentally solve
the current difficulties of ML. The K-means algorithm is
a classical and widely used clustering algorithm in ML.
However, it has certain limitations, such as sensitivity to
initial point selection, being easily affected by training
samples, poor robustness against noise, and inability to
recognize spherical clusters.

Therefore, we propose a hybrid-augmented
architecture of QA and brain-inspired cognitive
computing. This architecture consists of QA, brain-
inspired cognition, and classical computation. The
introduction of the QA algorithm can help us avoid the
local optimal solution and obtain the global optimal
solution. Among them, the quantum tunneling effect
in the QA process provides an exponential search
advantage for the algorithm, which overcomes the
limitations of the traditional ML algorithm, such
as high computational complexity and long-time
consumption. The introduction of brain-inspired
cognition can provide search direction and feedback in
the process of searching for a global optimal solution
through the QA algorithm. This approach can also assist
algorithm optimization, which is difficult to achieve in
ML and current quantum computing.

To prove the efficiency and generality of the algorithm
proposed in this study, we compare it with the best-
known partition clustering algorithm (K-means), based
on 45 331 pick-up points in Xi’an and Chengdu. The
average taxi-stand location bias is proposed to evaluate
the robustness of the algorithm. The experimental results
show that the clustering deviation based on our algorithm
is much lower than that calculated by the K-means
algorithm, which can be reduced by at least 42% and at
most 83%, and has strong robustness.

Based on the hybrid architecture of brain-inspired
cognition and QA, the QA and brain-inspired clustering
algorithm performs effectively in solving the problem
of taxi-stand layout. This condition proves that brain-
inspired cognition and quantum computing are feasible,
effective, and universal in solving the current issues in
ML. Therefore, these methods can be widely used in
transportation, such as in the analysis of urban traffic
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flow direction, road network traffic planning, traffic
flow prediction, and road traffic congestion, which
can provide guidance for optimizing the layout of
urban buildings. In the future, we intend to apply QA
and brain-inspired clustering algorithm to additional
fields and promote the optimization of urban data brain
construction.
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