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An Attention-Based Neural Framework for Uncertainty
Identification on Social Media Texts

Xu Han, Binyang Li�, and Zhuoran Wang

Abstract: Uncertainty identification is an important semantic processing task. It is crucial to the quality of information

in terms of factuality in many applications, such as topic detection and question answering. Factuality has become

a premier concern especially in social media, in which texts are written informally. However, existing approaches

that rely on lexical cues suffer greatly from the casual or word-of-mouth peculiarity of social media, in which the cue

phrases are often expressed in substandard form or even omitted from sentences. To tackle these problems, this

paper proposes an Attention-based Neural Framework for Uncertainty identification on social media texts, named

ANFU. ANFU incorporates attention-based Long Short-Term Memory (LSTM) networks to represent the semantics

of words and Convolutional Neural Networks (CNNs) to capture the most important semantics. Experiments were

conducted on four datasets, including 2 English benchmark datasets used in the CoNLL-2010 task of uncertainty

identification and 2 Chinese datasets of Weibo and Chinese news texts. Experimental results showed that our

proposed ANFU approach outperformed the-state-of-the-art on all the datasets in terms of F1 measure. More

importantly, 41.37% and 13.10% improvements were achieved over the baselines on English and Chinese social

media datasets, respectively, showing the particular effectiveness of ANFU on social media texts.
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1 Introduction

“Uncertainty — in its most general sense — can be
interpreted as lack of information: the receiver of
the information (i.e., the hearer or the reader) cannot
be certain about some pieces of information”[1].
“London zoo was probably attacked” is an example
of an uncertain sentence. The identification of
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uncertainty is significant to the trustworthiness of
many Natural Language Processing (NLP) techniques
and applications, such as question answering and
information extraction[2].

The CoNLL-2010 Shared Task aimed at identifying
uncertainty in biological papers and Wikipedia articles
written in English[3, 4]. Most participants utilized
linguistics features, e.g., lexical cues and Parts-Of-
Speech (POS), to detect the uncertain sentences from
the texts.

Recently, with the growing popularity of social
media, there exist more and more texts consisting
of casual or word-of-mouth expressions. The quality
of information in social media in terms of factuality
has become a premier concern[5]. The generation
and propagation of uncertain information leads to
rumors flooding social media and influencing the real
world. For example, the 2011 London riots were
partly owing to the spread of uncertain information



118 Tsinghua Science and Technology, February 2020, 25(1): 117–126

among social media, such as Twitter and Facebook.
Therefore, uncertainty identification (i.e., identifying
uncertain sentences) is becoming increasingly critical
to help users to synthesize information to derive reliable
interpretations.

However, unlike biological papers and Wikipedia
articles, texts in social media are usually short and
informal. Due to the word limits and casual forms
of expression, many cue phrases are expressed in a
substandard shape or even omitted from sentences
entirely. In this form, the uncertain semantics are
implicitly conveyed by the whole sentence rather
than explicitly by cue phrases. Existing approaches
based on cue phrases for uncertainty identification are
therefore ineffective for social media texts, and even
underperform on formal texts. In the CoNLL-2010
Shared Task, the participants all achieved better results
on the biological dataset than on the Wikipedia dataset,
indicating that the more formal the article is, the easier it
is to judge sentence uncertainty. As a result, uncertainty
identification on Chinese social media texts has become
a major challenge requiring more semantic information
to solve.

To judge the uncertainty of Chinese text on social
media based on semantics, we turned to deep learning,
which can effectively express the semantics of words
and sentences. Bahdanau et al.[6] applied a Recurrent
Neural Network (RNN) with attention mechanism to
machine translation; their model makes the semantics
and relation between words in both languages clearer.
Kim[7] utilized Convolutional Neural Networks (CNNs)
to classify sentences and achieved good results,
showing CNNs have a unique advantage both at images
and text classifying tasks. Considering these studies, we
decided to combine the two model structures to solve
the uncertainty identification problem.

This paper proposes an Attention-based Neural
Framework for the Uncertainty identification on social
media texts, named ANFU. ANFU incorporates
attention mechanisms into Long Short-Term Memory
(LSTM) networks to represent the semantics of the
context in a sentence, and uses CNNs for the
uncertainty identification. Benefitting from the attention
mechanisms, the key elements of sentences can be
highlighted and the hidden semantics can be captured,
which will enable us to detect uncertainty based on the
context of the whole sentence instead of depending on
the cue-phrases.

The contributions of this paper are as follows:

� We propose an attention-based neural framework
(LSTM-CNN) for uncertainty identification on social
media texts, which can indiscriminately focus on the
words, regardless of the presence of cue-phrases, that
have decisive effect on uncertain semantics, without
using extra knowledge or external NLP components.
� The first annotated corpus of Chinese social media

dataset is constructed for uncertainty identification,
which consists of 11 071 uncertain sentences out of
30 000 sentences from a Chinese Weibo dataset.
� Experiments are conducted on the CoNLL-

2010 English benchmark datasets, i.e., Wikipedia and
biological datasets. On these, F1-measures of 70.02%
and 87.21% were achieved with 13.10% and 2.2%
improvement over the baseline, respectively.
� We also conduct experiments on Chinese Weibo

and news datasets, on which F1-measures of 78.19%
and 73.95% were achieved with about 41.37% and
4.8% improvement over the baseline, respectively. The
experimental results attest to the effectiveness of ANFU
on social media texts.

The remainder of the paper is organized as follows:
Section 2 summarizes the related work, Section 3
describes our proposed methods, Section 4 presents
corpus annotation as well as the experimental results,
and Section 5 concludes the paper.

2 Related Work

Uncertainty identification has attracted much attention
in NLP). The CoNLL-2010 Shared Task aimed
at detecting uncertainty cues in English-language
biological papers and Wikipedia articles[3]. Recently, a
special issue of the journal Computational Linguistics
(vol. 38, no. 2) was dedicated to detecting modality
and negation in natural language texts[8]. Most of the
existing approaches can be classified as rule-based[9, 10]

machine learning methods, such as Medlock’s research
on biomedical literature[11], and the work of Fernandes
et al.[12], Li et al.[13], Tang et al.[14], and Zhang et
al.[15] at CoNLL2010, which mostly applied various
supervised approaches to the annotated corpus to
incorporate different types of linguistic features such as
POS tags, word stems, n-grams, and so on. Velldal[16] in
2010 constructed a cue-lexicon to describe the context,
which was applied into a binary classifier for detection.

The above approaches mainly focused on English-
language texts, and we are aware of just one study
in 2010 by Ji et al.[17] aiming at Chinese texts. In
that study, a supervised method with lexical features
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was proposed and evaluated on an annotated corpus
consisting of Chinese news data.

Regarding uncertainty identification on social media
texts, Wei et al.[5] conducted an empirical study that
accounted for features beyond plain text, such as
the number of tweets and their relationships, and
Vincze[18, 19] proposed to use lexical, morphological,
syntactic, semantic, and discourse-based features in
a supervised classifier for detecting uncertainty in
Hungarian social media texts.

Recently, deep learning has become popular in
studies of NLP, especially for text classification. CNNs,
first widely used in the field of machine vision, have
been applied to NLP over recent years. Zhang and
Wallace[20] conducted a sensitive analysis of one-
layer CNNs, showing that the CNN model achieved
state-of-the-art results in most sentence classification
tasks through elaborate settings. Yang et al.[21]

proposed hierarchical attention networks for document
classification. Their work did not only improve the
accuracy of the document classification, but also help
people to understand how the attention mechanism
works though the visualization of the attention weight
mechanism.

Deep learning has also been used for uncertainty
identification tasks. Adel and Schutze[22] presented an
attention architecture for uncertainty detection, using
a CNN or RNN with an attention mechanism to
achieve state-of-the-art results on the CoNLL-2010
benchmark datasets. An external lexicon of seed cue

words or phrases were also incorporated into the word
embedding, and with this external knowledge their
model performed well on English datasets. However,
this model is suboptimal for social media texts, because
of the long sentences frequently occurring on social
media in both English and Chinese, and the use of a
CNN or RNN leading to a loss of semantics.

In summary, our approach has three major differences
from previous work: (1) Our model only uses word
embedding, with no extra knowledge or external
systems or cue words; (2) Our proposed neural
networks use LSTM and the attention mechanism,
which can represent well the long sentences and
substandard expressions typical of social media texts
to generate the semantic focus; and (3) Regarding the
experimental datasets, we are the first to construct a
Chinese social media corpus for evaluating uncertainty
identification.

3 An Attention-Based Neural Framework
for Uncertainty Identification

In this section, we will introduce our attention-
based neural framework, named ANFU. Figure 1
illustrates the architecture of ANFU, which consists
of three components: word representation, sentence
representation, and convolutional classification. They
can be summarized as follows.
� Word representation accepts an input sentence

and maps each word into a k-dimensional vector of
embedding.

Fig. 1 Architecture of our framework.
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� Sentence representation utilizes LSTM to get
high-level features for more accurate word semantics
representation, produces a weight vector based on
attention mechanisms, and then merges word-level
features by the weight vectors to highlight the words
that are important for uncertainty identification.
� Convolutional classification extracts n-gram

features from the sentence and selects most important
part for uncertainty identification. After a full
connection layer, it outputs the prediction result
using a softmax function.

A more detailed description of these components is
given in the following subsections.

3.1 Word representation

Suppose there is an input sentence S D fw1; w2; : : : ;

wngwith n words and an embedding matrix M 2Rk�jV j

to translate words into word vectors, where V is a
fixed-sized vocabulary and k is the dimension of word
embedding. For each word wi from the input, we look
up the embedding matrix to find the k-dimensional real-
value vector ei 2 Rk as the representation wi .

For Chinese, there may be some words Out of Our
Vocabulary (OOV). To solve this problem of rare words
that cannot be represented by vectors, we discard these
words. This is acceptable because OOV rarely occurs
and it is very common for people when reading to skip
difficult words that have little effect on understanding
the whole sentence. When converting a sentence word
into a vector, we set the maximum length of a sentence;
sentences less than the maximum length will be padded
by zero vectors.

3.2 Sentence representation

The sentence representation component consists of two
layers: an LSTM layer and an attention layer.

3.2.1 LSTM networks
LSTM networks were firstly proposed to overcome
the gradient vanishing problem, and an adaptive
gating mechanism was introduced to decide the degree
to which LSTM units keep the previous state and
memorize the extracted features of the current data
input[23]. Many LSTM variants have been proposed,
such as Sundermeyer’s improvements to language
modeling[24] and the research of Yao et al.[25] into depth-
gated recurrent neural networks.

We apply the variant of LSTM networks that was
proposed by Graves in Ref. [26] to represent the
complete semantics of a sentence. In our LSTM-

based neural networks, the inputs are word vectors
fe1; e2; : : : ; eng and the outputs are hidden states
fh1;h2; : : : ;hng. There are three types of gates: one
input gate input, one forget gate f , and one output gate
o. Given the current input ei together with the cell state
ci generated by previous cells, the combination of these
gates will decide to what degree we should adopt the
current input over the contents stored in memory. Our
LSTM can be computed by the following equations:

input D sigmfWi ŒD.hi�1/; ei �C big (1)

f D sigmfWf ŒD.hi�1/; ei �C bf g (2)

o D sigmfWoŒD.hi�1/; ei �C bog (3)

g D tanhfWg ŒD.hi�1/; ei �C bgg (4)

ci D f ˇ ci�1 C inputˇ g (5)
hi D oˇ tanh ci (6)

where D is a dropout operation, sigm is the sigmoid
function, tanh is the tanh function, W and b are the
parameters that need to be learnt, ˇ is the elementwise
multiplication.

In this way, the current cell state ci will be generated
by calculating the weighted sum of the previous
cell state and the information currently generated by
the cell. Because the same word may have different
meanings in different contexts, only by incorporating
the contextual information into the representation of
the word can we express a word’s meaning exactly.
LSTM networks encode every word and bring previous
information to bear on those words, so that each hidden
state hi can represent the meaning of a word in the
specific sentence more accurately.

3.2.2 Attention
Since not all the words in a sentence contribute
equally to uncertainty identification, we adopt attention
mechanisms to generate better sentence representation
with a semantic focus.

We calculate the attention ˛i for each word wi as
follows:

˛i D
exp.vT tanh .Wrhi C br//P

i

exp.vT tanh .Wrhi C br//
(7)

where v, Wr , br are model parameters that need to
be learnt. Unlike other attention models that sum up
the product of the hidden states and their respective
weights[21], we concatenate them so that all the hidden
states sequences generated by word vectors can be
maintained, and can then be used in the subsequent
CNN component to obtain the most important features
from all the words’ hidden states vectors.
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X1Wn D ˛1h1 ˚ ˛2h2 ˚ � � � ˚ ˛nhn (8)

Benefitting from the attention mechanisms, the key
elements in sentences can be highlighted and richer
semantics can be conveyed by the encoded words (as
illustrated below in our experiment). Then X1Wn serves
as the input for the CNNs.

3.3 Convolutional classifier

CNNs are widely used and have achieved state-of-the-
art results in many classification tasks. Collobert et
al.[27] proposed a sentence-based network using CNNs.
Inspired by their CNN architecture, we design our
CNNs to determine whether a sentence is certain or
uncertain. We take the sentence representation X1Wn

carrying the hidden state of each word, as input,
and return the result of the uncertainty identification,
result 2 fcertain; uncertaing, as the output.

Our CNNs involve a filter f 2 Rl�k , which is
applied to a window of length l sliding over the hidden
states of LSTM networks to produce a new feature. For
example, the i -th new feature NF i can be computed by
the following equation:

NFli
D relu.f Xi WiCl�1 C bnf / (9)

where bnf is a bias parameter, and relu is the rectified
linear units following the specified transformation.

NFl D fNFl1
;NFl2

; : : : ;NFln�lC1
g (10)

After we calculate all the new features in turn, we can
obtain a NFl sequence over which we conduct a max
pooling operation to get the maximum value of the new
features ONFl D maxfNFlg. We also experimented with
average pooling, but the results showed max pooling
to be superior. Average pooling can capture more
comprehensive features, but max pooling can capture
the most important features, which is more useful for
our task. We then use filters with different sentence
window sizes l to get multiple features, and connect
all ONFl to arrive at ONF. Using the CNNs, we extract n-
gram features of the sentence, where N is the size of the
sliding window. The words for judging uncertainty are
given more weight in the attention mechanism, and max
pooling helps us to focus on these words. Therefore,
ONFl , the output of CNNs, is an effective representation

for uncertainty identification.
Finally, after a full connection neural network layer,

we apply a softmax layer to produce the output,
p D softmax.Wp

ONFC bp/ (11)

We use cross-entropy against the correct labels as
training loss,

L D �
X

S

X
C

Tc.S/ log.pc.S//C �l2 (12)

where C is the binary class of the sentence S , Tc.S/

is the binary value indicating whether the sentence S
belongs to class C , while pc.S/ is the prediction result
of sentence S . l2 is the L2 norm for regularization, and
is the sum of the squares of all parameters, while � is
a parameter for extent to which l2 should be calculated
into the loss.

When we constructed our model, we tried to simulate
the thought process of readers when identifying
sentence uncertainty. Firstly, facing such a problem,
people usually read through the sentence to understand
each word and then return to the whole sentence;
in our model, LSTM networks perform this task. To
identify the level of uncertainty of the sentence, people
then often pay attention to certain useful words, which
is the purpose of our attention mechanism. Finally,
people generally derive the result based on several
prominent short sentences that carry certain or uncertain
semantics. The treatment in our model is more
comprehensive, as the CNNs’ various sized sliding
windows scan over the entire sentence. We believe the
model is reasonable, and expect that it will achieve a
performance equal to, or even beyond, a human reader
in uncertainty identification.

4 Experiment

Experiments are conducted on both Chinese and
English datasets. We first introduce our experimental
setup, including descriptions of the datasets, alternative
approaches for comparison, and some important
preprocessing steps. Following this, we provide and
discuss the experimental results.

4.1 Experiment setup

4.1.1 Dataset
To evaluate the performance of ANFU, we performed
experiments on formal article texts and social media
texts in both English and Chinese.

For English texts, we used the benchmark datasets
of the CoNLL-2010 Shared Task 1[4], which targets the
identification of sentences in texts expressing unreliable
or uncertain information. Shared Task 1 consists of two
datasets annotated by at least two linguists; one made
up of biological articles and one made up of Wikipedia
texts. We consider the Wikipedia dataset to represents
social media texts. An overview of the experimental
datasets is shown in Table 1. To better illustrate the
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Table 1 Overview of CoNLL-2010 benchmark datasets.

Statistics
Number of
Sentences

Number of average
words in a sentence

Number of
uncertain sentences

Ratio of uncertain
sentences (%)

Number of
uncertain cues

Number of average
cues in a sentence

Biological article 19 544 23.30 3410 17.45 4423 1.30
Wikipedia texts 20 745 18.50 4718 22.74 6276 1.33

characteristics of the datasets, Table 1 also shows some
statistics, including the number of uncertain sentences
and the total amount of the occurrence of cue words
in uncertain sentences. Of the two datasets, there are
clearly more uncertain sentences and more uncertain
cues in the Wikipedia texts. The two datasets are
divided into training and test sets. There are 14 541
sentences for training and 5003 sentences for testing in
the biological dataset, and 11 111 sentences for training
and 9634 sentences for testing in the Wikipedia dataset.

In our experiment, we also evaluate our model on
two Chinese datasets — a Chinese news dataset and a
Chinese social media dataset. The Chinese news dataset
is provided by Ji et al.[17] from data collected from
Baidu News. To the best of our knowledge, this is the
only Chinese news corpus for uncertainty identification,
and consists of 10 000 sentences in total with 2858 of
these classified as uncertain. In this dataset, a sentence
is annotated as uncertain only when it contains a cue
phrase.

Since there was no available Chinese social media
corpus for uncertainty identification, we constructed the
first Chinese social media dataset, which was collected
from Sina Weibo during the Shanghai Expo. After data
cleaning and extraction, we randomly selected 30 000
sentences to form our experiment dataset. We then
manually annotated these sentences following CoNLL-
2010 schema. A sentence is annotated as uncertain
according to its semantics, regardless of the presence
of cue phrases. To make the annotation labels credible,
each sentence was judged by at least two people,
producing a kappa value of 75.86%.

An overview of our experimental Chinese datasets is
provided in Table 2, alongside some important statistics.
There are two notable differences between the two
datasets. First, the ratio of uncertain sentences in the
social media dataset is larger than that in the news
dataset, while the number of the average cues in the

social media dataset are fewer than that in the news
dataset. This justifies our assumption that cues tend
to be absent in the informal style used in social media.
Second, the average length of social media sentences
is far longer than that of news sentences, indicating the
former’s greater complexity and difficulty to interpret.

For our experiment, we randomly chose 8000
sentences from the news corpora (with 2248 uncertain),
and 24 000 sentences from the Weibo dataset (with 8798
uncertain) as the training set; the remainder were used
as the test set.

4.1.2 Approaches for comparison
In our experiment, we chose several alternative
approaches for comparison, including several important
baselines and the state-of-the-art approach. Since
our experimental datasets involve both English and
Chinese, we selected different baselines accordingly.

Baseline 1: Reference [14] was the baseline used in
the CoNLL task, and we also set it as Baseline 1 in our
experiment.

Baseline 2: Reference [2] utilized the Hidden
Markov Model (HMM) for uncertainty identification,
and achieved the best results on the biological dataset in
CoNLL-2010. We used it as Baseline 2 on the English
datasets.

Baseline 3: Ji et al.[17] proposed a supervised method
with lexical features as the first uncertainty detection
method for Chinese texts, and we set it as Baseline 3.

Baseline 4: Reference [19] proposed an effective
method based on cue-phrase features for Hungarian
social media texts. Since our proposed approach also
targets social media texts, we redesigned this method
for processing Chinese texts and set is as Baseline 4.

CRK+ling: Tang[14] incorporated some external
knowledge into a non-deep learning approach, which
proved to be effective on the CoNLL-2010 dataset.

CNN Ex-Att: Reference [22] presented an attention
architecture for uncertainty detection, using a CNN or

Table 2 Overview of the Chinese datasets.

Statistics
Number of
Sentences

Number of average
words in a sentence

Number of
uncertain sentences

Ratio of uncertain
sentences (%)

Number of
uncertain cues

Number of average
cues in a sentence

News dataset 10 000 30.72 2858 28.58 5084 1.79
Social media texts 30 000 41.14 11 071 36.90 11 618 1.05
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RNN with an attention mechanism, which represents
the state-of-the-art approach on the CoNLL2010
benchmark datasets. An external lexicon of seed cue
words or phrases were also incorporated into the word
embedding, and with the external knowledge their
model performed well on English datasets.

ANFU: Our proposed attention-based LSTM-CNNs
for uncertainty identification is evaluated with various
configurations of the components in the neural
networks, including CNN, RNN, RNN+ATT, and
CNN+RNN.

For ease of comparison, we also adopted the official
evaluation metrics of CoNLL-2010.
4.1.3 Preprocessing
Since our experimental datasets involve both English
and Chinese corpora, we performed different
preprocessing steps on each of them.

For Chinese, we used jieba (https://pypi.python.org/
pypi/jieba/), an accurate and easy to use Python Chinese
word segmentation module, for the word segmentation.
We used gensim (http://radimrehurek.com/gensim/), a
python package, to produce word vectors with deep
learning via the word2vecs skip-gram model presented
by Mikolov et al.[28] in 2013. We used 30 GB of
Chinese texts, including Shanghai Expo Weibo and the
Chinese news dataset of Ji et al.[17], to train a 100-
dimension word vector. We also randomly selected
1000 sentences as a development set, on which the
hyper-parameters of our model were tuned. Note that
we do not remove the punctuation, as this can also
carry meaning; for example, a “?” in a sentence usually
indicates uncertainty.

For English, we use word vectors pre-trained by
GloVe (https://nlp.stanford.edu/projects/glove/), which
has 300-dimension vectors and a vocabulary of
2.2 million. The other parameters are set to the same
as on the Chinese datasets.

During training, we used a two-layer RNN with
attention mechanism — a deeper network was
unnecessary because the two-layer network was
efficient and performed well — and set the window
size to 3, 4, 5, and 6 in our CNNs to extract the
features. These window sizes were chosen because 3
to 6 consecutive Chinese words usually express a clear
semantics. To avoid overfitting, we set the dropout
parameter to 0.5.

4.2 Results and analysis

4.2.1 Results on English datasets
We firstly compared the effectiveness of uncertainty

identification between our model and the alternatives on
the CoNLL-2010 English benchmark datasets, with the
results shown in Tables 3 and 4. From the experimental
results, we found that our model ANFU outperformed
the state-of-the-art on both datasets, with F1-measures
of 70.02% and 87.21%.

When comparing the results shown in Tables 3 and
4, we found that almost all models performed better
on the biological dataset than on the Wikipedia dataset
except for Baseline 1 on all the metrics. We also found
that CNN Ex-Att and ANFU outperformed the other
models on the Wikipedia dataset. This is due to the
diversity of expressions in Wikipedia texts, with certain
words, such as ‘high’, ‘groups’, and ‘great’, that are
regarded as certain in formal texts, sometimes carrying
the semantics of uncertainty in Wikipedia texts. In
this case, the model of deep learning can obviously
achieve better results than those approaches based on
cue-phrases.

In addition, on the Wikipedia dataset, the size of
the training set is almost equal to that of the testing
set, making it difficult for some learning algorithms to
capture all the features for uncertainty identification.

4.2.2 Results on Chinese datasets
Tables 5 and 6 show the experimental results on the

Table 3 Results on the English Wikipedia dataset.
Model Precision Recall F1-measure

Baseline 1 0.7203 0.5429 0.6191
Baseline 2 0.6691 0.6128 0.6397
CRK+ling 0.8228 0.4136 0.5505

CNN Ex-Att - - 0.6752
ANFU 0.7776 0.6368 0.7002

Table 4 Results on the English biological dataset.
Model Precision Recall F1-measure

Baseline 1 0.6907 0.9101 0.7854
Baseline 2 0.7332 0.8835 0.8015
CRK+ling 0.8712 0.8646 0.8679

CNN Ex-Att - - 0.8557
ANFU 0.8748 0.8695 0.8721

Table 5 Results on the Chinese social media dataset.
Model Precision Recall F1-measure

Baseline 3 0.6754 0.6502 0.6625
Baseline 4 0.5271 0.5425 0.5347

CNN 0.7081 0.6286 0.6659
RNN 0.7127 0.6800 0.6959

RNN+ATT 0.7681 0.7186 0.7425
CNN+RNN 0.7662 0.7029 0.7331

ANFU 0.7784 0.7856 0.7819
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Table 6 Results on the Chinese news dataset.
Model Precision Recall F1-measure

Baseline 3 0.7024 0.7082 0.7053
Baseline 4 0.6235 0.6620 0.6422

CNN 0.5928 0.6230 0.6075
RNN 0.6343 0.6808 0.6567

RNN+ATT 0.7090 0.7289 0.7188
CNN+RNN 0.7010 0.7157 0.7083

ANFU 0.7414 0.7377 0.7395

Chinese news dataset and Chinese social media dataset,
respectively.

From the results shown in Tables 5 and 6, we
found that ANFU (CNN+RNN+ATT) outperformed
both baselines, and yielded F1-measure scores of
78.19% and 73.95% on the social media dataset and
news dataset, respectively, marking a 41.37% and 4.8%
improvement over Baseline 3. These results show that
ANFU can perform well on both news data and social
media data, while providing a much larger improvement
on social media data.

Note that among the 2858 uncertain sentences in the
news dataset, there are only 23 uncertain sentences
(0.8%) not containing cue phrases. This means that
ANFU does not give a large improvement over the
baselines. In the social media dataset, however, 22.28%
of uncertain sentences do not contain cue phrases,
leading both baselines to fail to identify the uncertain
sentences. Because ANFU does not rely on cue phrases,
the uncertain semantics can still be captured by the
attention mechanism. There were 1.05 cue-phrases in
the social media dataset and 1.79 cue-phrases in news
dataset as shown in Table 2. In Tables 5 and 6, it was
observed that ANFU achieved 18.82% improvement
on Weibo dataset, but only 4.8% improvement on
news dataset. This can be explained by ANFU’s better
understanding of uncertain semantics in a substandard
shape or even omitted from social media texts.

To summarize, the experimental results in Tables
3 and 5 show that ANFU outperformed the state-of-
the-art in terms of F1-measure on both the Wikipedia
dataset and Chinese social media dataset. Furthermore,
the results showed that the attention mechanism
was helpful, since both RNN+ATT and ANFU

outperformed their counterparts without an attention
mechanism. In analyzing the results of different models,
we considered that RNNs could capture more global
features, so had a high recall by understanding the
general idea of a sentence. CNNs and the attention
mechanism could grasp the most important features for
uncertainty identification to obtain a high precision,
while the attention mechanism was more effective. As
a result, the combination of these achieved the best
performance.

To illustrate the effectiveness of our attention
mechanism, sentence “Under the similar odds, away
winning probability of the home team is very small.”
taken from the social media dataset is visualized with
attention weights in Fig. 2, where a darker color means
a higher weight, indicating uncertainty. In this instance,
there is no cue-phrase in the sentence, so it is unlikely to
be identified by either baseline method. Using ANFU,
however, the word “odds” with its implicit uncertain
semantics can be captured by attention mechanisms,
even though it is not a cue-phrase, and hence the
sentence is determined as uncertain.

We also compare the performance of accuracy with
different training steps on different datasets, as shown in
Fig. 3. By using ANFU, the accuracy will be achieved
more than 0.8 on both news and social media datasets,
but on the latter one it would reach a higher accuracy
with less steps, which prove that the social media
dataset will be benefitted from our proposed method.

Finally, we examined the effect of sentence length
on the accuracy of our model, because the length
of sentences often has a great influence on text

Fig. 3 Accuracy of different training steps.

Fig. 2 Visualization of uncertainty attention over words.
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Fig. 4 Accuracy for different sentence lengths.

classification tasks. The length of a sentence here is
calculated by the number of words, not the number of
characters. We divided the sentences into 9 groups at
intervals of 10 words. The accuracy values were drawn
at the end of each group, such as the position at 10, 20,
etc. Figure 4 shows a comparison of the results between
Baseline 1 and our model. We found that the accuracy
of our model did not decrease with the increase of
sentence length, whereas the accuracy of Baseline 1
dropped with the increase of the sentence length, and
dropped sharply when the sentence length reached 80.
Since there is a high likelihood of long sentences in
social media, our model’s ability to cope with long
sentences makes it trustworthy for social media text.

5 Conclusion and Future Work

This paper proposes an attention-based neural
framework for uncertainty identification on Chinese
social media texts, named ANFU. ANFU uses
attention-based LSTM networks to focus on the
words, regardless of the presence of cue-phrases, that
have a decisive effect on the uncertain semantics of
the sentence, without resorting to extra knowledge
or external NLP components. The convolutional
neural networks of ANFU capture the most important
semantic information for uncertainty identification.

Experiments were conducted on four datasets, made
up of 2 English benchmark datasets from the CoNLL-
2010 task of uncertainty identification, and 2 Chinese
datasets from Weibo (Chinese Microblogging platform)
and Chinese news. Experimental results showed that
our proposed ANFU approach outperformed the-
state-of-the-art on all of these datasets in terms of
F1-measure. More importantly, 41.37% and 13.10%
improvements were achieved over the baselines on
English and Chinese social media datasets, respectively,
showing the particular effectiveness of ANFU on social
media texts.

In the future, we will expand the social media dataset
and look to make further classification of the uncertain
sentences into different types of uncertainty.
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