
TSINGHUA SCIENCE AND TECHNOLOGY
ISSNll1007-0214 07/14 pp68–80
DOI: 10 .26599 /TST.2019 .9010004
Volume 25, Number 1, February 2020

@ The author(s) 2020. The articles published in this open access journal are distributed under the terms of the
Creative Commons Attribution 4.0 International License (http://creativecommons.org/licenses/by/4.0/).

Spotlight: Hot Target Discovery and Localization
with Crowdsourced Photos
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Abstract: Camera-equipped mobile devices are encouraging people to take more photos and the development

and growth of social networks is making it increasingly popular to share photos online. When objects appear

in overlapping Fields Of View (FOV), this means that they are drawing much attention and thus indicates their

popularity. Successfully discovering and locating these objects can be very useful for many applications, such

as criminal investigations, event summaries, and crowdsourcing-based Geographical Information Systems (GIS).

Existing methods require either prior knowledge of the environment or intentional photographing. In this paper, we

propose a seamless approach called “Spotlight”, which performs passive localization using crowdsourced photos.

Using a graph-based model, we combine object images across multiple camera views. Within each set of combined

object images, a photographing map is built on which object localization is performed using plane geometry. We

evaluate the system’s localization accuracy using photos taken in various scenarios, with the results showing our

approach to be effective for passive object localization and to achieve a high level of accuracy.
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1 Introduction

With the popularity of photographing with smart mobile
devices, the past few years has seen explosive growth
in mobile photo sharing. From Instagram to Snapchat,
multimedia-based social networks have attracted much
attention[1]. Every second, there are huge numbers
of photos and videos shared on the Internet. In the
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case of popular tourist attractions, there are large
numbers of photos and videos captured from different
directions and locations. As seen in the motivating
example shown as Fig. 1, where multiple photographers
have concentrated on the same object, the various
cameras have an overlapping Fields Of View (FOV).
We call those objects that have attracted much attention
“hot targets”. Once multiple people have taken photos
of them from different directions at the same time,
hot targets can be localized using the geographical
information provided by the various cameras.

Inspired by this observation, we propose an approach
called Spotlight for hot target discovery and passive
localization using shared photos. Discovering and then
localizing hot targets is of great significance to many
applications, such as criminal investigations, event
summaries, and crowdsourcing-based Geographical
Information Systems (GIS). Additionally, user-
generated photos show a crowd’s attention and
thus provide information useful for abnormal event
detection. For example, in tourist areas, there are some
objects that are eye-catching but not listed in travel
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(a) People take photos containing multiple objects.
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(b) Cameras of various devices have more or less overlapped FOVs.

Fig. 1 A motivating example of hot target discovery and the
passive localization with crowdsourced photos.

brochures; using Spotlight, these popular objects can
be discovered and then localized.

Importantly, passive localization using crowdsourced
photos is very lightweight and enables the efficient
tracking of targets without deploying any extra
devices or tags. This localization technology can
therefore be categorized as Device-Free Passive
Localization (DFPL)[2], as it works without placing
devices or tags on targets and without targets
needing to actively participate in the localization
process. Most DFPL methods depend on wireless
technology, such as the Received Signal Strength
(RSS)[3–6], Radio-Frequency IDentification (RFID)[7–9],
and Channel State Information (CSI)[10, 11] methods.
Such approaches require either the deployment of a
large number of nodes or prior knowledge of the
environment. Their performance is also influenced by
scenario variability and signal interference. Recently,
image-based DFPL methods have been proposed,
such as image-assisted indoor mapping[12], building
localization using a photo and a 2D map[13], and
object localization with photos[14]. However, these
methods require either the assistance of extra tools[12, 13]

or intentional photographing[14], which limits their
usefulness.

Considering the problems with existing DFPL
methods, we aim to propose a genuinely passive

and seamless localization method using crowdsourced
photos. The major design objectives are as follows.
First, we do not require any prior deployment or
intentional photographing; in contrast to existing
methods, ours makes few assumptions and requires
no prior knowledge. Second, photos are user-generated
and crowdsourced. Third, objects to be localized can
be discovered according to their visual appearance in
photos. Fourth, the popularity of these objects can be
revealed by the number of related photos, so that these
objects can be further localized on the ground plane.

Crowdsourced photos have normally been taken by
various mobile cameras at diverse positions. Identifying
objects across this range of different views is a
nontrivial task. One approach is to use the appearance
information of the objects in the photos; however,
one object may look quite different from various
viewpoints. The variety in the types of objects and
the occlusion between them makes this problem even
more challenging. Considering these challenges, we
propose our Spotlight method using the overlapping
FOVs of crowdsourced photos to localize multiple
objects that have drawn a crowd’s attention. Spotlight
achieves passive localization in three steps. First, we
detect objects appearing in photos and calculate the
corresponding directions from which they have been
photographed. Second, we adopt a robust method based
on a K-partite graph model for discovering objects
across multiple views; objects appearing in multiple
photos are discovered by combining visual appearances
and spatial information. Finally, the discovered objects
are used to build a photographing map, from which
localization is then achieved using plane geometry
calculations. We implement Spotlight using photos
taken in various scenarios and evaluate its performance
extensively. It shows a high level of robustness owing
to crowdsourcing and achieves a high level of accuracy.
The major contributions of this work are as follows.

(1) We propose Spotlight to achieve passive
localization using crowdsourced photos without any
prior knowledge or intentional deployment.

(2) We design a photo fusion method to derive object
location by combining object images across multiple
views.

(3) We implement Spotlight on mobile phones and
evaluate its performance using photos taken in various
scenarios. The results show that it achieves a high level
of accuracy.

The rest of this paper is organized as follows.
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Section 2 formally defines the problem. Section 3
introduces the workflow of Spotlight, divided into three
main phases. In Section 4, we define the problem and
propose a graph-based model for combining object
images across multiple camera views. In Section 5, we
describe the building up of a photographing map and the
process of passive localization. In Section 6, we discuss
the implementation details of Spotlight and examine
its performance. Section 7 covers the related work and
Section 8 concludes the paper.

2 Problem Definition

2.1 Object detection

The first step of object localization is to determine
all of the candidate objects. Our goal is to detect as
many objects as possible, such that they can be further
analyzed with the help of other clues. At this stage, the
only basis we have to rely on is the visual information
from photos. Thus, this is a typical object detection
problem of the kind that has been studied for decades.
While a great deal of methods have been proposed over
this time in the field of computer vision, there still
remain some challenges and open issues in this field.
The accuracy of detection is influenced to different
degrees by various factors, such as object occlusion,
image resolution, and background complexity. There is
also a need to trade some performance for efficiency
when there are a large number of photos to process.

2.2 Object azimuth

Object azimuth is the direction from the camera taking
a photo to an object’s physical entity. The azimuth
value is the degrees from north on the ground plane.
This information is difficult to obtain from visual
information only. Fortunately, smart devices can record
GPS and mobile sensor data while taking photographs.
The location and orientation of the camera with
which the photo is taken with can be computed using
GPS in combination with magnetometer sensor data.
However, objects appearing in a same photo may have
different azimuths because of their different positions
in the photo. As a result, the camera’s photographing
direction cannot represent the azimuth of all objects
appearing in a photo. Calculating object azimuths is
another challenging problem, as they are influenced by
many factors such as photographing distance, device
parameters, and camera postures. The azimuth is critical
to the final localization accuracy and a small error in
the azimuth is likely to lead to a very poor localization

result, especially in large-scale scenarios.

2.3 Object images and entities

We use the term “object image” to represent a sub-
image extracted from the original photo according to
the bounding box of object detection, and “object
entity” to represent an individual object in its physical
sense. Obviously, each object image corresponds to
one unique object entity, whereas one object entity
can have multiple object images representing it.
Localization makes sense only for object entities. The
crowdsourced data from multiple cameras need to be
used collaboratively, so we combine object images
to distinguish them according to the different object
entities they correspond to. A certain object, however,
may have a different appearance across different camera
views. One of the challenges in combining object
images is that visual appearance is influenced by many
factors, such as lightness, shadows, and saturation. A
further challenge arises when there are some objects
with a similar appearance, as is very common in
photographs of sporting events in which players of the
same team are dressed similarly. As a matter of fact,
there are many types of information extracted from
photos, and visual appearance is just one of the features.
Given the challenges involved, there is potential for
improvement in object image combination that can
be realized by adopting another feature in addition to
visual appearance.

3 System Overview

Figure 2 shows the workflow of Spotlight. There are
three main phases involved between inputting sensor-
rich photos to outputting location results. Phase 1
takes raw crowdsourced photos as input, detects
objects within photos, and calculates their azimuths
by combining the multiple cameras’ sensor data. In
Phase 2, we use the object images generated in the
first phase to construct a graph model for combining
object images. Based on this model, multiple object
cliques are computed, each containing object images
corresponding to the same object entity. In Phase 3, we
build a photographing map for each object clique and
conduct localization on the ground plane.

3.1 Object detection and azimuth calculation

In Phase 1, we extract object-related information from
photos. For object detection, we adopt Faster R-CNN[15]

to strike the right balance between efficiency and
accuracy. We use a pre-trained model that can be used
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Fig. 2 Spotlight consists of three main phases responsible
for object detection, object image combination, and
collaborative localization.

for detecting common objects (person, bicycle, car, etc.)
This model is employed to extract all of the objects
within each photo or video frame. For calculating
the object azimuth, we indirectly leverage photo
content and camera posture to derive the photographing
direction. The azimuth can be further computed by
combining sensor data and the positions of objects in
the photos. We index photos as f1; 2; : : : ; Kg. For each
photo k, there are an uncertain number of objects, so
we denote them as a set Vk D f1; 2; : : : g .1 6 k 6 K/.
The j -th object in the k-th photo can be denoted as vk;j

.1 6 k 6 K; j 2 Vk/. We then use the camera imaging
model to calculate the azimuth for each object in the
photos, as illustrated in Fig. 3.

Figure 3a shows the imaging model from the camera.
We regard a photo as an imaging plane. The red star

(a) Each object is projected to horizon for the calculation of its azimuth.

(b) Top view of the imaging model after projecting object position on horizon.

Fig. 3 Object azimuth is calculated by projecting object
position to horizon of the photo so that there is an offset to
the picture center.

represents the position of an object, which we project
to the horizon. Figure 3b is the top-down view of the
imaging model. The direction from the camera to the
image center shows the camera’s azimuth. For a given
camera view, there are three fixed positions: C is the
camera position, I is the image center, and B is the
border position. The viewing angle of a camera can also
be obtained from device parameters; †ICB denoted by
� is equal to half the viewing angle. A given object in
the photo is projected to the horizon and its horizontal
projection is denoted as P . The declination angle of an
object is denoted as ˛; it turns negative when P is on
the left half of the frame. From this we arrive at the
following equation according to plane geometry,

˛ D arctan

 
IP

IB
tan �

!
:

Denoting camera azimuth as acam and object azimuth as
aobj, we then have

aobj D acam C ˛ D acam C arctan

 
IP

IB
tan �

!
Finally, as IP , IB , and � can be obtained from the
photos, we can obtain the object azimuth aobj.

3.2 Object entity discovery

In Phase 2, we use the object images to discover
object entities. A single object image without depth
of field is insufficient to describe the location of an
object. For an object appearing in multiple photos, we
can obtain a number of corresponding object images.
However, it is hard to determine what object entity
an object image corresponds to. An object entity may
show itself with more or less different colors or shapes
when photographed from diverse directions and/or at
multiple distances. Object image combination is critical
since the views of a single object from multiple
cameras overlap. We can derive the identity of an
object entity collaboratively using potentially related
object images. Furthermore, the location and direction
of photographing actually provide extra evidence
for combining object images. Once the combination
problem is solved, an object entity can be described by
its combined object images. Also, we can find out the
popularity of an object entity based on the number of
images in which it appears.

3.3 Object entity localization

The goal of Phase 3 is to compute the location
of each object entity using the information from its



72 Tsinghua Science and Technology, February 2020, 25(1): 68–80

corresponding object images. Our focus in this phase
is not on the visual content of an image but rather
on where an image was taken and its photographing
direction. Within a set of object images, we can
compute the camera’s GPS and object’s azimuth, and
then build a photographing map. The location of the
object entity on the ground plane can be gradually
narrowed down using the combined object images.
Thus, the greater the number of images representing an
object entity, the higher will be the accuracy of the final
localization result.

4 Object Image Combination

Figure 4 illustrates the object image combination
problem. The tiles of various colors and shapes
represent object images extracted from original photos
after object detection. A specific object entity has
different visual appearances across different views. The
goal of this phase is to find the correct combinations of
these object images. Object images that correspond to
the same object entity should be gathered together, as
illustrated on the right side of the figure.

Combining object images across multiple views is a
very important step for object tracking or localization.
Most existing works formalize this as a path search
problem[16, 17]. Those methods work when there are only
small numbers of cameras and objects, but they are not
feasible as solutions to our problem because they are too
aggressive in combining similar object images and will
give a high rate of false positive errors. An aggressive
strategy is inappropriate for our problem because an
incorrectly combined object image (marked in Fig. 4
as a dashed red circle) produces a significant error
in localization. In contrast, an incomplete combined
object image (marked in Fig. 4 as a dashed blue
circle) has less negative impact. When the number

Correctly combined

Incorrectly combined

Incompletely combined

Fig. 4 Object images are combined according to their visual
appearances. Incompletely combined ones are better than
incorrectly combined ones.

of object images is large, the absence of a single
object image will make little difference to the final
localization accuracy. To serve our need for a stricter
combining strategy, we propose a graph-based model,
in which vertices represent object images and edges
indicate combining possibilities. Based on this model,
we formalize object image combination as a maximum
weight clique search problem.

4.1 Definition of object image

In addition to spatial information, including GPS and
object azimuth, we introduce image features for use in
distinguishing object images. The color histogram is
adopted because it is a widely used image feature to
solve combination problems. In comparison with other
features, using the color histogram shows much more
robust performance in the face of variations in posture
and viewpoint. To calculate the color histogram, we
adopt the HSV color space[18] and Ref. [19], showing
that HSV can greatly reduce the color variation across
camera views by separating the lightness component.
Given an object image v, we denote its color histogram
as mv , the GPS of its corresponding camera as cv , and
the object azimuth as av . Thus, an object image v can
be represented by .mv; cv; av/.

4.2 Model for object image combination

In order to achieve localization, object images need to
be mapped to their corresponding object entities. In
formalizing this as a clustering problem involving the
attributes of object images, we make the following three
observations:

(1) There is zero probability that object images
appearing in the same photo correspond to the same
object entity;

(2) There is a low probability that object images
whose photographing paths have no intersection point
correspond to the same object entity; and

(3) Visually similar object images are more likely to
correspond to the same object entity.

Based on the above observations, we formalize the
structure of object images as a graph G. Given K

photos in total, vertex vk;j represents the j -th object
image in the k-th photo, and edge weight w.u; v/
indicates the similarity between object images, u and
v. Table 1 shows the notations and their corresponding
definitions. Based on the first observation, there are no
edges between vertices in the same photo. Therefore,
this graph further evolves to a K-partite graph where K
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Table 1 Notations and definitions.
Notation Definition
K Total number of photos
Vk Set of object images in photo k, 1 6 k 6 K

vk;j The j -th object image in k-th photo
V Set of all object images, V D fvk;j j 1 6 k 6

K; 1 6 j 6 jVk jg

mv Visual feature of object image, v 2 V
cv Camera GPS corresponding to object image, v2V
av Azimuth of object image, v 2 V

w.u; v/ Similarity between object images u and v, u; v2V

represents the total number of photos.
Edge weight, representing the similarity between

object images is defined based on both spatial
information and visual features. To begin, we consider
cases of spatial information. In the definition of an
object image .mv; cv; av/, cv and av represent the
camera GPS and azimuth, respectively. Our second
observation points out that it is unlikely for two object
images with no intersection point in their photographing
paths to correspond to the same object entity. Therefore,
given two vertices u and v in the graph G D .V;E/,
where V is the set of vertices and E is the set of
edges. We determine their combination firstly based
on their spatial information. As Fig. 5 shows, we can
determine whether they have intersection points on the
ground plane using GPS and azimuth information. A
pair of .c; a/ represents the camera GPS and the object’s
azimuth from the camera, so it can be regarded as a ray
on the ground plane.

The edge between u and v exists, that is .u; v/ 2 E,
only if there is an intersection point calculated with
.cu; au/ and .cv; av/. Edge weight is determined by
some specific visual feature of object images, i.e., mu

and mv . Since we apply the color histogram as a visual
feature, image similarity can be represented by the
Bhattacharyya distance. The function for calculating

(cu, au) (cv, av)

(a) In this case, these two object
images are unlikely to have any
intersection due to diverging
photographing directions.

(cu, au)

(cv, av)

(b) There may be an intersection
point in this case though they may
correspond to different object entities
eventually.

Fig. 5 Camera location and object azimuth are used for
determining whether two object images are likely to have any
intersection on the ground plane.

Bhattacharyya distance is denoted as B.�/. For
consistency, we assign the reciprocal of B.�/ to edge
weight w.u; v/ in

w.u; v/ D B�1.mu; mv/ (1)

therefore, a high weight indicates a strong combination.
Based on this, edges with low weights are removed.

We set a threshold � and remove the edges which meet
w.u; v/ < �; that is, Enf.u; v/jw.u; v/ < �g.

4.3 Maximum weight clique problem

Our goal is to place all of the detected object images
into different clusters according to the object entity each
of them corresponds to; the basis of such clustering
is the similarity between object images. Therefore, we
formalize our clustering as a typical clique problem, the
statement of which can be presented as follows.

Problem 1 Given an undirected K-partite edge-
weighted graph G D .V;E/, iteratively find all the
maximum weight cliques such that the cardinality of
each clique is larger than two.

Two vertices are said to be adjacent if they are
connected with an edge. A clique q of G D .V;E/ is a
subset of V so that each pair of vertices in q is mutually
adjacent (i.e., a complete subgraph). The cardinality of
a clique represents the number of vertices it contains.
The Maximum Clique Problem (MCP) is to find a
clique with the maximum number of vertices, equating
to maximum cardinality. For devising a weighted-graph
model for our work, we formalize the problem as a
Maximum Weight Clique Problem (MWCP), which is
a generalization of an MCP. The problem is to find
a clique with the highest total weight. An MCP is a
special case in which all the edge weights are equal. In
our problem, the goal is to find the maximum weight
cliques iteratively. After each iteration, the vertices
and edges that have been previously worked out are
removed; hence, the scale of the problem is gradually
decreased. In practice, maximum weight cliques which
have only two vertices are useless, since localization
is unreliable with just two images. The termination
condition of our method is based on this fact—we
define a triplet of vertices as three connected vertices
in a graph, and the iteration stops when there are no
triplets of vertices in the graph.

One particular feature of the graph model we propose
in this paper is worth noting. The graph is K-partite
originally, so it can be colored with K colors. In other
words, vertices in the graph can be partitioned into K
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partitions with no adjacent vertices in each partition. It
was pointed out in Ref. [20] that coloring can bring
a considerable reduction of computation in an MCP.
For a given K-partite graph, at most one vertex in each
tier can be chosen to constitute a clique. This permits
the solution space to be reduced dramatically. For
efficiency, we adopt a branch-and-bound method to find
the optimal solution for the MWCP in every iteration.
We define the index of the tier only containing root as
0. Children of each vertex represent vertex choices in
the graph. Since at most one vertex will be chosen in
each tier, the total number of children for any vertex
in tier k is jVkC1j C 1, including an empty choice for
where no vertex is chosen in the tier. By definition, each
leaf vertex is a potential solution. By comparing the
computed weights of cliques, we find the solution of the
MWCP in the current graph. Furthermore, we cut those
sub-trees based on their potential maximum weight in
comparison with the current optimal solution.

The algorithm for the branch-and-bound method is
presented in Algorithm 1. We use a stack to store live
vertices, each of which is expanded with its children
as branches. The bounding strategy is based on two
requirements. First, the newly added vertex has to be
fully connected with the current clique. Second, the
maximum weight of potential solutions in the sub-trees
should be more than the weight of current solution;
otherwise, the children are not pushed into the stack of
live vertices.

In each iteration, we conduct this algorithm to obtain

Algorithm 1 Branch-and-bound on MWCP
Input: qopt  ∅ // Potential max weight clique
Output: SLN  fnrootg // Stack of live vertices

1: for while SLN ¤ ∅ do
2: v  SLN:pop./
3: if v is a leaf vertex then
4: // Compute clique weight about v
5: if Weight.v/ > Weight.qopt/ then
6: qopt  v

7: end if
8: end if
9: // Generate all the children of v

10: for each child u in CHI.v/ do
11: // Whether it is a live vertex
12: if complete graph OR potential optimal then
13: SLN:push.u/
14: end if
15: end for
16: end for

a clique, then we remove the clique from the graph. The
iterations stop when there are no triplets of vertices in
the graph. In this way, we find all the maximum weight
cliques that meet our requirements.

5 Collaborative Localization

After combining object images, we place them into
cliques each of which corresponds to an object entity.
For passive localization of a specific object entity,
we focus on object images in the same clique. A
photographing map is built on the ground plane based
on camera GPS and object image azimuth as illustrated
in Fig. 6. As proposed above, each object image can be
regarded as a ray described by its corresponding camera
GPS and object azimuth. Thus, object image v can
be denoted as bv D .cv; av/ after removing its visual
feature mv . In Fig. 6, black dots with rays represent
these object images. The position of a dot is determined
by cv , while the direction of its ray is determined
by av . Thus, for every two object images, a potential
intersection point can be calculated as

ru;v D IN .bu; bv/ (2)

in which ru;v is a location representing the intersection
point of bu and bv , and IN .�/ is a function for
computing the potential intersection point of two rays.
Obviously, two rays may have no intersection points,
in which case, no result is desired or returned. After
working out all of the potential intersection points on
the photographing map, we denote a set of intersection
points as R, which can be treated as a cluster. Within R,
we use the centroid of the cluster as the final location of
the corresponding object entity.

Different degrees of error arise from poor GPS

Fig. 6 Intersection points are generated based on GPS and
azimuth information of object images in the same clique.
Furthermore, they are used for computing the object entity
locations.
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signal reception, photographing jitter, geomagnetic
disturbance, etc. However, the influence of such errors
can be decreased by taking advantage of crowdsourcing.
As long as there are enough photos covering the object,
and therefore the maximum weight clique contains a
high enough number of vertices, the final error rate of
Spotlight can be controlled to fall into an acceptable
range.

6 Implementation and Evaluation

6.1 Experimental setup

Spotlight relies on both multimedia data and sensor
data of mobile photos. Instead of directly using the
native camera application in mobile phones, we develop
a mobile App which can record real-time sensor
data while taking photos and videos. Considering the
diversity of mobile phones, a range of phones made
by various manufacturers are used to take photos
and videos for experimental purposes. The standard
Android API is used for building the mobile App for
our system. The resolution of photos and videos varies
from 640�520 to 1920�1080.

The Spotlight process, including object detection
runs offline on a Windows PC with a GeForce GTX
TITAN X. The processing time varies with the number
of photos. We find that the object detection process
accounts for a great proportion of overall processing
time, even though Faster R-CNN is an outstanding
method for object detection. The overall execution time
can be reduced if object detection can be achieved in a
reliable and effective way.

In order to evaluate the influences of the surrounding
environment, we conduct our experiments in various
conditions, considering weather, lightness, background,
and device models. On the other hand, there are indeed
various types of objects in real environment, but object
detection of various objects is not the main focus
of our work. As a result, we recruit volunteers as
representative “objects”. Human bodies are typically
non-rigid objects and detecting them is challenging for
computer vision.

6.2 Ground truth

For every location of either camera or object entity,
we use Google Earth for calibration and record the
coordinates as ground truth. We also update the location
information in real time as we predefine the roadmap.
We use GeographicLib[21] for distance and azimuth
calculation. Therefore, we can actually calculate the

location of all the points and the location relation among
them. The latitude and longitude are both in WGS84
geodetic coordinates. Object entities are pre-defined
during our experiments, and the movement traces of our
object entities are regulated.

6.3 Azimuth accuracy

The GPS accuracy of mobile phones is beyond our
control, so we use the readings of the GPS module on
the mobile phone directly as the location of the camera.
The average GPS error in our experiments is around
7.327 meters, the minimum and maximum are 2.432
meters and 13.208 meters, respectively.

As for the object azimuth calculation, we consider
three components. The first is the z-axis azimuth of the
mobile phone, which can be directly obtained using
the Android API drawing on the accelerometer and
magnetometer. The second component is the magnetic
declination, which represents the horizontal component
of the magnetic field from true north and varies both
from place to place and with the passage of time.
We obtain its value, which is around �5.5566ı in
our experiments, along with real-time GPS readings
via built-in sensors. The final component for azimuth
calculation is the position of the object in the photos, as
explained above.

Figure 7 shows the object azimuth error for different
distances and devices. To evaluate the calculation of
the object azimuth, we take photos and videos using
the same phone at different distances from target
objects. Figure 7a shows that the azimuth error remains
within 10ı in most cases, indicating that photographing
distance has little influence on azimuth calculation. To
evaluate the influence of different devices, we ask our
volunteers to stand around the target object and take
photos and videos using different phones. Figure 7b
shows the results of this evaluation, with the red dashed
circle representing zero error. Again, we find that the
azimuth error stays within 10ı.

6.4 Performance of combining object images

Figure 8 shows the visual appearances of some of the
objects in our experiments. As Fig. 8a shows, a different
number of objects are detected in each photo. Each
object image represents one view of an object entity.
Some objects may appear in only a single camera’s
FOV; we do not consider these cases because it is
both unnecessary and infeasible to achieve accurate
localization on such “unpopular” objects. Instead, we
focus on those objects appearing in as many photos as
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Fig. 7 Object azimuth error.

possible. As proposed in Section 4, in addition to spatial
information, we combine object images across multiple
camera views using their visual features. In Fig. 8b, for
example, each object image is used for comparison with
all the object images in another photo. We use the color
histogram of hue and saturation as a visual feature to
identify objects, as shown in the line chart in Fig. 8b.
The blue dashed lines between object images represent
a weak combination while the red line indicates a strong
combination.

We evaluate the accuracy of object detection in
five different scenarios. For each scenario, we choose
one target object. For video quality, the resolution is
1920�1080 and the framerate is 30 fps. The total length
of video for each scenario is around 100 seconds. The
results are shown in Fig. 9. Object detection accuracy is
quite high in all of these scenarios; it reaches the highest
level of accuracy in the fifth scenario because the view
of the rooftop is good and the background is clear.

In our proposed graph model, vertices represent
object images and edge weights represent similarities
between object images. In order to calculate
similarities, we remove the edges between those
object images that are unlikely to have intersection

(a) Multiple objects are detected in every photo and object entity
shows different visual appearances across different views.

(b) Color histogram of hue and saturation is a determining
characteristic for combining object images.

Fig. 8 Object image combination is determined by their
similarities in visual appearances.

points on the ground plane. We adopt the reciprocal
of Bhattacharyya distance to quantify the similarity
which is the edge weight in the graph (w.u; v/ in
Eq. (1)). We conduct experiments on five different
objects, with the results shown in Fig. 10a. We find that
the results are basically stable. In order to compute an
appropriate threshold, five different objects are used
as test objects. For each object, we extract 30 object
images from photos taken in different conditions.
Figure 10b shows the error rates of object image
combination using different thresholds. We adopt
� D 1:5 as an appropriate threshold so that we can
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Fig. 10 Performance of the object image combination.

reach almost 10% in both false positive rate and false
negative rate. Moreover, according to our algorithm,
we construct a K-partite graph with different values
of K, where K represents the number of photos
covering an overlapping FOV. Figure 11 shows our
fully constructed graph model.

6.5 Localization performance

As mentioned above, the performance of Spotlight
relies on crowdsourcing, and the final results are greatly
influenced by the number of valid photos which have

(a) K D 5

(b) K D 10

(c) K D 15

Fig. 11 Generated graphs using different numbers of valid
photos.

a partially or fully overlapping FOV. Hence, to fully
evaluate the performance of localization, we conduct
experiments with different numbers of valid photos
with overlapping FOV. Some invalid photos are also
present in our experiments. Figure 12 is a Cumulative
Distribution Function (CDF) figure showing the results
with 5, 10, and 15 valid photos. When there are 5 valid
photos, the localization error of Spotlight is within 15
meters; the error is reduced to 5 meters when there are
15 valid photos.

7 Related Work

Object image combination. This is a significant
yet challenging problem in object tracking and re-
identification. Similarities between object images have
been sought from various perspectives, including
position[22], appearance[23], and motion[24]. Researchers
have also considered a fusion of multiple features,
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numbers of valid photos.

including position, speed, shape, and chromatic
characteristics[25]. Hamid et al.[17] used static cameras
at fixed positions for football player localization;
they used a complete K-partite graph and solved
the combination problem by finding minimum weight
K-length cycles.

Hot target discovery. Salient object detection within
images, a special case of hot target discovery in spatial
scenarios, has been researched for a number of years
in computer vision studies[26–29]. Going beyond these
purely vision-based methods, Peng et al.[30] proposed
a “Spatial+Visual” framework which combined spatial
information with visual information to find places-of-
interest in photos. Moreover, they explored the adoption
of a deep neural network[31] and Bayesian method[32] in
their system to improve the spatial recognition accuracy.

Device-free passive localization. Wireless
technology inspires many DFPL methods based
on various characteristics of signals, such as RSS[3–6, 33]

and CSI[10, 11]. RFID is another similar technology used
for DFPL[7–9]. Image-based methods have advantages
because they are lightweight and flexible. For example,
CamLoc[34] enables immediate object localization with
only two photos; although the accuracy is high, it
has the limitation that those two photos have to be
taken at a fixed location. Hotspotting[35] is another
image-based localization system; it turns localization to
a crowdsourced image annotation task and needs more
than a few participants to answer various questions.

8 Conclusion

Crowdsourcing has instinctive advantages in reflecting
a crowd’s attention. Moreover, with the popularity
of mobile photo sharing, objects drawing people’s
attention can be further localized. In this paper, we
propose Spotlight, a novel system for discovering

and localizing multiple objects using crowdsourced
photos. It requires no intentional deployment or
prior knowledge of the environment. The target
objects are seamlessly discovered by combining their
corresponding images across multiple camera views;
these objects can be then further localized passively.
Extensive experiments using photos taken in various
scenarios show Spotlight to be effective in object
discovery and to obtain a high localization accuracy.
Spotlight has various potential applications in criminal
investigations, event summaries, crowdsourcing-based
GIS, etc.
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