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A Holistic Energy-Efficient Approach for a Processor-Memory System

Feihao Wu, Juan Chen*, Yong Dong, Wenxu Zheng, Xiaodong Pan,
Yuan Yuan, Zhixin Ou, and Yuyang Sun

Abstract: Component overclocking is an effective approach to speed up the components of a system to realize a
higher program performance; it includes processor overclocking or memory overclocking. However, overclocking
will unavoidably result in increase in power consumption. Our goal is to optimally improve the performance
of scientific computing applications without increasing the total power consumption for a processor-memory
system. We built a processor-memory energy efficiency model for multicore-based systems, which coordinates
the performance and power of processor and memory. Our model exploits performance boost opportunities for a
processor-memory system by adopting processor overclocking, processor Dynamic Voltage and Frequency Scaling
(DVFS), memory active ratio adjustment, and memory overclocking, according to different scientific applications.
This model also provides a total power control method by considering the same four factors mentioned above. We
propose a processor and memory Coordination-based holistic Energy-Efficient (CEE) algorithm, which achieves
performance improvement without increasing the total power consumption. The experimental results show that
an average of 9.3% performance improvement was obtained for all 14 benchmarks. Meanwhile the total power

consumption does not increase. The maximal performance improvement was up to 13.1% from dedup benchmark.

Our experiments validate the effectiveness of our holistic energy-efficient model and technology.
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1 Introduction

Processor overclocking can greatly speed up processors
and consequently reduce the execution times of
programs; however, it results in huge increase
in power consumption. Developing an approach to

keep the total power consumption from increasing
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when components are overclocked will favor both
performance and energy, which will improve energy
efficiency. An adaptive overclocking controller that
dynamically applies the overclocking technique based
on the application characteristics was proposed in
Ref. [1]. From the results, the authors concluded
that processor overclocking can better reduce energy
consumption and energy delay product compared with
Dynamic Voltage and Frequency Scaling (DVFS) and
lower voltage techniques. According to their viewpoint,
although the DVFS scheme consumes much less power
than the baseline scheme, it severely degrades the
performance due to the lowest clock frequency. Thus,
it in turn increases the energy consumption of the
microprocessor and the overall system. This means the
energy efficiency can be improved from the angle of
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component overclocking. Moreover, Ref. [1] focuses
on the overall system energy, which motivates us to
consider coordinating processor and memory, rather
than merely processor, to improve the energy efficiency
of the processor-memory system. This way, memory
overclocking can be considered as another method for
performance boost.

Our goal is to improve performance through
component overclocking while controlling total power
consumption from increasing. We consider combining
these two aspects as our goal because of the
following: First, nowadays, high power consumption
is one of the major challenges in developing
next-generation exascale supercomputer systems[?],
which are associated with problems of system
reliability or stability. Therefore, reducing or limiting
power consumption is necessary. Second, component
overclocking technique can improve performance, but
will result in huge increase in power consumption,
negatively affecting system reliability. Considering that
power consumption has been a big problem and
overclocking will increase the power consumption of
the corresponding components, it is important to control
the total power to reduce such risk. Third, energy saving
is inevitable once our goal is achieved, as we will
improve performance and reduce power consumption at
the same time.

Several studies have been conducted to obtain a better
performance-power tradeoff for the processort™#, but
they do not consider the memory aspect. However,
it is more beneficial to propose a holistic approach
for energy-efficient computing than address -either
processor or memory in an isolated manner. This is
because an isolated approach sometimes cannot achieve
maximal energy efficiency. Considering a system
with multiple adaptive components, maximizing the
performance of a given component may not maximize
the performance of the system. To maximize the
system performance, the parameter space needs to be
hand-tuned. Moreover, existing algorithms cannot be
mechanically combined for multiple components. It
is complex to keep total power consumption from
increasing for performance-optimal algorithms across
different components.

Many studies aim to develop a balanced energy-
efficient system. In such studies, energy efficiency,
which is measured by workload/Joule, with the unit
of FLoating-pointing OPerations per Joule (FLOP/J),
is improved by maximizing component utilization so

that no component in the system is a bottleneck. This
approach has been applied to data-intensive systems
that balance processor utilization and storage I/OP~71,
This approach is also appropriate for process-memory
systems. In Refs. [8-12], researchers reasonably
allocated power to processor and memory to improve
performance within the power limits. Although these
methods can realize good effects, none of them use
overclocking techniques. It is important to note that
overclocking can be used after other energy efficiency
methods have been adopted. That is, we can further
improve performance through processor or memory
overclocking irrespective of how much other methods
have improved performance; meanwhile, total power
is not increased; therefore, energy can be reduced
and energy efficiency can be improved. Thus, although
our approach improves performance by only 9.3% on
average, it is still better than the current approaches for
improving energy efficiency.

Our method can improve the energy efficiency
of the whole system, including processor and
memory, by boosting performance and controlling the
average power consumption. We achieve a sustaining
performance boost by processor overclocking!"*!*! and
memory overclocking'¥l. Meanwhile, we sustain an
invariable total power by transferring power between
memory side and processor side, where power transfer
from memory to processor is realized by scaling down
memory active ratio, and that from processor to memory
is realized by scaling down the voltage/frequency
of processor. We build a processor-memory energy
efficiency model to describe the above performance-
power tradeoff. Furthermore, we propose a processor
and memory Coordination-based holistic Energy-
Efficient (CEE) algorithm to implement the energy
efficiency of the whole system.

The contributions of our article include the following:

(1) Categorization of component overclocking
scenarios. We discover that two categories exist:
processor overclocking and memory overclocking.
Each of them can distinctly improve performance by
overclocking, depending on the applications: CPU-
intensive or memory-intensive applications. However,
not all memory-intensive applications can benefit from
memory overclocking, as performance improvement is
mainly determined by how serious memory traffic is.
Furthermore, we provide underlying processor-memory
power transfer methods by a processor-memory energy
efficiency model.
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(2) Critical overclocking boundary for processor
and memory. We find a clear linkage between
processors’ and memory modules’ overclocking levels
and categories of component overclocking scenarios.
This linkage indicates the proper range in which
memory overclocking works, by carefully checking
the actual memory traffic level, for overclocking
to desirably boost performance without any power
consumption increase.

(3) Processor and memory coordination-based
holistic energy-efficient algorithm. We show the
overclocking boundary for a given application and
its actual tested memory bandwidth. Based on this
category, we determine the overclocking component
(processor or memory) and a corresponding power-
saving method (scaling down memory active ratio or
processor DVES). This algorithm can greatly improve
performance and can accurately control the total power
from increasing for all 14 benchmarks.

The rest of this paper is organized as follows:
Section 2 introduces the basic idea; Section 3 illustrates
the proposed processor-memory energy efficiency
model and CEE algorithm; Section 4 describes
our experimental methodologies and the experimental
results; Section 5 shows related work; and Section 6
concludes the paper.

2 Basic Idea

Most scientific applications can be divided into CPU-
intensive or memory-intensive. For CPU-intensive
applications, we can overclock processors to achieve
higher performance. To transfer the consequent power
increase from the processor to memory, we can
reduce memory power consumption by carefully

Weakly memory-intensive
(in-between)
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scaling down memory active ratio with no performance
degradation. For memory-intensive applications, we
can overclock memory frequency to reduce execution
time. To transfer the consequent power increase from
memory to the processor, we can reduce the processor
power consumption by carefully scaling down the
processor frequency without any performance loss. As
a result, we improve performance without increasing
total power consumption for the two types of scientific
applications.

There are three issues in the above method that we
need to solve.

(1) First, memory overclocking cannot improve
performance in some memory-intensive applications
with very low memory traffic. Therefore, we cannot
appropriately categorize component overclocking
scenarios according to CPU-intensive or memory-
intensive types. Here memory traffic represents
the actual memory bandwidth measured during an
application run. Our solution to this problem is that
we extract those memory-intensive applications with
lower memory traffic as an independent part, called
weakly memory-intensive, also referred to as the
“in-between”. This means that memory-intensive
application is divided into strongly memory-intensive
and weakly memory-intensive for correct categorization
of component overclocking scenarios. As Fig. 1
illustrates, scientific applications are divided into two
types. The first type includes CPU-intensive and weakly
memory-intensive applications, which is marked as
a dotted box, and the other type refers to strongly
memory-intensive applications.

(2) The second issue is lack of a clear metric to find
the overclocking boundary for the above categorization.
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We need to determine a proper range in which memory
overclocking really works. Our solution to this problem
is to find a metric to measure whether memory
overclocking is beneficial or not. This metric is based
on the actual memory traffic and memory bandwidth for
a given program.

Memory traffic has a great influence on memory
latency, which will affect performance. When the
memory traffic is far below memory bandwidth,
memory latency increases slowly as memory traffic
increases. However, memory latency increases sharply
when memory traffic is higher than a certain value.

For high memory traffic applications, i.e., strongly
memory-intensive applications, memory overclocking
greatly reduces memory latency, as shown in Fig. 2.
We observe the memory latency change when memory
traffic is 100 GB/s. Memory latency reduces from 140
ns to 120 ns when memory frequency increases from
1866 MHz to 2133 MHz. Figure 3 explains this case
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Fig. 2 Change of memory access delay with memory traffic.
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Fig.3 Memory bandwidth increase with memory frequency
under different memory active ratios.

via a plot of memory bandwidth change. When memory
frequency increases from 1866 MHz to 2133 MHz with
memory active ratio fixed to one, memory bandwidth
will increase from 111 GB/s to 124 GB/s. Memory
bandwidth increase also results in memory latency
reduction. Meanwhile, for CPU-intensive applications,
processor overclocking also reduces memory latency.
Figure 4 shows how memory latency is influenced by
processor frequency in various memory active ratios.

(3) The third issue is how to keep total power
from increasing based on the above two overclocking
categories. Our solution is illustrated in Fig. 1.
For CPU-intensive and weakly memory-intensive
applications, we overclock processor for higher
performance and reduce memory power consumption
by scaling down memory active ratio. For strongly
memory-intensive applications, we overclock memory
frequency for performance boost and reduce processor
power consumption by processor DVFS.

We define the memory active ratio as the number
of memory ranks in the active state normalized to
the total number of ranks in the memory system. For
example, if we keep four out of eight ranks in the active
state, the active ratio is 0.5. The memory active ratio
is kept constant when a program is running. Figure
1 shows the memory scheduler, which controls the
memory to perform a program under a given memory
active ratio. Memory overclocking is also set by the
memory scheduler. Multiple memory channels can
sustain multiple memory requests at a given time. In
our real platform, one memory rank corresponds to one
memory channel.
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Fig. 4 Relationship between memory access delay and
processor frequency. (Normal processor frequency is
2.4GHz. Processor overclocking frequencies are 2.5 GHz
and 2.6 GHz. Current memory frequency is 1866 MHz.
Memory traffic is nearly 0 GB/s.)
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Because CPU-intensive and weakly memory-
intensive applications have low memory traffic, scaling
down memory active ratio hardly influences memory
latency. Figure 2 shows the relationship between
memory latency and memory active ratio in various
memory traffic situations.

When memory traffic is high, enough idle time is
usually available for processor to reduce its frequency
with little performance loss.

Next, we present some examples to validate the
effectiveness of the above solutions.

For CPU-intensive applications, adopt
processor overclocking to boost performance and
scale down memory active ratio to save memory
power consumption. Eight of our benchmarks can
be considered to be CPU-intensive. For example,

we

fluidanimate uses 8.3% processor overclocking to
reduce the time by 5.9%. Meanwhile, we scale down
50% memory active ratio to save a large amount of
memory power consumption by 42.1%, because of the
huge increase in power by processor overclocking, we
save 1.5% of the total power consumption. The fewer
the memory ranks in the active state, the less memory
power consumption. Figure 5 shows the distribution
of memory power consumption on different memory
active ratios. We notice that scaling down memory
active ratio has nearly no impact on these applications’
performance in this situation.

For weakly memory-intensive applications (also
called in-between), memory traffic is not high enough
so that memory overclocking cannot significantly boost
their performance. Instead, processor overclocking can
improve the performance in this situation. For this in-
between category, we have four benchmarks (canneal,
facesim, ferret, and streamcluster). For example,
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Fig. 5 Relationship between memory power and memory
active ratio.

Tsinghua Science and Technology, August 2019, 24(4): 468-483

streamcluster performance cannot be improved by

memory overclocking, and more power will yet be
consumed. We use processor overclocking to boost

performance and scale down memory active ratio to

reduce memory power consumption. Streamcluster uses

8.3% processor overclocking to reduce the time by 5%.

Meanwhile, we scale down 50% of memory active ratio

to save 38.2% memory power consumption. Overall,
1.8% of the total power consumption is reduced.
For strongly memory-intensive applications, we use

memory overclocking for performance improvement
and scale down processor clock frequency for processor
power reduction. We have six benchmarks which

belong to memory-intensive category. For example,

randomAccess uses 14.2% memory overclocking to
reduce the time by 8.4%. Meanwhile, we reduce
processor power consumption by 10.5%. Because of
power increase by memory overclocking, the total

power consumption is reduced by 1.4%.

3 Model and Algorithm

In this section, we present the processor-memory
energy efficiency model and processor and memory
coordination-based holistic energy-efficient algorithm.

3.1 Processor-memory energy efficiency model

Table 1 lists all the parameters and their meanings
in our model. Execution time 7" and total power P
both depend on fcpu.overs fDVESs Tmems and fmem_over-
For a given application, memory traffic ratio represents
the ratio of memory traffic to memory bandwidth. We
define « as the threshold for the memory traffic ratio.
The objective of our model is shown in Eq. (1).

min T = T(fcpu_over> /DVESs Fmem» Smem_over)
st. APT + AP <0,

APt >0,

AP~ <0

Here, AP™ represents the power increase in the
total power consumption compared to the baseline,
where the baseline situation represents the condition

where both processor and memory frequencies are at

normal level and memory active ratio is 1. Similarly,

AP~ represents the power decrease in the total power

consumption compared to the baseline.

When memory bandwidth determined by the real
hardware is reduced by scaling down memory active
ratio, memory traffic ratio will increase. According
to the actual memory traffic ratio, we divide the

ey
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Table 1 Parameters and corresponding meanings in our
model.

Parameter Meaning
Scpu_over Processor overclocking frequency
[Fepu_over.is - - - » Fopu.over.x] Processor overclocking frequency
range
Jovrs Processor DVFS frequency
[FpvEs.ts - - - » FDVEs_u] Processor DVFS frequency range
Simem_over Memory overclocking frequency

[Fnem_over_1s - - - » Fmem.overvy] Memory overclocking frequency

range

T'mem Memory active ratio

b Memory traffic

BW = (bwy, bwa, ..., m-level memory bandwidth

bw )

o The threshold for the ratio
of memory traffic to memory
bandwidth

T The application execution time

P The total power consumption for
the processor and main memory

APT AP~ The total power difference
between current power and the
baseline

Bg, BTV, PP The baseline for the total

power consumption, processor
power, and memory power,
where processor and memory
frequencies are both normal level,
and memory active ratio is 1.

applications into two categories: those whose actual
memory traffic ratio is less than « and those with actual
memory traffic ratio not less than «.

When actual memory traffic ratio is less than o,
such as in CPU-intensive and weakly memory-intensive
applications, the reduction of 7 comes from the
increase of fcpuovers as shown in Eq. (2a). The
constraint condition in Eq. (1) guarantees that total
power consumption P does not increase. APT 4+
AP~ < 0can be substituted by Eq. (2b).

When actual memory traffic ratio is not less than «,
such as in strongly memory-intensive applications, the
reduction of 7" arises from the increase of fmem_over, s
shown in Eq. (3a). The constraint condition in Eq. (1)
guarantees that the total power consumption P does not
increase. AP 4+ AP~ < 0 can be substituted by Eq.
(3b).

T |=T(fcpu.over T+ /DVFS: "mem 4+ fmem_over) (22)

AP +AP™ =

P(fcpu_over T fOVES» Fmem s fmem_over) — Po  (2b)

T »L: T(fCPU_over, fDVFS »lm "mem ﬁnem-over T) (3a)
APY 4L AP™ =
P(.fCPU_oveh fDVFS \1/7 "mem> fmem_over T) — Py (3b)

3.2 Algorithm

We propose a processor and memory coordination-
based holistic  energy-efficient  algorithm in
Algorithm 1. For a given application, this algorithm
obtains nearly optimal fcpu_over, /DVES, Fmems fmem_over
for performance boost without power consumption
increase.

Input parameters consist of m-level memory
bandwidth BW = (bw,bws,...,bw,,), processor
and memory frequency scaling ranges, and memory

Algorithm 1  Processor and memory coordination-based
holistic energy-efficient algorithm

Require:
m-level memory bandwidth
BW = (bwy,bwa, ..., bw;); memory traffic ratio
threshold o; [Fepu_overts - - - » FepUoverk]3
[FDVFS_I yeeey FDVFS_M]’ [Fmem_over_l PICEY Fmem_overJV];
Ensure:

Processor overclocking frequency fcpu_over, OF processor
DVES frequency fpyrs, memory overclocking frequency
fmem_over> MEMOTY active ratio rmem,
1: Obtain parameters memory traffic b, PSPV, P
2. if b/bwy, < « then
3. /* CPU-intensive and weakly memory-intensive */
< (o ey <o
4 Fmem = k/m;
5: Scale down memory active ratio to Fmem;
6. Update memory power
Pmem(.fCPU_overv fDVFS > 'mem, fmem_over);
7. Calculate power savings
AP™ = P™™( fcpu overs fDVESs Fmems fmem_over) — P(l)nem,’
8:  Find the maximum Fepy_overx(1 < k& < K), which
satisfies APT + AP~ <0;
9: Output fcpu_over and F'mem;
10: end if
11: if b/bw;, > o then
12:  /* Strongly memory-intensive */ Determine fmem_overs
fmem_over € {Fmem_over_l ) Fmem_over_N};
13:  Set memory overclocking frequency to fimem_over;
14:  Update memory power
Pmem(fCPU_overv fDVFSa I'mem fmem_over);
15:  Calculate power increase
APt = P™M( fepu_overs SDVESs Tmem» fmem_over) — P(l)nem;
16:  Find the maximum Fpypsx(1 < k < M), which satisfies
APT + AP~ L 0;
17 Output fpyrs and fmem_over;
18: end if
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traffic ratio threshold. Here, bw,, represents the
default memory bandwidth in the baseline situation;
bw; represents the minimal memory bandwidth
when scaling down as much memory active ratio
as possible; and m is the number of memory
channels. In our experiment, the number of memory
channels equals the number of memory ranks. The
element bwg (k = 1,2, ..., m) represents the memory
bandwidth when memory active ratio is k /m.

The outputs for this algorithm include processor and
memory frequency scaling values and memory active
ratio. Processor frequency is either overclocked or
scaled down. Memory frequency is either overclocked
or kept unchanged. According to the memory traffic
ratio threshold provided by our algorithm, our algorithm
achieves near-optimal memory active ratio, which
determines an appropriate level from m-level memory
bandwidth.

The algorithm is divided into two parts. First, we
need to obtain three parameters, memory traffic b,
P§PY, PP™ by running an application and conducting
some performance profile and power measurements.
The initial processor power and memory power are
separately measured. Characterizing the applications
via profiling will not cause a limitation for our
approach, because in a supercomputing center, most
scientific computing applications often run multiple
times. Even if a profile-based approach consumes a
large amount of time on profiling data, we can still
benefit from the later process, which is running this
program repeatedly.

Second, according to the relationship between
b/bw,, and «, the algorithm is divided into two
branches: Steps 2-9 and Steps 11-17. In the former
branch, for CPU-intensive applications, Step 3 obtains
the optimal memory bandwidth bwy, and Step 4 obtains
the corresponding memory active ratio ryem. Power
saving comes from memory side because memory
active ratio is scaled down (Step 7). To satisfy the power
constraint condition APt + AP~ < 0, the maximal
processor overclocking frequency is calculated in Step
8. Finally, our algorithm outputs the data fcpy_over and
Tmem-

The other branch for the second part is for
memory-intensive applications. In Step 12, we
find a memory overclocking frequency from
[Finem_over_1» - - - » Fmem_overy]. Step 14 updates the
memory power after adopting memory overclocking.

Tsinghua Science and Technology, August 2019, 24(4): 468-483

Power increase comes from the memory side (Step
15). To satisfy the power constraint condition
APT + AP~ <0, the maximal processor DVFS
frequency is calculated in Step 16. Finally, our
algorithm outputs the data fpygs and fmem_over-

In the following section, we validate the effectiveness
of our algorithm via experiments.

4 Experiments

In this section, we introduce our experimental platform
and results.

4.1 Experimental platform

We used some parallel benchmarks from two
benchmark suites, which included all the benchmarks
in PARSEC!!®! and part of benchmarks in HPCCU6l,
All these benchmarks are listed in Table 2. They
are the representatives for many important scientific
applications and are divided into two types: CPU-
intensive and memory-intensive. Among memory-
intensive types, there are four benchmarks that belong
to weakly memory-intensive, and the other two belong
to strongly memory-intensive.

All benchmarks were executed with up to 20 threads.
In our experimental environment, the maximum number
of processor cores was 20. However, two benchmarks,
fluidanimate and facesim, cannot be executed with 20
threads because it requires the number of threads to
be the power of two. Therefore, the scale for these
two benchmarks was 16. For all the multi-threaded
benchmarks, each thread was mapped to one processor
core.

We used a dual-socket Intel/Linux system with a

Table 2 Benchmarks used in this study.

Benchmark Benchmark Scale Type

suite
PARSEC  Blackscholes 20 CPU-intensive
PARSEC  Bodytrack 20 CPU-intensive
PARSEC  Dedup 20 CPU-intensive
PARSEC  Fluidanimate 16 CPU-intensive
PARSEC  Freqmine 20 CPU-intensive
PARSEC  Swaptions 20 CPU-intensive
PARSEC  x264 20 CPU-intensive
PARSEC  Vips 20 CPU-intensive
PARSEC Canneal 20 Weakly memory-intensive
PARSEC  Facesim 16 Weakly memory-intensive
PARSEC  Ferren 20 Weakly memory-intensive
PARSEC  Streamcluster 20 Weakly memory-intensive
HPCC Stream 20  Strongly memory-intensive
HPCC RandomAccess 20 Strongly memory-intensive
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PR3016GS2 motherboard, two Intel Xeon E5-2660V3
processors, and 128 GB, 2133 MHz, and DDR4
memory. This motherboard supports RAPLI7! for
power measurement. The cores support DVES among
15 status, from 1.2 GHz to 2.6 GHz, with a step of
0.1 GHz. The thermal design power for these processors
is 105 W. To accurately measure the power results, we
disabled the processor hyperthreading.

Overclocking technology is
most current processors. Processor overclocking
can effectively provide much greater speedup for

widely used in

processors, which boosts application performance.
Similarly, memory overclocking can boost performance
for memory access. In our CEE algorithm, processor
overclocking and memory overclocking are adopted to
improve performance. More importantly, the system
reliability will not be greatly influenced through
overclocking. The reasons are as follows: (1) There
are several works in which overclocking technology
was used!’!314 In Ref. [1], system reliability was
evaluated by measuring the normalized failures in
time. The experimental results show that failure ratio
is not greatly influenced by processor overclocking.
(2) Currently, many researches!!®!? adopt processor
overclocking, memory overclocking, or both to improve
system performance. Their actual test observations
show that the system is reliable during overclocking.
(3) Compared with previous research works, our CEE
algorithm adopts processor overclocking with only
two levels and memory overclocking with only one
level. Therefore, processor overclocking and memory
overclocking are strictly limited within a certain range,
which furthermore guarantees system reliability when
we use the CEE algorithm.

Nowadays, there are many studies on overclocking,
and the main methods used in these studies to
overclock processors are Turbo Boost technology!?l,
overclocking by increasing multiple frequencies!!l, and
simulated overclocking!"®!. (1) Lo and Kozyrakis?"!
used Turbo technology for processors
overclocking. Turbo technology improves performance
through processor overclocking.  Its
overclocking value is transparent to users, and
users cannot set the desired overclocking value.
Our method needs to set a specific overclocking
frequency calculated by the CEE algorithm; thus,
Turbo Boost technology cannot be used to implement
our experiment. (2) Jang et all'l overclocked a

Boost

automatic

processor by setting BIOS and increasing multiple

frequencies. They used an Intel desktop processor
and gigabyte motherboard. Intel desktop processors
support processor overclocking by increasing multiple
frequencies, which provides hardware support for
dramatic/static  processor frequency adjustments.
Although this method can be used to set the desired
overclocking value, to date, there is no suitable API
for software-controlled dynamical overclocking of
processors. Therefore, the processor can only be
overclocked by a static method, like the BIOS, but
cannot be dynamically adjusted. However, Intel’s server
series chips, which are used in our experiment, do not
support multiple frequencies adjustment, as shown in
Table 3. Therefore, we cannot use the BIOS to achieve
static processor overclocking as in Ref. [1]. (3) Rubio et
al.l3! used DVFS technology to simulate overclocking,
using a Pentium M processor. The normal frequency
range of this processor is 600 MHz to 2 GHz, while
in the simulated overclocking, 1.8 GHz and 2.0 GHz
were used as the normal frequency and overclocking
frequency, respectively. Our experiments also included
simulated overclocking. For the processor we use,
the processor overclocking range was 2.6-3.1 GHz.
In our simulated overclocking, we assumed that 2.4
GHz was the nominal frequency while 2.5 GHz and
2.6 GHz were overclocking frequencies. At present,
simulated overclocking is a reliable method to use in
our platform. Table 4 lists the processor overclocking
frequency range used in our experiment.

We used a 128 GB DDR4 memory in our experiment.
The normal memory frequency was 2133 MHz. The
actual memory overclocking frequency range was
[2133 MHz, ..., 3000 MHz]. As for Intel Xeon E5-
2600V3, we used 1866 MHz as the normal memory

Table 3 Different processes and corresponding overclocking

technologies.
CPU Model Turbo Overclocking
maker support by BIOS
Intel Server (E5 2660V 3) Yes No
Desktop (i7-6700HQ) Yes Yes
AMD Server (Opteron X3000) Yes N\A
Desktop (Ryzen 7 1700) Yes Yes

Table 4 The parameter values in our experiment.

Parameter name Parameter value

[FCPU_over_l 5 % B39 FCPU_Over_K] [25 GHZ, 2.6 GHZ], K=2
[FDVFS_la ceng FDVFS_M] [1.2 GHZ, ey 2.4 GHZ], M =13
[Fmem_over_] s Fmem_over_N] [2133 MHZ], N =1
o 0.5
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frequency, rather than 2133 MHz, because Intel Xeon
E5-2600V3 does not support memory frequency higher
than 2133 MHz. The memory overclocking frequency
range was 1866-2133 MHz, which is also given in
Table 4.

To get some insight on the distribution of different
levels of memory traffic for each benchmark, we used
vtunel?! to count the information about memory traffic
every 1 ms. Then, we made a histogram of the memory
traffic, which divided the ranges of memory traffic
into bins. For example, for blackscholer benchmark,
there were five memory traffic bins, 2 GB/s, 5 GB/s,
8 GB/s, 11 GB/s, and 14 GB/s, as shown in Fig. 6.
The number of bins and the size of each bin depended
on benchmarks. Vtune counts the total elapsed time
in each bin. Then, we plotted a bar graph to show
the relative sizes of the bins. For example, Fig. 6
shows the histogram of memory traffic for blackscholer
benchmark. For all the memory traffic bins, we ignored
bins that had 0.5 s or less elapsed time. Then, we chose
the maximal one from the rest of memory traffic bins as
the memory traffic of this benchmark. For blackscholer
benchmark, 8 GB/s, 11 GB/s, and 14 GB/s bins were
ignored. Finally, we took 5 GB/s as the memory traffic
for blackscholer benchmark. We used powergov??! to
measure processor power consumption and memory
power consumption. The powergov uses the Intel
RAPL technology!”! to profile processor and memory
power consumptions. We used Intel® Memory Latency
Checker (MLC)?* to measure memory bandwidth and
memory access delay under the various memory traffic
conditions.

We needed to achieve processor frequency under

a given power. Lefurgy et al.’4

and Raghavendra
et al.l®! pointed out that the processor power is
approximately linear to the processor clock frequency:

Pp = a x fp + b.For different benchmarks, there were

30

250 23.81
Yool
Q
£
=15t
3
s10f 8.32
w
5 -
0.09 0.02 0.01
0 5 8 11 14

Memory traffic (GB/s)

Fig. 6 The blackscholer memory traffic.
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some changes in parameters a and bh. To obtain
more accurate parameters ¢ and b, one benchmark
was executed twice. Then, two groups of processor
frequency and processor power values could determine
the values of parameters a and b. According to this
processor power model and the determined parameters,
we could obtain processor frequency under a given
power consumption.

After processor frequency was adjusted, memory
power was nearly unchanged. In our experiment, we
measured the memory power on a real hardware under
several processor frequencies and found memory power
hardly changed by processor frequency scaling, as
shown in Fig. 7. We assumed memory power was
constant.

4.2 Experiment results

In this section, we introduce our experimental results
and analyses. All the experimental data were obtained
via measurements conducted at least three times. We
took the average of these three values as the final result
for each experimental data. Some slight fluctuations
existed because of system factors, such as cache.
To eliminate such interference, we needed to more
measurement runs.

4.2.1 Overall results

Our CEE algorithm can greatly improve performance.
As Fig. 8 shows, the average performance improvement
was up to 9.3% for all the 14 benchmarks, and the
maximal performance improvement was up to 13.1%
for dedup benchmark.

Our CEE algorithm can guarantee no increase in
total power consumption, as shown in Fig. 9. For
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Fig. 7 Plot showing the changes in memory power
consumption for all the benchmarks; the changes were
insignificant, irrespective of if processor DVFS or processor
overclocking was used.
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Fig. 9 Total power consumption before and after applying
CEE algorithm.

some benchmarks, it greatly reduced the total power
consumption. This is because scaling down memory
active ratio by closing memory ranks can save a large
amount of memory power consumption. We noticed
that limited processor overclocking frequency stopped
the power increase from reaching the upper bound
of our model. The higher the processor overclocking
frequency, the more the performance boosts.

As Fig. 1 shows, we considered four kinds of energy
efficiency methods, as well as our CEE algorithm, in our
model. For three types of applications, different energy
efficiency methods were adopted to improve their
performance and control power consumption. Table 5
lists the corresponding energy efficiency methods for
each benchmark.

Our approach did not increase the total power
consumed, as shown in Fig. 9. For some applications,
it reduced power prominently. This is because closing
memory rank can save a lot of power and we cannot
increase processor frequency unlimitedly. If we can
raise the processor overclocking frequency, we can get
more performance boost.

Table 5 Energy efficiency methods adopted for each
benchmark according to CEE algorithm.

Energy efficiency
method for

Energy efficiency
Benchmark method for
improving performance power control
Blackscholes Processor overclocking Active ratio adjustment
Bodytrack  Processor overclocking Active ratio adjustment
Dedup Processor overclocking Active ratio adjustment

Fluidanimate Processor overclocking Active ratio adjustment

Freqmine  Processor overclocking Active ratio adjustment
Swaptions  Processor overclocking Active ratio adjustment
x264 Processor overclocking Active ratio adjustment
Vips Processor overclocking Active ratio adjustment
Canneal Processor overclocking Active ratio adjustment
Facesim  Processor overclocking Active ratio adjustment
Ferret Processor overclocking Active ratio adjustment
Streamcluster Processor overclocking Active ratio adjustment
Stream Memory overclocking DVEFS
RandomAccess Memory overclocking DVFS

we used different
technologies. The technologies adopted for each
benchmark are listed in Table 5.

For different applications,

4.2.2 Performance results

This subsection shows the performance results of our
CEE algorithm. The performance results are divided
into three parts according to application type.

(1) CPU-intensive applications

For CPU-intensive benchmarks, such dedup, canneal,
processor overclocking frequency can reduce CPU time
and memory latency.

Figure 10 shows the memory bandwidth of the real
hardware and memory traffic for each benchmark.

[ Memory traffic [ Memory bandwidth (baseline) Il Memory bandwidth (CEE)

Memory traffic or memory bandwidth (GB/s)

Benchmark

Fig. 10 Memory bandwidth reduction via CEE algorithm;
memory bandwidth was greatly reduced, and the reduced
memory bandwidth was still much higher than memory
traffic.
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The memory bandwidth (baseline), indicated by the
darker column bar, is fixed and does not depend on
applications. The column bar marked as memory traffic
is much lower than memory bandwidth.

According to the memory active ratio threshold «, the
CEE algorithm obtained the greater reduced memory
bandwidth. As Fig. 10 shows, the rightmost column
bar is much lower than the middle column bar for each
group of bars. Moreover, reducing memory active ratio
will cause little performance loss, as shown in Fig. 2.
Furthermore, we tested only scaling down memory
active ratio according to the CEE algorithm, and found
that only scaling down memory active ratio will hardly
influence the execution time, as shown in Fig. 11.
We took two benchmarks, dedup and canneal, as an
example. According to our CEE algorithm, the memory
active ratios for these two benchmarks were scaled
down to 0.25. When we only considered scaling down
memory active ratio, without scaling down processor
overclocking frequency, the execution times for this
situation were not higher than those of the baseline and
were even less, as shown in Fig. 11. Meanwhile, for
the dedup and canneal benchmarks, power was saved
by 31.3% and 23.9%, respectively, as shown in Fig. 12.

(2) Strongly memory-intensive applications

For strongly memory-intensive benchmarks, such as
RandomAccess and Stream, the processor overclocking
frequencies could not improve performance. According
to the memory active ratio threshold o = 0.5, the
memory traffic values of RandomAccess and Stream
were higher than the threshold by 14.2% and 7.0%,
respectively. According to Fig. 13, the processor
overclocking frequencies (2.5 GHz and 2.6 GHz) could

N Baseline B Only memory active ratio adjustment according to CEE

e
o
T

o
»

0.2

Normalized execution time

Benchmark

Fig. 11 Effect of scaling down memory active ratio without
processor overclocking frequency on the execution time
of CPU-intensive applications; execution time was hardly
affected.
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EEl Baseline M Only memory active ratio adjustment according to CEE

Normalized total power consumption

Benchmark

Fig. 12 Effect of scaling down memory active ratio
without processor overclocking frequency on the total power
consumption for CPU-intensive applications; total power
consumption was greatly reduced.
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Fig. 13 Effect of processor overclocking on performance.
For strongly memory-intensive applications, processor
overclocking (2.5 GHz and 2.6 GHz) could not improve
performance. In the entire processor DVFS range, there was
nearly no change in the execution time, which means a lot of
processor idle time was available in this case.

not improve performance. Meanwhile, from Fig. 13,
we can conclude that there was a lot of CPU idle time.
When the processor clock frequency was scaled down
from 2.4 GHz to a lower level, even to 1.2 GHz, there
was almost no loss in performance.

In this situation, memory overclocking frequency
increased memory bandwidth and reduced memory
access delay.

(3) Weakly memory-intensive
applications

Among all the memory-intensive applications, some
applications will not benefit from memory overclocking
and processor DVFS. In Fig. 14, the four leftmost
benchmarks are weakly memory-intensive. As the
figure shows, when we adopted memory overclocking

(in-between)
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Fig. 14 Effect of memory overclocking and processor DVFS
on performance. For weakly and strongly memory-intensive
applications, memory overclocking and processor DVFS did
not guarantee improving performance without increasing
total power consumption. (The four leftmost benchmarks
belong to weakly memory-intensive, and the two rightmost
belong to strongly memory-intensive.)

and processor DVFS, the average performance loss for
these four benchmarks, i.e., canneal, facesim, ferret,
and streamcluster, was up to 2.9%, and the maximum
performance loss was up to 5.6%, which was for
facesim benchmark. Therefore, memory overclocking
and processor DVFS were not certain to improve
performance and control the total power consumption
from increasing for all memory-intensive applications
(including weakly and strongly).

In our CEE algorithm, for weakly memory-intensive
applications, we adopted processor overclocking
and memory active ratio scaling down instead of
memory overclocking and processor DVFS. As Fig. 15
illustrates, when we adopted processor overclocking
and memory active ratio scaling down, the average
performance improvement for these four benchmarks
(canneal, facesim, ferret, and streamcluster) was 9.9%,
and the maximal performance improvement was up to
13.2%, which was for canneal benchmark.

4.2.3 Total power results

To distinguish the power increase part and power
decrease part in the total power consumption, we
present a plot in Fig. 16. It can be clearly seen that
the power consumption decrease column is sometimes
much larger than the power consumption increase
column. Overall, the CEE algorithm can ensure that
AP~ + AP 0.

For CPU-intensive and weakly memory-intensive
applications, first, we calculated AP~ according to

[ Execution time [ The total power consumption
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Fig. 15 Effects of processor and memory overclocking
techniques on performance. For weakly memory-intensive
applications, memory overclocking and processor DVFS
were replaced by processor overclocking and memory active
ratio scaling down techniques; performance was improved
without increasing total power consumption. For strongly
memory-intensive applications, memory overclocking
and processor DVFS were adopted. (The four leftmost
benchmarks belong to weakly memory-intensive, and the
two rightmost belong to strongly memory-intensive.)
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Fig. 16 Power increase part and power decrease part in the
total power consumption.

the reduced memory active ratio. Then, we obtained
AP according to AP~ + APT < 0. This means we
can use processor overclocking to improve performance
without total power increase.

For strongly memory-intensive applications, first, we
obtained AP ™ according to the memory overclocking.
Because there was only one level for memory
overclocking frequency in our experiment as Table 4
shows, the power consumption increase AP from
memory overclocking frequency was not very high.
Thus, we can use processor DVES to save power and
ensure AP~ + APT <0.
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5 Related Work

High power and high energy consumption has
become one of most important concerns in computer
systems studies, particularly in high-performance
computing?®2”l. A large number of approaches are
focused on this issue. Most low-power techniques save
power consumption by scaling down processor clock
frequency!?®2%1, Although these low-power techniques
can reduce energy consumption, they will usually result
in the performance loss. Another type of low-power
approach®” is not only scaling down processor clock
frequency but also changing the number of active cores
for power savings. In Refs. [31, 32], near-threshold
computing technology was used to explore power-
efficiency under performance constraints by a 128-
core chip operating at the near-threshold region. In
addition to reducing processor power consumption,
Refs. [33-36] focused on how to reduce memory energy
consumption.

Besides low-power techniques, researchers have also
focused on power-constrained problems for computing
nodes. In Refs. [8—12], power was reasonably allocated
to CPU and memory for performance improvement
within the power limits. The main idea was that for
different applications, the power demands of processor
and memory are different. According to applications’
characteristics, the researchers allocated power to CPU
and memory to satisfy their demand for performance
and power. Furthermore, Refs. [37-40] focused on a
cluster. When the power of a cluster is limited, first, the
researchers needed to set the number of active nodes
according to an application’s scalability. Second, they
needed to allocate the power to compute nodes, and also
allocated the power to processor and memory in one
node ultimately. Finally, they improved application’s
performance within the power constraints.

The work most related to ours is on developing
balanced energy-efficient systems, which equally
maximize the utilization of all components such
that no component in the system is a bottleneck.
Since components, e.g., processors and memory,
are not power-proportional, they can achieve their
highest energy efficiency when operated at maximum
utilization. As a result, balanced systems also maximize
performance for a given amount of energy because
they eliminate bottlenecks and allocate the energy most
efficiently. There are several works having a similar

[5-7

idea with the abovel>1, However, they are focused on
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data-intensive systems that balance processor utilization
and storage I/O. In these works, the platform to be
balanced is designed; that is, few processors are paired
with lots of disks, or a flash is used.

Our work applies a similar concept to
computationally or  memory-intensive  High
Performance Computing (HPC) applications. Basically,
our algorithm recognizes when the power allocated
to the processor is not being fully utilized (and thus
is not at peak energy efficiency and is a bottleneck)
and shifts that power to the memory system, which
increases the utilization of the processor and the
memory system, and also increases the performance
for a given amount of energy. We use various existing
dynamic power management mechanisms for CPUs
and memory to shift the power. In addition, we use
processor and memory overclocking techniques to
realize performance improvement, which are seldom
used. Lo and Kozyrakis™®! found that overclocking
technology can result in higher energy efficiency in
some situations.

Our research work focuses on how to coordinate
the processor and memory in a multicore-based system
for performance improvement while keeping total
power consumption from increasing. Our research
work is different from the previous works in the
literature®'?!. Ge et al.l'” focused on the problem of
coordinated power allocation between processors and
memory modules on power-bounded systems. They
found that cross-component power coordination had
great influence on application performance. We are
also concerned about the coordination of processor
and memory when overclocking and power-saving
techniques are used. The difference between our work
and the previous works is that those works are focused
on power-bounded computing, while we study how
to improve performance while ensuring no increase
in total power consumption. We use overclocking for
performance boost, but the previous researchers did not
use overclocking technique. Lo and Kozyrakis®” found
that overclocking technology can result in higher energy
efficiency in some situations.

6 Conclusion

Improving the energy efficiency of a processor-memory
system is significant. This is because higher energy
and power consumption has become one of biggest
challenges for computer systems, particularly high-
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performance computing systems. For better energy
efficiency, our objective is to boost performance
while guaranteeing no increase in the total power
consumption. This is quite different from reducing
power consumption as much as possible with a
little performance loss. We built a processor-memory
energy efficiency model for multicore-based systems to
coordinate processor and memory power distribution.
Using four kinds of energy efficiency techniques—
processor overclocking, processor DVFS, memory
active ratio adjustment, and memory overclocking—
our model explores performance boost opportunities
and satisfies power control demand. We also propose
a processor and memory coordination-based holistic
energy-efficient algorithm to implement performance
boost while the total power consumption does not
increase. We provide detailed experimental results that
validate the effectiveness of our model and algorithm.
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