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Abstract: Service recommendation provides an effective solution to extract valuable information from the huge

and  ever-increasing  volume  of  big  data  generated  by  the  large  cardinality  of  user  devices.  However,  the

distributed  and  rich  multi-source  big  data  resources  raise  challenges  to  the  centralized  cloud-based  data

storage  and  value  mining  approaches  in  terms  of  economic  cost  and  effective  service  recommendation

methods.  In  view  of  these  challenges,  we  propose  a  deep  neural  collaborative  filtering  based  service

recommendation  method  with  multi-source  data  (i.e.,  NCF-MS)  in  this  paper,  which  adopts  the  cloud-edge

collaboration  computing  paradigm  to  build  recommendation  model.  More  specifically,  the  Stacked  Denoising

Auto  Encoder  (SDAE)  module  is  adopted  to  extract  user/service  features  from  auxiliary  user  profiles  and

service  attributes.  The  Multiple  Layer  Perceptron  (MLP)  module  is  adopted  to  integrate  the  auxiliary

user/service features to train the recommendation model. Finally, we evaluate the effectiveness of the NCF-MS

method  on  three  public  datasets.  The  experimental  results  show  that  our  proposed  method  achieves  better

performance than existing methods.
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1　Introduction

Nowadays,  the  explosive  development  of  Internet-of-

Things  (IoT)  has  spawned  a  huge  and  ever-increasing
volume  of  data  from  a  large  cardinality  of  user
devices[1].  The  massive  and  sparse  big  data  resources
make it difficult for users to obtain the information that
meets  their  requirements  accurately,  which  causes  the
problem of “information overload”[2, 3]. As an effective
method to address the “information overload” problem,
service  recommendation  approaches[4, 5] could  extract
user  preferences  from  the  big  data  resources,  which
could greatly help to reduce the data load and improve
user  experience.  In  practice,  service  recommendation
applications  have  been  widely  adopted  in  multiple
areas,  including  news  recommendation[6],  travel
recommendation[7],  transportation  recommendation[8],
IoT  device  placement  recommendation[9],  and  Web
API recommendation[10, 11], to name a few.

The  distributed  and  rich  multi-source  big  data
resources  raise  challenges  to  the  centralized  cloud-
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based data storage and value mining approach in terms
of  economic  cost  and  effective  service
recommendation  methods[12−15].  On  one  hand,  the
centralized  cloud-based  service  recommendation
methods  require  the  big  data  to  be  transferred  to  the
cloud  center  for  further  data  analysis  and
recommendation  computing,  which  will  bring  huge
data  transmission  cost  and  time  cost.  Moreover,  the
cloud  server  should  reserve  huge  storage  space  to
maintain  the  big  data  for  analysis.  On  the  other  hand,
the  multi-source  data  generated  by  distributed  user
devices  contain  various  data  information,  such as  user
profiles,  service  attributes,  user-service  interaction
records,  making  it  a  challenge  to  provide  accurate
recommendation decisions.

Fortunately,  the  recently  emerged  cloud-edge
collaboration  computing  paradigm[16] provides  a
possible  solution  to  enable  partial  computing  and
storage  resources  to  be  closer  to  user  device  side,
which  could  greatly  save  the  cost  to  build  service
recommendation  models  over  the  huge  volume  of  big
data resources. With a typical cloud-edge collaboration
architecture,  some  pre-processing  work  with  low
resource  consumption  could  be  accomplished  on  edge
servers;  while  the  main  work  to  train  service
recommendation  model  with  high  resource
consumption  could  be  executed  on  cloud  servers.
Therefore,  we  could  implement  the  service
recommendation  method  via  the  popular  cloud-edge
collaboration computing paradigm.

Moreover,  the  multi-source  data  in  format  of  user
profiles,  service  attributes,  as  well  as  user-service
interaction  records  produced  by  distributed  user
devices  poses  challenge  to  produce  accurate  service
recommendation  results.  Due  to  the  powerful  fitting
ability,  deep  learning  has  been  widely  adopted  in
service  recommendation,  which  could  extract  latent
user/service features from various multi-source data to
obtain  accurate  recommendation  decisions.  The  most
representative  deep  learning  based  service
recommendation  method  is  Neural  Collaborative
Filtering (NCF) proposed by He et al.[17], which adopts
the  deep  neural  network  to  capture  the  non-linearity
relationship  between  users  and  services  from  the
implicit  user/service  interaction  records.  However,  the
native  NCF  method  faces  data  sparsity  issue[18, 19],
which  is  caused  by  the  missing  data  records  in  the
user/service interaction records. How to fuse the multi-

source  data  into  the  NCF  method  to  improve
recommendation accuracy is a challenging problem.

Based on aforementioned observations, in this paper,
we propose a  deep neural  collaborative filtering based
service recommendation method, i.e., NCF-MS, which
fuses multiple data sources into the native NCF model
to improve the accuracy of recommendation decisions.
Moreover,  we  adopt  the  popular  cloud-edge
collaboration  computing  paradigm  to  implement  the
NCF-MS model in a distributed manner. In general, the
main  contributions  of  our  work  are  summarized  as
follows:

●  We  propose  the  NCF-MS  method,  which  fuses
multi-source  data  into  the  native  NCF  model  to
overcome  the  sparsity  issue  with  typical  NCF  model.
The user  profiles  and service  attributes  are  adopted as
auxiliary  information  to  overcome  the  sparsity  issue
caused  by  missing  user-service  interaction  records,  so
as to improve recommendation accuracy.

●  The  Stacked  Denoising  Auto-Encoder  (SDAE)
component is adopted to extract user and service latent
features  from  the  multi-source  auxiliary  user  profiles
and  service  attribute  information.  The  Multiple  Layer
Perceptron  (MLP)  component  is  adopted  to  train  the
recommendation  model  with  the  extracted  latent
user/service features.

● The popular cloud-edge collaboration architecture
is adopted to implement the proposed NCF-MS model,
where  the  SDAE module  is  deployed  on  edge  servers
to  extract  latent  user/service  features,  and  the  MLP
module  is  deployed  on  cloud  server  to  train  the
recommendation model.

●  A  set  of  simulations  on  three  public  datasets  are
implemented to evaluate the performance of the NCF-
MS model.

The  reminder  of  this  paper  is  organized  as  follows:
Section  2  reviews  existing  works  on  cloud-edge
collaboration  architecture  based  service
recommendation  models,  deep  collaborative  filtering
models,  and recommendation model with multi-source
data,  respectively.  Section  3  introduces  preliminaries
on SDAE, MLP, and NCF model, respectively. Section
4  introduces  the  system  framework  for  the  NCF-MS
recommendation model.  Section 5 describes our NCF-
MS method in detail. Section 6 evaluates the NCF-MF
method  via  a  set  of  experiments  on  three  public
datasets.  Section  7  concludes  this  paper  and  discusses
future work.
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2　Related Work

Since  we  explore  how  to  implement  a  deep
collaborative  filtering  based  service  recommendation
method  on  multi-source  data  over  the  cloud-edge
collaboration architecture in this paper, we are going to
review  existing  works  on  cloud-edge  collaboration
architecture  based  service  recommendation  models,
deep  collaborative  filtering  models,  and
recommendation  methods  with  multi-source  data,
respectively.

2.1　Cloud-edge  collaboration  architecture  based
service recommendation models

Cloud-edge  collaboration  architecture  is  a  popular
system-level  computing  architecture,  where  the
computing  and  storage  resources  of  the  edge  servers
are fully taken advantage of to reduce data transfer cost
between user devices and the centralized cloud server.
Therefore,  it  is  treated  as  a  beneficial  complement  to
the  traditional  cloud-based  centralized  systems,  which
could reduce the load of a cloud platform and improve
the  execution  efficiency  of  distributed  tasks
significantly.

However,  although  the  cloud-edge  collaboration
architecture  has  been  proposed  and  achieved  wide
attention  from  both  industry  and  academia,  existing
works on adopting this architecture to build distributed
service  recommendation  models  are  relatively  scarce.
Most  of  existing  works  on  cloud-edge  collaboration
architecture  is  about  how  to  optimize  the  offloading
process  to  achieve  optimal  resource  allocation  and
utilization.  For  example,  Zhou  et  al.[20] proposed  a
smart  routing  method,  which  uses  network  coding
combined with opportunistic routing to improve energy
efficiency  in  wireless  IoT  infrastructure,  to  reduce
communication  bandwidth  and  data  latency  between
IoT  edge  servers  and  the  centralized  cloud  server.  Jia
et  al.[21] studied a resource optimization method based
on  CNN  model  (CroApp)  to  optimize  the  resource
consumption  within  the  CNN  model  and  cloud-edge
collaboration enabled applications.

Moreover,  exploring  how  to  build  application  over
the cloud-edge collaboration architecture also achieved
wide  attention.  For  example,  Xu  et  al.[22] proposed
DisCOV,  which  is  to  detect  COVID-19  from  CXR
images  with  edge-cloud  collaboration.  Nguyen[23]

explored to build recommendation systems over cloud-
edge collaboration framework. In his design, the native

SVD method is optimized as a distributed method to fit
the  cloud-edge  collaboration  framework.  However,  he
only takes the user-service interaction records as input
for  the  SVD  recommendation  model,  which  does  not
consider  how  to  take  advantage  of  the  multi-source
data  such  as  user  profiles  and  item  attributes  to
improve recommendation accuracy.

In  this  work,  we  explore  how  to  build  a  service
recommendation model with multi-source data over the
cloud-edge  collaboration  architecture.  In  our  design,
we focus on splitting the working process of the service
recommendation  model  into  two  major  parts:  feature
extraction  process  as  well  as  model  training  process.
The  feature  extraction  process  is  deployed  on  edge
servers;  while  the  model  training  process  is  deployed
on  the  cloud  server.  Therefore,  the  resources  on  edge
servers  could  be  taken  fully  advantage  of  to  improve
resource  utilization  of  edge  servers,  as  well  as  reduce
data  transfer  cost  between  the  edge  servers  and  the
cloud servers.

2.2　Deep collaborative filtering models (CFM)

With  the  continuously  development  of  deep  learning
(DL)  techniques,  DL  has  been  widely  adopted  in
various  areas  and  achieves  outstanding  performances.
DL could map multiple and heterogeneous data sources
into an identical latent space, and capture accurate data
features  from  the  data  samples.  Therefore,  deep
learning  technique  has  been  widely  adopted  to  extract
user/service features in recommendation models.

For  example,  the  auto  encoder  is  a  typical  feature
extraction  tool  of  deep  learning  techniques.  It  can
encode  the  data  samples  and  learn  latent  and  low-
dimensional  data  features  by  the  encoding  and
decoding  operations.  Li  and  He[24] proposesd  an
AutoRec model to capture both user and service latent
features  to  lower  the  reconstruction  losses.  Ortega
et  al.[25] extended  AutoRec  by  adding  denosing
functions  to  implement  the  CFM  model,  which  also
fuse auxiliary information to improve recommendation
accuracy.

Moreover,  there  are  quite  a  few works  adopting  the
deep  learning  techniques  to  learn  the  interactions
between the user and service features. For example, He
et  al.[17] proposed to adopt  the deep neural  network to
capture  the  complex  linear  and  non-linear  relationship
between user and service latent features. Salakhutdinov
et  al.[26] firstly  adopted  the  deep learning  technique  to
handle  the  recommendation  prediction  problem,  and
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design  a  Restricted  Boltzman  Machine  (RBM)  based
collaborative recommendation model. Vincent et al.[27]

extended the model proposed by Salakhutdinov, which
capture  the  similarity  and  randomness  of  user’s  rating
scores.

In  this  work,  we  take  advantage  of  the  powerful
fitting ability of deep learning tools to build the multi-
source  data  driven  service  recommendation  model,
where  the  SDAE module  is  deployed  to  extract  latent
user/service  features  from  auxiliary  information
including user profiles and service attributes; while the
MLP  module  is  adopted  to  fuse  multi-source
user/service  features  and  train  the  deep  neural
collaborative  filtering  model  to  predict  user/service
interaction score.

2.3　Recommendation  models  with  multi-source
data

Fusing  multi-source  auxiliary  data  into  the
collaborative recommendation model is one of the most
effective  solutions  to  address  the  data  sparsity  issue
with  native  collaborative  filtering  methods.  Existing
multi-source  data  driven  recommendation  models  can
be  divided  into  two  categories:  social  network  based
recommendations  and  text  comment  based
recommendations.

Social  network  based  recommendation  methods
normally  build  a  social  network  between  users
according to their  preferences.  They believe that  users
with  similar  interests  tend  to  accept  the  services
consumed  by  their  friends.  Typical  social  network
based  recommendation  methods  include  SoRec[28],
SocialMF[29],  TrustWalker[26],  and  TrustSVD[30],  to
name  a  few.  Among  existing  social  network  based
recommendation  methods,  one  typical  solution  is  to
fuse  the  social  information  into  the  neighbourhood
based  recommendations.  For  example,  TrustWalker
considers both the user-service rating scores as well as
the comments to recommend similar services. Another
solution is to fuse the social information into the model
based recommendations. For example, the SocialMF[29]

and  SoReg[31] consider  both  the  matrix  factorization
model  as  all  as  the  trustworthiness  to  make  the
recommendation decisions.

Text comment based recommendations, on the other
hand,  fuse  user  comments  into  the  collaborative
recommendation  models  to  make  recommendation
decisions. In practice, text comments normally contain
user  preference  and  service  features,  which  could  be

adopted to build user profiles and service profiles. The
challenge  to  fuse  text  comment  into  collaborative
recommendation  models  is  to  extract  the  user/service
features  from  the  non-structural  texts.  Both  typical
machine  learning  methods  and  deep  learning
techniques  could  be  adopted  to  extract  user/service
features  from  the  text  information.  Typical  text
comment  based  recommendation  models  include
DeepCoNN[32], NARRE[33], and SentiRec[34], for which
the  common  solution  is  to  transfer  text  into  a  word
vector,  then  extract  user/service  feature  from  text  to
build user/service profiles.

Based  on  aforementioned  discussion,  fusing  multi-
source  data  into  recommendation  model  is  a  common
solution to  address  the  data  sparsity  issue  with  typical
collaborative  filtering  methods.  However,  how  to
consider  both  the  multi-source  data  and  the  non-
linearity  relationship  between  user  and  service  latent
features  still  need  further  exploration.  In  view  of  this
observation,  in  this  work,  we  propose  the  NCF-MS
method  to  fuse  multi-source  data  into  the  deep  neural
network  to  capture  more  accurate  user  preference  and
user/service  interaction  relationships  to  improve
recommendation accuracy.

3　Preliminary

3.1　SDAE

SDAE  is  an  extension  of  the  stacked  autoencoder,
which is a self-supervising model to extract  an unique
latent  representation  for  each  input  data  sample.  In
SDAE,  denoising  autoencoders  are  stacked  to  form  a
deep  network,  which  is  trained  to  obtain  the  latent
representation for each data sample by minimizing the
error  of  reconstructing  the  input.  As  shown  in Fig.  1,
the  SDAE  architecture  consists  of  three  main  layers:
the input  layer,  the latent  representation layer,  and the
 

… … … … …

 
Fig. 1    Stacked denoising auto encoder model.

    900 Tsinghua Science and Technology, June 2024, 29(3): 897−910

 



output layer. The raw input is de-noised to generate the
input  data  sample,  which  will  be  encoded  via  an
autoencoder  to  obtain  the  latent  representation.
Furthermore,  the  latent  representation  is  reconstructed
by  the  decoding  layer  to  reconstruct  the  data  sample.
The training process is to learn the parameters of each
autoencoder layer, which will help to extract the latent
representation of each data sample.

xi

(W,b)

xl xl

xo

(W,b)
xi xo

For  example,  the  input  data  sample  is  weighted
with  parameters ,  which  will  be  further  mapped
with  an  activation  function  (e.g.,  Sigmoid)  to  produce
the  latent  representation .  Moreover,  will  be
mapped  via  reverse  weighting  process  to  produce  the
output .  The  training  process  is  to  learn  the
parameters  iteratively, to minimize the difference
between  the  input  and  the  output .  After  the
training  process,  the  latent  representation  layer  plays
the role of encoder to produce the latent feature of the
input data sample. The objective function of the SDAE
model could be depicted by Formula (1):
 

min ||xi− xo||2+λΣ||W ||2 (1)
λ || · ||where  is  a  regularization parameter  and  denotes

the Frobenius norm.
In  our  proposed  NCF-MS  service  recommendation

model,  we  adopt  the  SDAE  module  as  a  feature
extraction  tool  to  extract  latent  user/service  features
from  the  auxiliary  multi-source  data  of  user  profiles
and  service  attributes.  Furthermore,  the  latent
user/service  features  will  be  adopted  as  input  to  train
the  service  recommendation  model  with  an  MLP
module. The details will be introduced in Section 5.

3.2　MLP

x

MLP  could  be  treated  as  a  feed  forward  neural
network. Similar to typical neural networks, MLP also
has input layer, latent layer as well as output layer. The
middle  latent  layer  could be a  single  layer  or  multiple
layers. As shown in Fig. 2, in MLP, all the neurons are
fully  connected  to  the  neurons  in  the  next  layer.
Suppose the initial input of the MLP network is , the

W(1)

b(1)

a1

weight of the input layer to the first latent layer is ,
and  the  bias  is .  Therefore,  the  input  of  the  first
latent layer  is
 

a(1) =W(1)x+b(1) (2)

l-th f (l)

(l−1)-th l-th
W(l) b(l) l-th

a(l)

Each  layer  takes  a  non-linear  activation  function  to
enhance  the  non-linearity  of  each  latent  feature.
Suppose the activation function of the  layer is ,
and the weight of the  layer to the  layer is

,  the  bias  is .  Therefore,  the  output  of  the 
latent layer could be noted as :
 

a(l) = f (l)(W(l)a(l−1)+b(l)) (3)

W(l+1) b(l+1)

y

The weight for the latent layer to the output layer is
,  and  the  bias  is .  Therefore,  the  output  of

the whole MLP network is :
 

y = f (l+1)(W(l+1)a(l)+b(l+1)) (4)
y

Uu

Ii y′ui

y′ui yui

In  the  context  of  collaborative  filtering,  is  the
predicted  user-service  rating  score  for  user  on
service : .  And  similar  to  the  SDAE  model,  the
objective  function  for  MLP  model  is  to  minimize  the
difference  between  the  predicted  user-service  rating
score  and the actual user-service rating score .
 

min ||y′ui− yui||2+λΣ ||W ||2 (5)

λ

|| · ||
Similar  in  Formula  (1),  is  a  regularization

parameter and  denotes the Frobenius norm.
In this work, we adopt the MLP module to train the

recommendation  model,  where  the  input  of  the  MLP
module  is  the  dot  product  of  latent  user/service
features,  and  the  output  is  the  predicted  user-service
rating score. With the training process of MLP, we can
obtain  the  optimal  parameters  and  make
recommendation decision for each user.

3.3　NCF

NCF  model  was  firstly  proposed  by  He  et  al.[17] to
overcome the limitation of typical Matrix Factorization
model  which  could  only  obtain  linear  relationship
between  user  and  service  features.  In  NCF,  the  MLP
model  is  adopted  to  learn  the  arbitrary  function
between  the  user/service  features  and  the  predicted
user-service  rating  score.  The  MF  model  adopts  inner
product of vectors, which could only learn the linearity
function between the  user/service  latent  representation
and  the  rating  score.  While  in  NCF,  multiple
perceptrons  are  stacked  to  simulate  the  complex
interactions  between  user/service  latent  features  and
the user-service rating score.

 

 
Fig. 2    Multiple layer perceptron model.
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As  shown  in Fig.  3,  the  raw  user  and  the  service
features are mapped into a latent vector via embedding
techniques.  Furthermore,  the user  latent  vector  and
the  service  latent  vector  are  concatenated  to
generate the initial input for the NCF module. In NCF
module,  multiple  perceptrons  are  stacked  to  learn  the
parameters for the mapping from the user/service latent
vector  to  the  user-service  rating  score.  The  objective
function  of  the  NCF  model  is  identical  to  the  one
adopted in the MLP module, which is to minimize the
difference  between  the  predicted  user-service  rating
score and the actual user-service rating score, which is
depicted in Formula (5).

4　System  Framework  for  NCF-MS
Recommendation Model

As mentioned in Section 1, we take the popular cloud-
edge collaboration architecture to implement the NCF-
MS  recommendation  model  in  this  work.  In  this
section, we will introduce the system framework of the
NCF-MS recommendation model and describe how the
cloud-edge collaboration architecture works to support
the NCF-MS recommendation model.

4.1　System framework

Figure  4 depicts  the  system  framework  of  the  cloud-
edge  collaboration  architecture  based  NCF-MS
recommendation model.  As shown in Fig.  4,  there  are
three  major  parts  in  the  system  framework  for  the
NCF-MS  recommendation  model:  user  devices,  an
edge  server  group  and  a  centralized  cloud  server,
respectively.  User  devices  are  responsible  for
collecting  multi-source  data,  including  user  profiles,
service attributes as well as the user-service interaction
records,  which  constitutes  the  training  dataset  for

further  recommendation  computing.  The  edge  servers
are  deployed  close  to  the  distributed  user  devices,
which  are  to  handle  the  user/service  latent  feature
extraction. While the centralized cloud server is taking
the  user/service  latent  feature  from  the  edge  server  as
input  to  train  the  recommendation  model  to  make
recommendation decisions.

In  our  design,  the  NCF-MS  recommendation  model
consists  of  two  major  components:  an  SDAE  module
and  an  MLP  module.  The  SDAE  module  is  deployed
on edge servers that are close to user devices. And the
SDAE  module  is  responsible  for  extracting  latent
user/service features from the user profiles and service
attributes collected by user devices. On the other hand,
the  MLP  module  is  deployed  on  the  cloud  server,
which  concatenate  user/service  features  received  from
edge servers,  and train the recommendation model  via
a  deep  neural  network  to  predict  user-service  rating
score. By dividing the model training process into fine-
grained  feature  extraction  process  and  model  training
process,  we could take full  advantage of the resources
on edge servers and cloud servers, therefore to improve
resource  utilization  rate  and  save  economic  cost  in
terms of data transfer and time consumption.

4.2　Working process of NCF-MS recommendation
model

With  the  support  of  the  cloud-edge  collaboration
computing  architecture,  the  working  process  of  the
NCF-MS  recommendation  model  mainly  consists  of
three phases:

● Phase  1. Feature  Extraction:  In  this  phase,  the
multi-source  data  including  user  profiles  and  service

 

Input

NCF

Embedding

 
Fig. 3    NCF model.

 

MLP: model training

SDAE: feature extraction

User device: data collection

 
Fig. 4    System framework for NCF-MS model.
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attributes  are  transferred  to  the  edge  server  group,
which  will  adopt  the  SDAE  module  to  extract
user/service latent features.

● Phase  2. Model  Training:  With  the  latent
user/service  features  extracted  by  the  SDAE
component,  cloud  server  will  concatenate  the  latent
user/service  features  extracted  from  user  profiles  and
service  attributes,  and  take  the  MLP  deep  neural
network to train the recommendation model.

● Phase  3. Recommendation  Prediction:  With  the
trained recommendation model, we could calculate the
predicted  rating  score  for  each  user/service  pair  and
recommend uncalled services for each target user.

The details of feature extraction, model training, and
recommendation  prediction  will  be  introduced  in
Section 5.

5　NCF-MS:  Deep  Neural  Collaborative
Filtering  Based  Service  Recommendation
Model with Multi-Source Data

In  this  section,  we  will  introduce  the  details  of  our
proposed NCF-MS recommendation model.

The overall  design of the NCF-MS recommendation
model  is  depicted  by Fig.  5.  As  shown  in Fig.  5,  the
NCF-MS model consists of two major parts: the feature
extraction part and the model training part. The feature
extraction  part  is  responsible  for  extracting  user  and
service  features  from  the  user-service  interaction
records, the user profiles as well as the service attribute

information.  Also,  the  extracted  user/service  features
are fused with the concatenate operation, which will be
transferred  to  the  model  training  part  to  simulate  the
interaction  between  users  and  service  to  predict  the
user-service rating score.

u
Uu Pu

Vu

i Ii

Pi Vi

Uu = Pu⊕Vu

Ii = Pi⊕Vi

More specifically, in NCF-MS, both the user feature
vector  and  service  feature  vector  consist  of  two  parts.
Take user  feature  vector  for  example,  for  a  user ,  its
feature  vector  consists  of  the  user  embedding 
generated by the embedding component as well  as the
latent feature  extracted from the SDAE component.
Similarly,  for  a  service ,  its  feature  vector  consists
of  the  service  embedding  and  the  latent  feature 
extracted  from  the  SDAE  component.  Moreover,  the
user  feature  vector  could  be  represented  as

;  and  the  service  feature  vector  could  be
represented . Furthermore, with the extracted
user  feature  vector  and  the  service  feature  vector,  the
model  training  component  adopts  an  MLP  module  to
train the parameters of the NCF-MS model.

The MLP model could be depicted by Eq. (6):
 

y′ui = f (Uu, Ii|Uu, Ii,Θ) (6)

y′ui
f

Θ

f f

In  Eq.  (6),  is  the  predicted  user-service  rating
score generated by the MLP module.  is the function
to depict the interaction between the user feature vector
and the service feature vector.  is  the parameters for
the function . In MLP,  could be represented by Eq.
(7):
 

f (Uu, Ii|Uu, Ii,Θ) = ρout(ρx(· · · (ρ1(Uu, Ii)+b1) · · · )+bx)
(7)

ρ

b
In Eq. (7),  represents the activation function of the

MLP  network  for  corresponding  layer;  while  is  the
bias parameter as explained in Section 3.2.

The  details  of  the  feature  extraction  and  model
training  processes  of  the  NCF-MS model  is  described
in the following section.

5.1　Feature extraction

As  described  in  aforementioned  section,  the  feature
extraction  module  is  responsible  for  extracting
user/service  feature  vector  from  the  user-service
interaction  records,  the  user  profiles,  as  well  as  the
service attribute information.

Step  1. Feature  extraction  from  user-service
interaction record.

Definition  1　 User-Service  interaction  record.  In
our solution, the user-service interaction record dataset

 

'

X

ConcatenateConcatenate

 
Fig. 5    Deep  collaborative  filtering  model  with  multisource
data.

  Wenmin Lin et al.:  A Deep Neural Collaborative Filtering Based Service Recommendation Method with Multi-Source... 903

 



Y = M×N M
N

yui Y u
i

could  be  depicted  as  a  matrix ,  where  is
the  number  of  users  and  is  the  number  of  services.
Each  record  in  refers  to  whether  user  has
interacted with service  or not.
 

yui =

1, if user u invoked service i;
0, otherwise

(8)

u i Y
u i

u
Pu i

Pi

For  each  user  and  service  in ,  we  will  firstly
encode  and  with a unique and numeric vector with
fixed  size  via  the  embedding  technique.  For ,  its
embedding could be denoted as ; while for service ,
its embedding could be denoted as .

The recommendation model with such implicit user-
service  interaction  record  could  be  formalized  as  to
find a prediction function to predict the missing values
in  the  user-service  interaction  record  matrix,  which  is
equal  to  obtain  the  optimal  parameters  in  Eq.  (7)  to
make  accurate  prediction  for  missing  user-service
interaction  scores.  In  the  native  NCF recommendation
model, it firstly takes embedding technique to generate
the user embedding and service embedding, which will
be further trained via the MLP module to generate the
predicted  user-service  rating  score.  However,  in
practice,  the  user-service  interaction  record  matrix  is
normally sparse. The pure user embedding and service
embedding  could  only  provide  limited  user/service
features,  which  could  limited  the  performance  of  the
prediction  accuracy.  Therefore,  we  propose  to  fuse
multi-source  auxiliary  information  into  the
recommendation  model  to  depict  more  accurate  user
features  and  service  features  to  improve  the
recommendation accuracy.

In  our  solution,  we  take  the  user  profiles  and  the
service  attributes  as  auxiliary  information  to  build  the
multi-source data driven collaborative recommendation
model.  And  the  feature  extraction  module  will  extract
user/service  features  from  the  auxiliary  information
and fuse them with the raw user/service embeddings to
generate  the  user/service  feature  vector  as  input  for
subsequent model training module.

Step 2.　Feature extraction from user profiles.
u

u =< UserID, Gender, Age,
Carrer >

Definition  2　User  profile.  For  each  user  in  the
user  profiles  of  NCF-MS  method,  he/she  can  be
formalized  as  a  quad-tuple 

.

M
Y

For each attribute  in  user  profiles,  we firstly  encode
it  with  the  one-hot  encoding  method[35].  For  example,
there  are  users  involved  in  the  user-service
interaction  matrix ,  the  one-hot  encoding  of  the

UserID 0−1
M Gender

Carrer 0−1
2 x x Career

Age
m Age

0−1 m

 attribute is  a  numeric vector with length
of .  Similarly,  the  one-hot  encoding  of  the 
and  attributes  is  a  binary  numeric  vector
with length of  and  (i.e.,  is the number of 
attributes),  respectively.  For  attribute,  we  divide
the age into  ranges and encode the  attribute to a

 binary numeric vector with length of .

0−1
M+2+ x+m

u
Vu

With  one-hot  encoding  method,  we  could  map  each
user  into  a  numeric  vector  with  fixed  size

.  Furthermore,  the  SDAE  module  is
adopted  to  extract  the  key  features  from  the  user
profile. For user ,  the latent user feature extracted by
the SDAE module could be represented as .

Step 3.　Feature extraction from service attributes.

Ii

Ii

Definition  3　Service  attribute.  Similarly,  for  each
service  in  service  attributes,  it  can  be  formalized
as  a  multi-tuple  = <ServiceID, ServiceType,
ServiceFunction>.

i
Vi

The  latent  service  feature  extraction  process  is
similar  to  process  of  feature  extraction  from  user
profiles. Therefore, we omit the details here. Similarly,
for  each  service ,  the  latent  service  feature  extracted
by SDAE module could be represented as .

5.2　Model training

Pu

Vu

Pi Vi

With the feature extraction process, we could obtain 
and ,  which  refers  to  the  user  features  from
embedding technique as well  as the latent user feature
extracted from the auxiliary user profiles, respectively.
Similarly,  and  are  the  embedded  service  feature
and the latent service feature, respectively. In our NCF-
MS method, we fuse them via concatenate operation.
  Uu = concatenate(Pu,Vu),

Ii = concatenate(Pi,Vi)
(9)

Uu Ii u
i Uu

Ii

y′ui

 and  are  the  user  feature  vector  for  user  and
the service feature vector for service , respectively. 
and  are  the  input  vectors  for  the  NCF-MS  model,
which could be multiplied via inner product and trained
by  the  MLP  module  to  predict  the  user-service
interaction  score .  In  our  proposal,  we  adopt  the
MLP  module  to  simulate  the  interaction  between  the
user  and  service  feature  vector.  Therefore,  with  the
non-linearity fitting ability of the MLP neural network,
we  could  calculate  the  accurate  interaction  relation
between users and services.

As shown in Fig. 5, the input of the MLP module is
the  element-wise  product  of  the  user  latent  feature
vector and the service latent feature vector, which will
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x-th

yui = 0 Uu

Ii yui = 1 Uu Ii

be  trained  with  the  layer  neural  networks,  to
calculate  the  predicted  user-service  interaction  score.
Furthermore,  we  could  formulate  the  score  prediction
problem  as  model  training  problem  to  learn  the
optimized  parameters  for  the  MLP  model.  Since  the
user-service  interaction  score  is  a  binary  value,  for
which  represents no interaction between  and

;  while  means  has  interacted  with .
Therefore,  the  objective  of  the  MLP  model  in  our
recommendation context is to maximize the likelihood
value  for  all  positive  and  negative  user-service
interaction scores.
 

ρ(y, y− |U, I, θ) = Π(u,i)∈yy′uiΠu,i∈y−(1− y′ui) (10)

Take  the  negative  log  value  for  Eq.  (10),  we  can
obtain  the  loss  function  in  Eq.  (11),  which  can  be
further  transferred  to  the  expression  depicted  by  Eq.
(12).
 

L = −Σ(u,i)∈ylogy′ui−Σ(u,i)∈y−log(1− y′ui) (11)
 

L = Σ(u,i)∈yUy−{yuilogy′ui+ (1− yui)log(1− y′ui)} (12)

The  loss  function  of  Eq.  (12)  is  actually  a  binary
categorization  problem.  We  could  take  the  Stochastic
Gradient  Decreasing  (SGD)  method  to  calculate  the
optimal  parameters.  Algorithm  1  depicts  the  training
process of the NCF-MS model.

5.3　Recommendation prediction

With  the  trained  NCF-MS  model,  the  predicted
interaction  score  for  each  user-service  pair  could  be
calculated  correspondingly.  Furthermore,  we  could
recommend  services  with  higher  predicted  interaction
score for each user.

6　Experimental Evaluation

In  this  section,  we  simulate  a  set  of  experiments  on
three  public  datasets  to  verify  our  proposed  NCF-MS
method.  The  experimental  setting  of  our  simulation  is
depicted in Table 1.

The three datasets adopted in our experiment are: the
Santander  Bank  dataset[36],  the  Amazon  AToys[37]

dataset  as  well  as  the  Amazon  AMusic[37] dataset,
respectively.  The  Santander  Bank  dataset  contains  the
consumption  records  of 709 411 users  on  24  bank
products;  while  the  Amazon  AToys  and  Amazon
AMusic  are  two  public  datasets  provided  by  Amazon
that  records  the  user’s  rating  score  and  reviews  on
Amazon  products.  Limited  by  the  memory  of  the
device,  as  well  as  to  improve  the  recommendation

accuracy,  we  filter  the  primitive  datasets  to  select  the
records as experimental dataset. In our rule, the number
of users is less than 5000. Also, each user involved in
the  dataset  should  interacted  with  at  least  5  services;
while  each  service  should  be  invoked  by  at  least  20
users.  With  this  processing  rule,  the  datasets  are
summarized in Table 2.

6.1　Baselines

In  our  simulation,  we  compare  our  proposed  method
with three existing baseline methods:

ItemKNN:  ItemKNN  is  a  typical  item-based
collaborative  filtering  method.  It  calculates  the
similarity  between  services  based  on  the  user-service
interaction  records,  and  recommend  to  users  with
similar services according to their history consumption
records.  We  take  ItemKNN  as  comparison  method  to

 

Algorithm 1　Training process of NCF-MS model
EdgeServerExecute(UserPro f ile S erviceAttributes  1 , )

UserVector← NULL  2　
S erviceVector← NULL  3　

u UserPro f ile  4　for each user  in  do
Pu← onehot_Encoding(u)  5　　

Pu← SDAE(Pu)  6　　

Vu← Embedding(u)  7　　

Uu← Pu ⊕Vu  8　　

Uu UserVector  9　　add  into 
i S erviceAttributes10　for each service  in  do

Pi← onehot_Encoding(s)11　　

Pi← SDAE(Pi)12　　

Vi← Embedding(i)13　　

Ii← Pi ⊕Vi14　　

Ii S erviceVector15　　add  into 
UserVector S erviceVector16　return , 

17
CloudServerExecute(UserVector S erviceVector)18 , :

w b19　　initialize the parameters  and  of the MLP module
i = 1,2, ...,E20　for each epoch  do

y′←MLP(UserVector⊙S erviceVector)21　　

w b22　　maximize Eq. (12) to update  and 
w b23　return , 

 

Table 1    Experimental setting.

CPU Intel (R) Core (TM) i7-10870H
CPU @ 2.20 GHz

Memory 8 GB
Development tool Python (Tensorflow)

System environment Window 1064 bits
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check how NCF-MS method works by comparing with
typical CF method.

NCF:  NCF  is  the  first  typical  collaborative
recommendation  model  which  adopts  the  neural
network to calculate the interaction between users and
service to make the recommendation decision. We take
NCF  method  as  the  baseline  method  to  check  the
effectiveness  of  integrating  multi-source  data  into  the
native NCF method.

BPR: BPR adopts the implicit  feedback to make the
recommendation  decision.  Moreover,  it  adopts  matrix
factorization and the pair-wise loss function to conduct
model training. We take the BPR method as baseline to
check  how  deep  learning  methods  work  than  typical
matrix  factorization  methods  to  predict  user-service
rating score.

We  implement  the  four  recommendation  methods
based  on  the  Tensorflow library.  To  learn  the  optimal
parameters  of  the  methods,  we  initialize  the  model
parameters  following  random  Gaussian  distribution,
and  we  adopt  the  Adam  model  in  the  model  training
process.  The learning rate is  set  to 0.001.  The number
of  MLP  modules  is  set  to  3  according  to  the
performance of the simulation results.

6.2　Evaluation metrics

We  adopt  two  evaluation  metrics  to  evaluate  our
proposed method.

K

N
hits(i)

i-th

HR refers to hit rate, i.e., the recall rate of the top-
recommendation  results,  for  which  the  calculation
equation is depicted by Eq. (13). In Eq. (13),  refers
to the whole number of users,  indicates whether
the  interacted  services  for  the  user  is  in  the
recommendation list or not.
 

HR =
1
N

N∑
i=1

hits(i) (13)

pi

i-th
pi

NDCG refers to the normalized cumulative loss gain,
which  evaluates  the  sequence  of  the  services  in  the
recommendation list.  In  Eq.  (14),  is  the  location of
the  services  interacted  by  the  user  in  the
recommendation  list.  And  equals  to  infinity  if  the

services are not involved in the recommendation list.
 

NDCG =
1
N

N∑
i=1

1
log2(pi+1)

(14)

KIn  our  experiment,  we  set  the  value  of  to  10  for
both  HR  and  NDCG  metrics.  The  higher  value  of
HR@10 and NDCG@10, the better performance of the
recommendation model.

6.3　Comparison analysis

(1) Comparison analysis w.r.t HR@10
Figure  6 depicts  the  comparison  results  among  the

four  recommendation  models  with  respective  to  the
performance of HR@10 and NDCG@10. As shown in
Fig.  6,  we  can  find  that  with  the  increase  of  iteration
rounds,  the  performance  of  all  the  four  methods  is
improving  accordingly.  Moreover,  the  NCF-MS
method  always  achieves  the  best  performance  on  the
three  public  datasets.  The  reason  for  this  scenario  is
analysed  as  follows:  the  ItemKNN,  BPR,  and  NCF
methods  only  adopt  the  primitive  user-service
interaction  records  as  the  data  source  to  make
recommendation  decisions.  Based  on  the
aforementioned  calculation,  we  can  find  all  the  three
public  datasets  all  have  sparsity  more  than  99%.  The
data  sparsity  greatly  limits  the  recommendation
accuracy.  Therefore,  by  fusing  the  multi-source  user
profiles  and  service  attributes  data  into  the
collaborative recommendation model  could effectively
improve the recommendation accuracy.

Furthermore,  we  could  find  that  even  all  of  the
ItemKNN,  BPR,  and  NCF  methods  are  using  the
primitive  user-service  interaction  records  to  make  the
recommendation  decision,  the  NCF  method  achieves
the  best  performance  among  the  three  methods  on  all
the  three  public  datasets.  This  is  because  the  NCF
method  adopts  the  neural  network  to  capture  the
relationship  between  the  user  feature  and  the  service
feature. Due to the non-linearity fitting ability of NCF,
the  interaction  function  between  user/service  feature
calculated by NCF is more accurate. This also explains

 

Table 2    Simulation on three public datasets.

Dataset
Attribute

Number of users Service Rating Rating sparsity
Santander 5000 15 3882 0.9676

Amazon AToys 3137 33 953 84 642 0.9992
Amazon AMusic 1733 12 489 46 087 0.9978
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the  better  performance  of  NCF-MS than  the  BPR and
ItemKNN methods.

(2)  Comparison  analysis  with  the  native  NCF
           method

Based  on  aforementioned  analysis,  we  can  find  that
both  of  the  NCF  and  NCF-MS  methods  are  adopting
the  deep  neural  network  to  fit  the  interaction  between
user and service latent features. NCF-MS optimizes the
native  NCF  method  by  fusing  multi-source  data  (i.e.,
user profiles and service attributes) to the collaborative
recommendation  model.  Here,  to  further  compare  the
two  methods,  we  summarize  the  performance
comparison between the two methods in Table 3.

As shown in Table 3, the NCF-MS method achieves
better  performance  than  the  NCF  method  on  all  the
three  public  datasets.  This  illustrates  the  multi-source
data  could  help  to  capture  more  accurate  user
preference  to  improve  recommendation  accuracy.
However,  from Table  3,  we  could  also  find  that  the

NCF-MS  does  not  have  outstanding  advantages  than
the  NCF  method.  Therefore,  the  user  profiles  and
service  attributes  may  contain  limit  latent  user
preference information. In the future work, we can try
to  fuse  more  accurate  auxiliary  information  such  as
service comments to extract more accurate user/service
latent features to improve recommendation accuracy.

7　Conclusion

In  this  work,  we  proposes  a  deep  neural  collaborative
filtering  based  service  recommendation  model  NCF-
MS,  which  takes  the  popular  cloud-edge  computing
paradigm  to  implement  recommendation  model  over
the distributed big data resources. Moreover, the NCF-
MS  model  fuses  multi-source  data  (i.e.,  user  profiles
and  service  attributes)  into  the  native  NCF
recommendation  model  to  improve  recommendation
accuracy  accordingly.  Briefly,  the  SDAE  module  is
adopted to extract latent user/service features from the
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Fig. 6    Performance comparison of the NCF-MS method and baseline methods.

 

Table 3    Performance comparison of NCF-MS vs. NCF.
Dataset Metric NCF NCF-MS Improvement (%)

Santander
HR@10 0.5831 0.6110 2.79

NDCG@10 0.3054 0.3161 2.36

Amazon AToys
HR@10 0.3422 0.3599 1.77

NDCG@10 0.1998 0.2054 0.56

Amazon AMusic HR@10 0.3697 0.3855 1.58
NDCG@10 0.2151 0.2269 1.18
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multi-source  auxiliary  information,  which  are
transferred  to  train  the  collaborative  recommendation
model  via  the  MLP  module.  A  set  of  simulation
experiments  are  conducted  on  three  public  datasets  to
evaluate the effectiveness of our proposal. In the future
work,  we  will  enhance  the  recommendation  model  by
fusing more auxiliary information such as user-service
comments into the NCF-MS model, to further improve
the flexibility and accuracy of recommendation results.
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